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In this talk we discuss some coding-invariant classification of infinite se-
quences [1].

An infinite binary sequence « is reducible to an infinite binary sequence
B if a = F(f) for some computable operation F' (denote this a@ < 3). Two
sequences « and [ are information equivalent (denote this a = ), if a <
G and § < «. Informally speaking, the sequences o = [ have the same
information content (up to finite descriptions of the coding methods).

Let 2 be the set of all infinite binary sequences. A set A C Q is called
coding invariant if w € A and a = w implies a € A for any w and a.

We use the concepts of semicomputable semimeasure (first introduced in
2], see also [1]) and the a priory semimeasure M. For any such semimeasure
P the maximal measure P can be defined such that P < P.

Let I be the Boolean algebra of all coding invariant Borel subsets of €2,
and let T be the factor-algebra of I with respect to the equivalence relation

A~ B <= M((A\B)U(B\A)) =0,

where A, B € I.

Let a = [A] be an element of Y defined by a coding invariant set A € I.
We also define P(a) = P(A) for any semicomputable semimeasure P, where
Ae€a.

By ([2], Theorem 3.1) any sequence Martin-Lo6f random with respect to a
computable measure is computable or information equivalent to a sequence
random with respect to the uniform measure. Therefore, we can define two
natural elements r = [R] and ¢ = [C] of T, where R be a set of all Martin-
Lof sequences random with respect to the uniform measure, C' be a set of all
computable sequences. Evidently M(r) > 0 and M(c) > 0 and P(r) = 0 for
each computable measure P.

The zero element 0 of T consists of all coding invariant subsets of {2 of
M-measure 0. Then M(0) = 0. The unit element of Y is defined 1 = [()].
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An element d of T is called atom element if d # 0 and it cannot be
represented as a disjoint union d = aUb of two non-zero elements of T, i.e.,
such that aNn'b = (), a # 0 and b # 0. This can be interpreted as that
any set of sequences generating an atom cannot be divided on two nontrivial
parts by their information content.

Theorem 1 (Levin [1]). The elements r and c are atom elements of Y.

The information-theoretic structure of the algebra T is described by the
following theorem.

Theorem 2 Let aj, as, as,... be all atom elements of Y. The following de-
composition of the unit element of the algebra Y is valid

1=U2,a,Ud,
where
e the atom a; = r s generated by all Martin-Lof random sequences;
e the atom ay = c s generated by all computable sequences;

e the atoms as, ay, ... are generated by infinite sequences which cannot be
Martin-Lof random with respect to any computable measure, and even,
they cannot be information equivalent to Martin-Lof random sequences;

o d is the non-zero infinitely divisible element of T generated by the
measure-theoretic complement of all atoms.

By definition the element d = 1\ U3, a; is infinitely divisible, i.e., for
any non-zero X C d a decomposition x = x; U Xy is valid, where x; Nxs = 0,
x1 # 0 and x5 # 0.
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