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Abstract

Study of computer modelling of systems might necessarily involve
some different ideas from those used when considering the underlying
theoretical system acting on a continuum. In this paper the idea
of computer robustness of a mapping f is introduced. The concept is
based on the idea that computer trajectories will bear some relation to
what is expected of the true behaviour if there is an inverse shadowing
property between f and its realization on a computer.

1. INTRODUCTION

Consider a mapping f : Ω→ Ω ⊆ <N . Provided that f is sufficiently smooth
and hyperbolicity is present, quite a lot can be said about the dynamical
system induced by f . Some general results which spring to mind include the
Hartman–Grobman Theorem, Stable Manifold Theorem, Shadowing Lemma
and structural stability results (see, for example, [6], [9]). Many of these
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results state that a Cr dynamical system preserves some of its structural
properties under a small smooth perturbation.

However, many smooth mappings induce very complicated behaviour
and are very often investigated computationally. When this is done, f is re-
placed by a computer realization, or model. This may arise in a number of
ways, including perhaps a computational scheme used to solve a system of
differential equations, evaluation of the function by approximation, maybe
from the discretization imposed by finite machine arithmetic, or some com-
bination of factors. Discrepancies may then occur between the behaviour of
such a computer realization of f and its theoretical counterpart:

1. Asymptotically stable fixed points may disappear and be replaced by
more complicated structures such as periodic cycles [2].

2. Stable or unstable invariant manifolds may be replaced by clouds of
points around a fixed point [2], [3], [4].

3. Trajectories of some mappings f cannot be realized by any discretiza-
tion of f . For example, f(x) = 2x mod 1 in binary arithmetic behaves
quite differently from the mapping on the continuum [0, 1].

These difficulties suggest that the study of computer modelling of
systems might necessarily involve some different ideas from those used when
considering the underlying theoretical system acting on a continuum. In
this paper we introduce the idea of computer robustness of a mapping f .
The concept is based on the idea that computer trajectories will bear some
relation to what we would expect of the true behaviour if there is “inverse
shadowing” between f and its realization on a computer. Let us explain this
in greater detail.

Let f̃ be a computer realization of the theoretical mapping f . It
is desirable that estimates of the distance between the trajectories of the
two maps should not depend explicitly on the time interval over which the
trajectories are taken, but are instead uniform over Ω. For example, in the
shadowing lemma ([6], [9]), a pseudo–orbit of a hyperbolic f is close to some
trajectory of f . This result is usually interpreted to mean that any computed
orbit of the realization f̃ is close to some true orbit of f as long as both the
exact and computed trajectories remain in the domain of hyperbolicity. But
it may also be taken as saying that each trajectory of a close approximation
f̃ is near to some trajectory of f provided that f is hyperbolic.
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There is an inverse problem here. In computer modelling it is im-
portant that an exact orbit can be closely modelled during the computation.
This will be guaranteed if we can specify a natural class of functions K such
that if f̃ ∈ K is a sufficiently close approximation to f , then f̃ has at least one
orbit near to a given trajectory of f . The most commonly investigated class
K is that of Cr approximations. Under natural conditions, such as hyper-
bolicity, it follows from structural stability that such f̃ can be found. Beyn
[1] investigated this problem for a class of numerical methods for differential
equations in the neighbourhood of a hyperbolic stationary point. However,
spatial discretization arising from the finiteness of state space on a computer
reduces the appropriateness of Cr approximation. Too, there is perhaps a
need for some analogue of hyperbolicity itself, so that it relates not only to
invariant sets of f but to a larger class of subsets Ω ⊂ <d.

Let us consider the problem of spatial arithmetic discretization a
little more closely. In the computer modelling of f : <d → <d we have
a finite discretized space L ⊂ <d and a corresponding discretized mapping
fL : L→ L which is close to the restriction of f to L (see for instance Stetter
[10].) The lattice L is uniform when fixed point arithmetic is used, and
semilogarithmic if floating point is used. In this sort of situation, it is not
generally possible always to approximate orbits of f by those of fL – see, for
instance, Theorem 5 of [5].

One way around this problem is to introduce a class of continuous
approximations fI. But then, since C0 and not Cr approximation is involved,
it is not possible to use either standard forms of the shadowing lemma, nor
structural stability theorems for the analysis of these computer models. On
the other hand, it does turn out that, for what we call semi–hyperbolic
mappings, orbits of f can always be approximated by those of fI which are
close to f in the C0 sense.

This paper consists of four Sections. In Section 2 the idea of a robust
trajectory is introduced. Section 3 is devoted to a central notion of the paper:
the concept of semi–hyperbolicity. In Section 4 the main theorem about the
inverse shadowing property for semi–hyperbolic mappings is formulated and
proved. The last section compares the semi–hyperbolicity property with hy-
perbolic structures and gives an example of a semi–hyperbolic system which
is not hyperbolic.

2. ROBUST TRAJECTORIES
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Let f : <d → <d. A finite sequence

x = x0, x1, . . . , xN (1)

will be called a (finite) trajectory of the mapping f if xn = f(xn−1), n =
1, 2, . . . , N . A distance between two mappings f and ϕ will be given by the
supremum norm

||f − ϕ||∞ = sup
x∈<d

‖f(x)− ϕ(x)|| ,

where ‖ · ‖ is a norm in <d.
Let α be a positive real number. The trajectory (1) will be called

α–robust if there exists ε0 > 0 such that any continuous mapping ϕ satisfying

||f − ϕ||∞ ≤ ε0 (2)

has at least one trajectory y0, y1, . . . , yN such that

‖yn − xn‖ ≤ α||f − ϕ||∞, n = 0, 1, . . . N. (3)

Clearly, any trajectory (1) is (1 + L + . . . + LN)–robust if the map-
ping f satisfies the Lipschitz condition ‖f(x) − f(y)‖ ≤ L‖x − y‖ in some
neighborhood of the trajectory. But it is a much more significant matter if
the robustness constant α is independent of N , and uniformly so throughout
a region Ω ⊆ <d. This is possible when f has the semi–hyperbolic property,
and this is presented in the next section.

3. SEMI–HYPERBOLICITY

Throughout, the mapping f is assumed smooth in a region containing a set
Ω ⊆ <d. The derivative of the mapping f at the point x ∈ <d will be denoted
by Dfx. The four–tuple of nonnegative values

s = (λs, λu, µs, µu), λs ≤ λu, (4)

will be called a split if the eigenvalues δ1 and δ2 of the matrix

∆ =

(
λs µs
µu λu

)

are real and satisfy |δ1| < 1 < |δ2|. Clearly, the four–tuple (λs, λu, µs, µu) is
a split if and only if

λs < 1 < λu (5)
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and
(1− λs)(λu − 1) > µsµu. (6)

For any given λs, λu satisfying (5) the four–tuple (4) is a split if the product
µsµu is small enough.

Given some split s and a positive real number h, the map f is called
(s, h)–hyperbolic on the set Ω if for any x ∈ Ω there exists decompositions
Tx<d = Es

x ⊕ Eu
x with relating projectors P s

x and P u
x which satisfy the fol-

lowing inequalities:

‖P s
f(x)Dfxu‖ ≤ λs‖u‖, u ∈ Es

x ; (7)

‖P s
f(x)Dfxv‖ ≤ µs‖v‖, v ∈ Eu

x ; (8)

‖P u
f(x)Dfxv‖ ≥ λu‖v‖, v ∈ Eu

x ; (9)

‖P u
f(x)Dfxu‖ ≤ µu‖u‖, u ∈ Es

x ; (10)

‖P s
x‖, ‖P u

x ‖ ≤ h . (11)

This idea should be distinguished from exponential dichotomies of difference
equations [7]: whereas the dichotomy inequalities are symmetric, this is not
the case with those above. The reason is that the parameters of a split cannot
be simply equated with the exponents of a dichotomy. The quantities µs, µu
are respectively measures of the lack of invariance of the stable component
Es
x and of the unstable component Eu

x . However, the parameters λs and λu
respectively quantify the stability of Es

x and the instability of Eu
x . These last

are more akin to a dichotomous structure. Note also that the “sets where f
is hyperbolic” of Robinson [8] and which give an almost invariant splitting of
Dfx, arise on neighbourhoods of an invariant set, do not have the particular
structure of (6) and are used in a quite different way.

If the mapping f is (s, h)–hyperbolic on a set Ω which is in fact a
trajectory of the mapping f , then the corresponding trajectory will be called
(s, h)–hyperbolic. If the mapping f (or its trajectory) is (s, h)–hyperbolic for
at least one split (s, h), then the mapping f (respectively, its trajectory) will
be called semi–hyperbolic.

Remark. Although we are here concerned with robustness, which may be
thought of as a sort of inverse shadowing property, it is possible to develop
a shadowing theory for semi–hyperbolic mappings. Moreover, when Ω is an
invariant set, there is some relationship between hyperbolic splitting and the
almost invariant splitting, see Section 5.
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4. MAIN THEOREM

Theorem 1. Let the mapping f be defined and semi–hyperbolic on the open
set Ω ⊆ <d. Then there exists α > 0 such that any finite trajectory of f ,
which is wholly contained in Ω, is α–robust.

The proof of Theorem 1 and explicit estimates for the value of α will follow
from the next theorem.

Theorem 2. Each (s, h)–hyperbolic trajectory of a smooth mapping f is α–
robust for every

α > α∗(s, h) =
λu − λs + µs + µu

(1− λs) (λu − 1)− µsµu
h . (12)

Proof: Let x = x0, x1, . . . , xN , be the given trajectory of the mapping f ,

xn+1 = f(xn), n = 0, 1, . . . , N.

Denote by B the space of N−sequences

z = z0, z1, . . . , zN , zn ∈ <d, (13)

satisfying
P s
x0
z0 = P u

xN
zN = 0. (14)

The set B can be treated as a subspace of the Nd–dimensional vector space
<d × . . .×<d (N times), with the norm

‖z‖ = max
0≤n≤N

‖zn‖ .

Let ϕ : <d → <d be a given mapping. Define an operator Wϕ : B → B, which
transforms every sequence (13) into a sequence w = w0, w1, . . . , wN defined
by the initial conditions (14) and the relations

P s
xnwn = P s

xn(ϕ(xn−1 + zn−1)− xn) ,

P u
xn−1

wn−1 = (Un)−1(P u
xnzn − P

u
xnDfxn−1P

s
xn−1

zn−1 +

P u
xn(−ϕ(xn−1 + zn−1) + xn +Dfxn−1zn−1)) ,

where Un : Eu
xn−1
→ Eu

xn , defined by Unv = P u
xnDfxn−1v, is surjective. Note

that (Un)−1 is well–defined by virtue of the inequality (9). The following
lemma is immediate.
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Lemma 1. Wϕ is continuous. For any fixed point z∗ = z∗0 , z
∗
1 , . . . , z

∗
N of Wϕ,

the sequence
y∗ = x0 + z∗0 , x1 + z∗1 , . . . , xN + z∗N

is a trajectory of the mapping ϕ.

We require a few more notations and definitions. For any β > 0, denote by
δβ(ε) the largest positive value δ such that, for any ‖z‖ ≤ δ, the following
inequality is valid:

‖xn +Dfxn−1z − f(xn−1 + z)‖ ≤ β ε.

For each z ∈ B define the pair of real numbers

V s(z) = max
0≤n≤N

‖P s
xnzn‖ , (15)

V u(z) = max
0≤n≤N

‖P u
xnzn‖ , (16)

and denote by V(z) the two–dimensional column vector with coordinates
V s(z), V u(z). Define the matrix

M =

(
λs µs

µu/λu 1/λu

)
, (17)

and the column vector
h = (h, h/λu)

T .

Lemma 2. Let β > 0. Then for each continuous mapping ϕ and each z
from the set Wϕ,β = {z ∈ B : ‖z‖ ≤ δβ(||f − ϕ||∞)},

V(Wϕ(z)) ≤M V(z) + (1 + β)||f − ϕ||∞h . (18)

Proof: First, estimate the value of V s(Wϕ(z)). By definition

V s(Wϕ(z)) = max
0≤n≤N

‖vsn‖ , (19)

where
vsn = P s

xn(ϕ(xn−1 + zn−1)− xn) . (20)

Rewrite (20) as
vsn = I1 + I2 + I3 + I4 , (21)
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where

I1 = P s
xnDfxn−1P

s
xn−1

zn−1 ,

I2 = P s
xnDfxn−1P

u
xn−1

zn−1 ,

I3 = P s
xn(ϕ(xn−1 + zn−1)− f(xn−1 + zn−1)) ,

I4 = P s
xn(f(xn−1 + zn−1)− (f(xn−1) +Dfxn−1zn−1)) .

From (7),
‖I1‖ ≤ λs‖P s

xn−1
zn−1‖ , (22)

and from (8),
‖I2‖ ≤ µs ‖P u

xn−1
zn−1‖ . (23)

The relations (11) imply that

‖I3‖ ≤ h ||f − ϕ||∞ . (24)

Lastly, the relations (11) and the definition of δβ(||f − ϕ||∞) imply that

‖J4‖ ≤ hβ ||f − ϕ||∞ . (25)

From (21) and (22)–(25) it follows that

‖vsn‖ ≤ λs ‖P s
xn−1

zn−1‖+ µs ‖P u
xn−1

zn−1‖+ (1 + β) ||f − ϕ||∞h . (26)

By (19) we can rewrite (26) as

V s(Wϕ(z)) ≤ λs (V s(z) + µs V
s(z) + (1 + β) ||f − ϕ||∞ h) . (27)

Now estimate the value of V u(Wϕ(z)). By definition,

V u(Wϕ(z)) = max
0≤n≤N

‖vun‖ , (28)

where

vun−1 = (Un)−1(P u
xnzn − P

u
xnDfxn−1P

s
xn−1

zn−1 +

P u
xn(−ϕ(xn−1 + zn−1) + f(xn−1) +Dfxn−1zn−1)) .

Rewrite this last equation as

vun−1 = (Un)−1J1 + (Un)−1J1 + (Un)−1J2 + (Un)−1J3 + (Un)−1J4 , (29)
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with

J1 = P u
xnzn , (30)

J2 = −P u
xnDfxn−1P

s
xn−1

zn−1 , (31)

J3 = P u
xn(−ϕ(xn−1 + zn−1) + f(xn−1 + zn−1) , (32)

J4 = −f(xn−1 + zn−1) + (f(xn−1) +Dfxn−1zn−1) . (33)

The relations (9) and (30) imply that

‖(Un)−1J1‖ ≤ λ−1
u ‖P u

xnzn‖ , (34)

while the relations (9), (10) and (31) imply that

‖(Un)−1J2‖ ≤ λ−1
u µu ‖P s

xn−1
zn−1‖ . (35)

The relations (9), (11), (32) give

‖(Un)−1J3‖ ≤ λ−1
u h ||f − ϕ||∞ . (36)

Finally, the relations (9), (11), (33) and the definition of δβ(||f−ϕ||∞) imply

‖(Un)−1J4‖ ≤ λ−1
u hβ ||f − ϕ||∞ . (37)

From (29) and (34)–(37) it follows that

‖vun−1‖ ≤ λ−1
u (‖P u

xnzn‖+ µu ‖P s
xn−1

zn−1‖+ (1 + β) ||f − ϕ||∞ h) . (38)

By (28) we can rewrite (38) as

V u(Wϕ(z)) ≤ λ−1
u (V u(z) + µu V

s(z) + (1 + β) ||f − ϕ||∞ h) . (39)

Inequalities (27) and (39) are equivalent to the assertion of the lemma.

Let us return to and complete the proof of Theorem 2. The spectral radius
σ(M) of the matrix

M =

 λs µs
µu
λu

1

λu


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is just

σ(M) =
1

2

( 1

λu
+ λs

)
+

√(
1

λu
− λs

)2

+
4µsµu
λu

 .
The entries of the matrix M are positive. Therefore by the Perron-Frobenius
theorem the spectral radius σ(M) is the maximal eigenvalue and the cor-
responding eigenvector has positive coordinates. Without loss of generality,
assume that this eigenvector takes the form (1, γ)t, where

γ =
1

2µs

( 1

λu
− λs

)
+

√(
1

λu
− λs

)2

+
4µsµu
λu

 .
It follows that  λs µs

µu
λu

1

λu

( 1
γ

)
= σ(M)

(
1
γ

)
.

In <2 introduce the auxiliary norm ‖ · ‖∗ by ‖(y1, y2)t‖∗ = max{γ|y1|, |y2|}.
Clearly, the corresponding norm ‖M‖∗ of the linear operator with the matrix
(17) coincides with the spectral radius of M . Therefore, ‖My‖∗ ≤ σ(M)‖y‖∗
for all y ∈ <2. Hence, by Lemma 2, for any positive β we have

‖V(Wϕ(z))‖∗ ≤ σ(M) ‖V(z)‖∗+ (1 +β) ||f −ϕ||∞ ‖h‖∗ , z ∈ Wϕ,β . (40)

Choose a fixed real number α > α∗(s, h), where α∗(s, h) is defined by (12),
and write β = α/α∗(s, h)− 1. Note that by (5) and (6)

σ(M) < 1 . (41)

Clearly there exists ε0 > 0 such that for

||f − ϕ||∞ ≤ ε0 (42)

we have the inclusion{
z : ||V(z)‖∗ ≤

1 + β

1− σ(M)
‖h‖∗ (||f − ϕ||∞)

}
⊆ Wϕ,β .

By (40) and (41), for any f satisfying (42), the set

Vf,β =

{
z : ||V(z)‖∗ ≤

1 + β

1− σ(M)
‖h‖∗ (||f − ϕ||∞)

}
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is invariant for the operator Wϕ. Then, because of the continuity of Wϕ (see
Lemma 1), there exists a point z∗ satisfying Wϕz

∗ = z∗, such that

z∗ ∈ Wϕ,β . (43)

From (43) and (18) it follows that

V(Wϕ(z∗)) ≤ M V(z∗) + (1 + β) ||f − ϕ||∞ h ,

and moreover that

V(z∗) ≤ 1 + β

1−M
||f − ϕ||∞ h .

In particular, V s(z∗) + V u(z∗) ≤ α||f − ϕ||∞. Further,

max
0≤n≤N

‖z∗n‖ ≤ α ||f − ϕ|| . (44)

By (44) and Lemma 1, for any continuous mapping ϕ satisfying (2) the
sequence x0 + z∗0 , x1 + z∗0 , . . . , xN + z∗N is a trajectory of ϕ and satisfies (3).
That is, the trajectory (1) is α–robust and the theorem is proved.
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5. SEMI–HYPERBOLICITY AND HYPERBOLICITY

The notion of semi–hyperbolicity introduced in Section 3 bears some simi-
larity to that of a hyperbolic structure of a mapping (see for example [6]),
but nevertheless differs from the latter in some essential respects.

First, it must be stressed that the idea of a hyperbolic structure
is specific to invariant sets of a mapping. This is sufficient when one is
interested in such properties of a mapping as its structural stability. But
this approach is far from adequate when one is concerned with investigating
the phase portrait of a mapping in some region that is not an invariant set.
The notion of the semi–hyperbolicity precisely covers this case.

Splitting the space <d into the direct sum of subspaces Es
x and Eu

x

in Section 3 is similar to imposing a hyperbolic structure Es
Λ ⊕ Eu

Λ on the
invariant set Λ of a given mapping. But in the semi–hyperbolic case there are
no demands of continuous dependence of subspaces Es

x and Eu
x from x while

for hyperbolicity these subspaces must depend on x continuously. Besides, in
the hyperbolic case both subspaces Es

x and Eu
x are invariant with respect to

the differential of the mapping, and to verify the existence of such subspaces
can be difficult in practice. For semi–hyperbolicity these subspaces are only
required to be nearly invariant subspaces of the differential of the mapping,
which can be more easily verified in many instances.

Semi-hyperbolicity seems to be especially well suited for analysis
of noninvertible mappings, when the straightforward analogues of standard
hyperbolic splittings often do not exist at all. An example of this kind is
discussed in more detail below. Recall that the decomposition

Tx<d = Es
x ⊕ Eu

x , x ∈ Ω (45)

is said to be hyperbolic for f if supx∈Ω{‖P s
x‖} < ∞ , the decomposition is

invariant with respect to Df and

‖(Dfn)xu‖ ≤ aλn‖u‖, u ∈ Es
x, n = 1, 2, . . . ,

‖(Df)xv‖ ≥ a−1µn‖v‖ρ, u ∈ Eu
x n = 1, 2, . . . .

for some λ < 1 < µ and a > 0.
Consider the space <6. We shall interpret points as of triplets z =

(z1, z2, z3) of complex numbers. Define a norm in <6 by

|z| = max{|z1|, |z2|, |z3|}.
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Let Ω = {(z1, z2, z3) : |z1| = |z2| = |z3| = 1} and U = {z : zk 6= 0, k = 1, 2, 3}.
There is a natural projection

P(z) = (z1/|z1|, z2/|z2|, z3/|z3|), z ∈ U.

of U onto Ω. For each z ∈ Ω denote

e1(z) = (iz1, z2, z3), e2(z) = (z1, iz2, z3), e3(z) = (z1, z2, iz3), (46)

These vectors form a basis of the tangent subspace Et
z ⊂ <6, z ∈ Ω; denote

also by En
z the corresponding normal space. The coordinates of z ∈ Ω can

be represented as z = (eiϕ1 , eiϕ2 , eiϕ3). So points z ∈ Ω may be identified
with real triples ϕ = (ϕ1, ϕ2, ϕ3), 0 ≤ ϕi < 2π, i = 1, 2, 3. That is, Ω is an
immersion of the 3-torus T3 in <6.

Let A = (aij) be 3× 3 matrix with integer entries ajk. The matrix A
defines an algebraic automorphism of T3 by ϕ 7→ Aϕ, which can be described
by

FA(z) = (za111 za122 za133 , za211 za222 za233 , za311 za322 za333 ) , z ∈ Ω.

Extend FA to the whole of U by defining FA(z) = FA(P(z)) for z ∈ U .
In particular, consider the matrix

A =

 2 3 0
1 2 0
0 0 2

 .

The eigenvalues of A are λ1,2 = 2 ±
√

3, λ3 = 2 with corresponding eigen-
vectors v1,2 = (1,±1/

√
3, 0) and v3 = (0, 0, 1). Then on Ω the mapping FA

admits the hyperbolic decomposition

Tz = Es
z ⊕ Eu

z , x ∈ Ω (47)

defined by
Es

z = L(e1(z)− (1/
√

3)e2(z))⊕ En
z

and
Eu

z = L(e1(z) + (1/
√

3)e2(z))⊕ L(e3(z)).

Here L(v) = {αv : −∞ < α < ∞}, v ∈ <6. Denote Fε: Ω → Ω a mapping
which satisfies the following conditions.

C1. ‖Fε − FA‖C1 < ε.
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C2. Fε(x) = FA(x) in the union of the set S1 = {z ∈ Ω : z1 = z2 = 1} and
the set S2 = {z ∈ Ω : infy∈S1 |y − z| < ε, |z3 + 1| > 1/4}.

C3. Mv1 6∈ Eu
1 where M is derivative of Fε at the point (1, 1,−1), and 1

denotes the vector (1, 1, 1).

Extend Fε to the whole of U by defining Fε(z) = Fε(P(z)).

Proposition 1. For sufficiently small ε the mapping Fε admits a semi-hyper-
bolic decomposition, but admits no hyperbolic decomposition.

Proof: The fact that the decomposition (47) is semi-hyperbolic for sufficiently
small ε follows from the definitions and condition C1. It remains to prove
that there exists no any hyperbolic decomposition. Suppose the contrary. Let

Tz = Es
ε,z ⊕ Eu

ε,z , z ∈ Ω (48)

be a hyperbolic decomposition. Because z = 1 is a fixed point of FA, the de-
composition (48) coincides at this point with the decomposition (47) by con-
dition C2. For any integer positive N consider the point zN = (1, 1, eiϕN ) ∈
S1
⋃
S2 ⊂ Ω, where ϕN = π2−N+1. By condition C2

zN,n = F n
ε (zN) =

{
zN−n, if n < N ,
0, if n ≥ N .

The subspace Eu
ε,zN

is contained in Et
zN

and is transversal to Es
ε,zN

for sufficiently large N . Together with condition C2 this implies that for
all sufficiently large N the subspace Eu

ε,zN,N−1
almost contains the vector v1,

because it is an eigenvector of the matrix A with the maximal eigenvalue
λ1 = 2 +

√
3. But the image of the vector v1 with respect to the mapping

(DFε)(zN,N−1) = M doesn’t belong to Eu
ε,1 = Eu

1 , because condition C3
holds. This contradicts invariance of the decomposition (48).
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