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ABSTRACT. In this paper, we construct connected trajectory and
global attractors for heat equations with linear fading memory
and with nonlinear heat sources. No restriction on the polyno-
mial growth of the nonlinear term is assumed. We also prove
the existence of a global Lyapunov function for these equations
under proper assumptions on the rate of exponential decay of
the memory kernel. The existence of such a Lyapunov function
implies that the trajectory and global attractors of the equation
under consideration have a regular structure, i.e., they coincide
with unstable trajectory sets issuing from the set of stationary
points of the equation.

INTRODUCTION

In this paper, we study the following evolution integro-partial differential equa-
tion:

(0.1) ∂tu(x, t) = ∆u(x, t)+ ∫∞
0
k(s)∆u(x, t − s)ds − f(u(x, t))+ g(x),

with boundary conditions u|∂Ω = 0. The scalar function u(x, t) depends on the
spatial variable x ∈ Ω ø Rn and the time t ∈ R. In equation (0.1), ∆ denotes the
Laplace operator in Rn. We also assume that g(·) ∈ L2(Ω) and that the nonlinear
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function f(·) belongs to C1(R) and satisfies the inequalities

|f(u)| ≤ γ0(|u|p−1 + 1), f (u)u ≥ γ|u|p − C, p ≥ 2; γ0, γ > 0;(0.2)

f ′(u) ≥ −D, ∀u ∈ R.(0.3)

The effects of memory in the equation are expressed through the linear time
convolution of the function ∆u(·) and the memory kernel k(·). We assume that
k(·) ∈ C2(R+), k(s) ≥ 0, k′(s) ≤ 0 for all s ≥ 0, and k(+∞) = 0. Besides, we
assume that the function µ(s)

def≡ −k′(s) satisfies the inequality

(0.4) µ′(s)+ δµ(s) ≤ 0, ∀ s ≥ 0,

where δ is some positive number. It follows from these assumptions that the ker-
nels k(s) and µ(s) decay to zero with an exponential rate. This behavior reflects
the fading of the far history in the model under consideration.

This model was proposed in [11]; similar equations were also considered in
[16] and [17]. Equation (0.1) describes the heat flow in a rigid, isotropic, homo-
geneous heat conductor with memory in the presence of a nonlinear heat source.
It is derived in the framework of the well-established theory of heat flows with
memory due to Coleman and Gurtin (see [5]).

In [7–10, 18], the asymptotic behavior of the solutions of equation (0.1) and
of other related equations with memory was investigated by using the theory of
dynamical systems and global attractors (see [1, 2, 12, 19]). The authors of these
papers used the so-called history space setting which suggests to consider some past
history variables as additional components of the phase space corresponding to the
equation under study. This fruitful idea was proposed by Dafermos (see [6]).

Let us shortly describe the history space setting for equation (0.1) (see [7–10,
18] for more details). We introduce a new variable which reflects the past history
of the equation, namely,

ηt(x, s) =
∫ s

0
u(x, t − τ)dτ, s ≥ 0.

This function satisfies the following equation:

(0.5) ∂tηt(x, s) = u(x, t)− ∂sηt(x, s)

(see Section 2). Integrating by parts in s and using the assumption k(+∞) = 0,
we rewrite the integral term in equation (0.1) in the form

(0.6)
∫∞

0
k(s)∆u(x, t − s)ds = ∫∞

0
µ(s)∆ηt(x, s)ds,



Semilinear Heat Equations with Fading Memory 121

where µ(s) = −k′(s) (see Section 2). We write u(t) = u(·, t) and ηt(·, s) =
ηt(s). This choice of variables leads to the following system:

∂tu(t) = ∆u(t)+ ∫∞
0
µ(s)∆ηt(s)ds − f(u(t))+ g,(0.7)

∂tηt(s) = u(t)− ∂sηt(s),(0.8)

together with the boundary conditions u(t)|∂Ω = 0 and ηt(s)|∂Ω = 0 for all t,
s ≥ 0. We supplement system (0.7)–(0.8) with the initial data

u
∣∣
t=0 = u0,(0.9)

ηt(s)
∣∣
t=0 = η0(s), s ≥ 0.(0.10)

We assume that the functions u0 and η0 are quite arbitrary and belong to some
function spaces, e.g., u0 ∈ L2(Ω) and η0 ∈ L2,µ(R+;H1

0(Ω)), where L2,µ :=
L2,µ(R+;H1

0(Ω)) is the corresponding weighted (for the variable s) Hilbert space
with weight µ(s), s ≥ 0 (see, e.g., [9]).

Now, setting

z(t) = (u(t), ηt), z0 = (u0, η0)

and

L(z) =
(∆u+ ∫∞

0
µ(s)∆η(s)ds, u−∂sη),

G(z) = (−f(u)+ g,0),

problem (0.7)–(0.10) takes the compact form

∂tz = Lz +G(z),(0.11)

z
∣∣
t=0 = z0.(0.12)

If one can prove that the Cauchy problem (0.11) and (0.12) has a unique
solution z(t), t ≥ 0, with values in a suitable phase space H (e.g., in H =
L2(Ω) × L2,µ), then one can construct a semigroup of operators S(t) : H → H ,
S(t)z0 = z(t), t ≥ 0, and study the global attractor of this autonomous dynam-
ical system. This scheme is called the history space setting and it was successfully
applied to various equations with memory in [7–10, 18] and in many other pa-
pers. Unfortunately, this approach leads to a rather complicated phase space H
for the corresponding dynamical system. It is also difficult to study properties of
the semigroup {S(t)} such as continuity, compactness, or asymptotic compact-
ness. These obstacles often lead to various additional restrictions on the terms of
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the equation with memory under study (e.g., restrictions on the growth p (see
(0.2)) of the nonlinear function f(u) in (0.1)) which seem unnecessary.

In the present paper, we study the behavior of the solutions of equation (0.1)
as t → +∞ by constructing the so-called trajectory attractor of this equation. This
method was proposed in [2, 3] and it was successfully applied by the authors in
[4] to the study of dissipative semilinear hyperbolic equations with memory.

We assume that the function u(x, t) in equation (0.1) is known for all t ≤ 0
and u(x, t) does not necessarily satisfy the equation for negative t. This assump-
tion can be reflected in the “initial condition” which we write in the form

(0.13) u
∣∣
t≤0 = v(x, t), t ≤ 0,

where the function v(t) = v(·, t), t ≤ 0, can be chosen quite arbitrarily. We
only assume that v(·) ∈ E− = Cb(R−;L2(Ω)) ∩ Lb2 (R−;H1

0(Ω)), where R− =
(−∞,0].

We are looking for a function u(t) = u(·, t), t ∈ R, belonging to the space
C(R;L2(Ω)) ∩ Lb2 (R;H1

0(Ω)) such that u(t) coincides with v(t) for all t ≤ 0
and, for t ≥ 0, u(t) satisfies equation (0.1).

In Section 2, we prove that problem (0.1) and (0.13) has a unique solution
for every v ∈ E− (a similar theorem is proved in [9]).

We denote by v(s), s ≤ 0, the elements of the space E−, where s stands for
the time variable in place of t.

For every fixed t ≥ 0, we consider the mapping S(t) : E− → E− acting by the
formula

(0.14) (S(t)v)(s) = u(t + s), ∀ s ≤ 0,

where u(t), t ∈ R, is the solution of problem (0.1) and (0.13) with initial datum
v ∈ E−. It is easy to see that the family of operators {S(t) | t ≥ 0} forms a
semigroup in E−.

Our aim is then to construct and to study the trajectory and global attractors
of the semigroup {S(t)} in E−. In Section 1, we present a general scheme for the
construction of the trajectory and global attractors for equations with memory.

Recall that, in order to define the global attractor, we have to specify a topol-
ogy in the space E−, which will be used to measure the attraction of the bounded
sets of initial data from E− under the action of S(t) as t tends to infinity. For this
purpose, we take the local uniform convergence topology of the space C loc(R−;E).
Here, we take E = L2(Ω). To define the bounded sets in E−, we use the norm of
the space E− itself (see Sections 1 and 4). We shall call the corresponding global at-
tractor of the semigroup {S(t)} the trajectory attractor since the semigroup {S(t)}
acts in the trajectory space E−.

Definition 0.1. A set A ⊂ E− is called the trajectory (E−, C loc(R−;E))-
attractor of the semigroup {S(t)} generated by problem (0.1) and (0.13) if
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(1) the set A is bounded in E− and compact in C loc(R−;E);
(2) the set A is strictly invariant with respect to {S(t)}, that is,

S(t)A = A, ∀ t ≥ 0;

(3) the set A is an attracting (in C loc(R−;E)) set of the semigroup {S(t)}: for any
bounded set B ⊂ E−, the set S(t)B converges to A as t → +∞ in the topology
of C loc(R−;E), i.e., for every M > 0,

(0.15) sup
v∈B

distC([−M,0];E)(S(t)v,A)→ 0 (t → +∞).

In Sections 3 and 4, we prove our main result.

Theorem 0.2. Under assumptions (0.2), (0.3), and (0.4), the semigroup {S(t)}
of problem (0.1) and (0.13) possesses the trajectory (E−, C loc(R−;E))-attractor A.
Furthermore, the set A is connected in the space C loc(R−;E) (see also Section 5).

We note that, due to the strict invariance property, the trajectory attractor A
consists of functions v(t), t ≤ 0, which satisfy equation (0.1) for all t ≤ 0.

We then use the trajectory attractor A of the equation with memory (0.1) to
construct the global attractor (in E = L2(Ω)) of this equation. For any set B ⊂ E−,
we set

B(h) = {v(h) | v ∈ B} ⊂ E,
where h ≤ 0 is an arbitrary fixed number. In particular, we set

A(h) = {v(h) | v ∈ A} ⊂ E.

The set A(h) is independent of h, i.e., A(h) = A(0) for all h ≤ 0, since A is
strictly invariant w.r.t. {S(t)}.

Definition 0.3. A setA ⊂ E is called the global (E−, E)-attractor of equation
(0.1) if
(1) the set A is compact in E = L2(Ω);
(2) the set A attracts the bounded solutions of (0.1), that is, for any bounded set

B from E−

(0.16) sup
v∈B

distE(u(t, v),A)→ 0 (t → +∞),

where u(t, v) is the solution of (0.1) with initial datum v;
(3) the set A is the minimal compact attracting set which satisfies (0.16).

We prove in Section 4 that the set A = A(0) is the global (E−, E)-attractor
of equation (0.1) and the set A is connected (see Section 5). In Section 5, we
also establish some additional smoothness properties of the trajectory and global
attractors of equation (0.1).
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In Section 6, we consider the problem of the regularity of the trajectory and
global attractors of the heat equation with memory (0.1). It is well-known that
the semilinear heat equation without memory (corresponding to k ≡ 0 in (0.1))
possesses the regular global attractor (see [1, 12]). This assertion follows from the
existence of a global Lyapunov function for this equation. However, we show in
Section 6 that it is impossible to construct a Lyapunov function for the equation
with memory (0.1) by using the method known for the equation without memory.
Nevertheless, we construct in Section 6 another Lyapunov function under some
additional restrictions on the nonlinear function f(u) and the memory kernel k.
We prove the following result.

Theorem 0.4. If the number D from inequality (0.3) satisfies

(0.17) D < λ1 + δ,
where λ1 is the first eigenvalue of the operator −∆ with zero boundary conditions and
δ is taken from (0.4), then the semigroup {S(t)} of problem (0.1) and (0.13) has a
global Lyapunov function in the space E−.

Having a global Lyapunov function, we prove that the trajectory and global
attractors of (0.1) have a regular structure. We denote byN the set of all stationary
solutions of (0.1), i.e., the functions z(·) ∈ H1

0(Ω) such that

(0.18) (1+α)∆z(x)− f(z(x))+ g(x) = 0, z
∣∣
∂Ω = 0,

where α =
∫∞

0
k(s)ds.

Definition 0.5. The following set is called the unstable trajectory set issuing
from N :

M+(N ) = {v(·) ∈ E− | v(t) satisfies (0.1) for t ≤ 0,

and distE(v(t),N ) → 0 (t → −∞)}.

The setM+(N ) is strictly invariant w.r.t. {S(t)} and, besides,M+(N ) ⊆ A.
In Section 6, we prove the following result.

Theorem 0.6. Under condition (0.17), we have

A =M+(N ) and A=M+(N )(0).(0.19)

If the set N is finite, i.e., N = {z1, z2, . . . , zm}, then

A =
m⋃
j=1

M+(zj) and A =
m⋃
j=1

M+(zj)(0).

Furthermore, in that case, for any solution u(t) of equation (0.1), there exists a sta-
tionary solution zj such that ‖u(t)− zj‖E → 0 (t → +∞).
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Finally, we emphasize that it is quite reasonable to expect that the past history
setting from [7–10, 18] and the trajectory attractor approach of the present paper
(see also [4]) should be, in some proper sense, related. In particular, the corre-
sponding global attractor and trajectory attractor should be homeomorphic in the
corresponding spaces. In a forthcoming paper, we intend to compare these two
methods of study of evolution equations with memory in detail and to establish
the precise relation between their global and trajectory attractors. It would also be
important to study the existence of a Lyapunov function in the past history setting
in order to study the structure of the corresponding global attractors.

1. EQUATIONS WITH MEMORY AND THEIR TRAJECTORY AND
GLOBAL ATTRACTORS

We consider the following abstract evolution equation:

(1.1) ∂tu(t) = A(u(t),ut(·)), t ≥ 0.

We assume that the function u(t) is known for all t ≤ 0 and our problem is to
continue u(t) for t ≥ 0 in such a way that u(t) satisfies equation (1.1). The
operator A(·, ·) in the right-hand side of (1.1) depends on two parameters. The
first parameter is the value of the function u at time t, while the second one is
the entire function u(t′) for all t′ ≤ t. In (1.1), we denote by ut(·) the function
u(t′), t′ ≤ t, with range (−∞, t].

Thus, the derivative ∂tu(·) at time t depends not only on the value u(t) of
the function u at this time t, but also on all the values u(t′) for t′ ≤ t. This
reflects the appearance of memory effects in the evolution equation. Recall that,
in the usual partial differential equations, the time derivative ∂tu(t) depends only
on u(t), that is, the right-hand side A in (1.1) has the form A(u(t)). In the next
section, we shall consider an example of evolution equation of the form (1.1).

Here, we discuss a general approach for the study of the equation with mem-
ory (1.1). We assume that the function u takes values in a Banach space E, i.e.,
u(t) ∈ E for all t ∈ R. We note that the function u(t) does not necessarily sat-
isfy equation (1.1) for negative t. Therefore, we may choose u(t) for t ≤ 0 quite
arbitrarily. We can write this circumstance as an “initial datum” for equation (1.1)
of the form

(1.2) u
∣∣
t≤0 = v(t), t ≤ 0,

where the function v(·) belongs to some class of functionsE−, with range (−∞,0]
and with values in the space E. We shall specify the space E− below.

Our aim is to study the asymptotic behavior of the solutions of problem (1.1)
and (1.2) as t → +∞. To construct the dynamical system or the semigroup cor-
responding to this problem, we make the following basic assumption. We assume
that problem (1.1) and (1.2) has a unique solution for any initial datum v(·). We
note that this question can be the subject of a separate deep investigation for a
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given nonlinear equation of the form (1.1), where one has to define precisely the
notion of a solution of (1.1) and (1.2) and to specify a class of functions in which
the solutions live.

We denote by Cb(R−;E) the space of bounded continuous functions with
range R− = (−∞,0] and with values in E. We consider a vector subspace E− ⊆
Cb(R−;E). The subspace E− serves as the phase space of the dynamical system
that we are constructing. We denote by v(s), s ≤ 0, the elements of E−, replacing
the time variable t by s. We clarify our main assumption: for every v ∈ E−, prob-
lem (1.1) and (1.2) has a unique solution u(·) belonging to the space Cb(R;E),
that is, u(t) = v(t) for all t ≤ 0 and u(t) satisfies equation (1.1) for all t ≥ 0.
Moreover, we assume that the function uh(s) = u(h+ s), s ≤ 0, also belongs to
E− for all h ≥ 0.

For every fixed t ≥ 0, we consider the following mapping acting in E−:

(1.3) (S(t)v)(s) = u(t + s), s ≤ 0,

where u(t) is the solution of (1.1) and (1.2) with initial datum v(·). It follows
from our assumptions that S(t)v ∈ E− for every t ≥ 0. Then, clearly, the family
of mappings {S(t) | t ≥ 0} = {S(t)} forms a semigroup acting in E−, i.e., S(0)
is the identity operator and S(t1 + t2) = S(t1) ◦ S(t2) for all t1, t2 ≥ 0.

Remark 1.1. In fact, the mappings S(t) are also well defined for t ≤ 0 and
we obtain the group {S(t) | t ∈ R}. We only have to note that, for t ≤ 0, the
mappings S(t) are independent of the solutions of equation (1.1).

We study the global attractor of the semigroup {S(t)} acting in the phase
space E−. It is known that, in order to define a global attractor, we have to deter-
mine a topology on E− and a collection of bounded sets in E−. We first consider
the local uniform convergence topology C loc(R−;E). Recall that a sequence of
functions {fn} ⊂ E− converges to a function f ∈ E− if, for every M ≥ 0,

(1.4) max
s∈[−M,0]

‖fn(s)− f(s)‖E → 0 (s → +∞).

It is well-known that the space C loc(R−;E) is metrizable and the corresponding
metric space is complete. Nevertheless, in order to define the bounded sets in E−,
we shall use another metric. For example, this metric can be generated by the
norm of the space Cb(R−;E), i.e.,

‖f‖Cb(R−;E) = sup
s≤0

‖f(s)‖E.

Another possibility is the following metric. Let E1 be a Banach space such that
E1 ⊆ E. Let E− ⊂ Lbp(R−;E1) (p ≥ 1). The norm of the space Lbp(R−;E1) reads

(1.5) ‖f‖Lbp(R−;E1) =
(

sup
t≤0

∫ t
t−1

∥∥f(s)∥∥pE1
ds
)1/p

.
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Then, the desired metric is generated by the norm of the space Cb(R−;E) ∩
Lbp(R−;E1), i.e., by the sum

‖f‖Cb(R−;E) + ‖f‖Lbp(R−;E1).

We actually assume that E− ⊆ F , where F is a Banach space whose norm
‖ · ‖F will be used to define the bounded sets in E−. We assume that the norm of
F satisfies the following inequality on E−:

(1.6) ‖S(h)v‖F = ‖v(h+ ·)‖F ≤ ‖v(·)‖F , ∀h ≤ 0, ∀v ∈ E−.
This property looks very natural and is obviously valid for the above examples
(i.e., when F = Cb(R−;E) and F = Cb(R−;E)∩ Lbp(R−;E1)).

We first define the notion of an attracting set for the semigroup {S(t)} in E−.

Definition 1.2. A set P ⊂ E− is called attracting (in C loc(R−;E)) for the
semigroup {S(t)} if, for any set B ⊂ E−, bounded inF , and for any neighborhood
O(P) in C loc(R−;E) of the set P , there exists a number t1 = t1(B,O) such that
S(t)B ⊆ O(P) for all t ≥ t1. This is equivalent to the following: for any M > 0,

distC([−M,0];E)(S(t)B, P)→ 0 (t → +∞).
Here, distM(A, B) denotes the Hausdorff semi-distance from a set A to a set

B in a metric space M with metric ρM(·, ·), that is,

distM(A, B) = sup
a∈A

inf
b∈B
ρM(a, b).

We now define the global attractor of the semigroup {S(t)}, which we call
the trajectory attractor since this semigroup acts in the space of (semi-)trajectories
E−.

Definition 1.3. A set A ⊂ E− is called the trajectory (F , C loc(R−;E))-attractor
of problem (1.1) and (1.2) if
(1) the set A is bounded in F and compact in C loc(R−;E);
(2) the set A is strictly invariant with respect to {S(t)}, that is, S(t)A = A for all

t ≥ 0;
(3) the set A is an attracting (in C loc(R−;E)) set of the semigroup {S(t)}.

Remark 1.4. Notice that the notion of a global (F,D)-attractor of a semi-
group was introduced in [1]. Here, F denotes a metric space taken to define the
bounded sets and D is a topological space in which one measures the attraction of
bounded sets to the attractor.

Following [1] and [2], we formulate the main theorem on the existence of the
trajectory attractor of problem (1.1) and (1.2).

Recall that the semigroup {S(t)} is called uniformly bounded in F if, for any
set B ⊂ E−, bounded in F , there exists a bounded set B1 such that S(t)B ⊆ B1
for all t ≥ 0.
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Theorem 1.5. Let the semigroup {S(t)} acting in E− ⊆ Cb(R−;E) and cor-
responding to problem (1.1) and (1.2) be uniformly bounded in F and have an at-
tracting set P ⊂ E−. We further assume that the set P is bounded in F and compact
in C loc(R−;E). Then, there exists the trajectory (F , C loc(R−;E))-attractor A of the
semigroup {S(t)} and A =ω(P), where

(1.7) ω(P) =
⋂
h≥0

[ ⋃
t≥h
S(t)P

]
Cloc(R−;E)

is the ω-limit set of P w.r.t. {S(t)} in C loc(R−;E).

Proof. We consider the spaces Cb(R;E) and C loc(R;E). We denote by K+
the space of all solutions of equation (1.1) with all possible initial data v ∈ E−,
that is,

(1.8) K+ =
u(t), t ∈ R |

u(t) = v(t), t ≤ 0, v ∈ E−
u(t) satisfies (1.1), t ≥ 0, v ∈ E−

 .
It is clear that K+ ⊂ Cb(R;E). The translation semigroup {T(h)} = {T(h) |
h ≥ 0} acts on K+ by the formula

T(h)u(t) = u(t + h), h ≥ 0.

We now construct the global (F , C loc(R;E))-attractor of the semigroup {T(h)}.
We extend the metric of F to the space K+. The extended metric measures the
distance between the “tails” u(t), t ≤ 0, in F . This new metric is well defined on
K+ since u(t), for t ≥ 0, is uniquely determined by the values u(t) = v(t) for
t ≤ 0. It follows easily that the semigroup {T(h)} is continuous in the topology
C loc(R;E). Consider the set P+ ⊂ K+ defined by

(1.9) P+ =
u(t), t ∈ R |

u(t) = v(t), t ≤ 0, v ∈ P
u(t) satisfies (1.1), t ≥ 0, v ∈ P

 .
The set P is bounded in F . It is clear that the set P+ is also bounded in F , since
the semigroup {S(t)} is uniformly bounded in F . Furthermore, the set P+ is
precompact in C loc(R;E), since P is compact in C loc(R−;E). Finally, the set P+
is attracting for the semigroup {T(h)}. Therefore, the theorem from [1] on the
existence of the global (F,D)-attractor of a continuous semigroup is applicable to
the semigroup {T(h)} acting in K+ (see also [2] and [4]). We set F = F and
D = C loc(R;E). We denote by A+ = ω(P+) the corresponding global (F,D)-
attractor of the semigroup {T(h)}. We now restrict the set A+ to the negative
semiaxis R− = (−∞,0]. We denote by A the set so constructed. This set satisfies
all the properties of the definition of the trajectory attractor. Moreover, we have
A = ω(P), where the ω-limit set of P is taken in the topology of C loc(R−;E).
We leave the details to the reader. ❐
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Notice that the continuity in C loc(R−;E) of the semigroup {S(t)} is not assumed
in Theorem 1.5. In the proof, we have only used the natural continuity of the
extended translation semigroup {T(h)}. This approach was also used in [2, 3] in
order to construct trajectory attractors for evolution equations without uniqueness
such as the 3D Navier-Stokes system.

Corollary 1.6. If v(·) ∈ A, then the corresponding solution u(t), t ∈ R, of
equation (1.1) satisfies this equation for all t ∈ R.

Proof. We apply the strict invariance property of the trajectory attractor (see
point (2) in Definition 1.3). For a given v(·) ∈ A, we consider the corresponding
solution u(t). Since A is strictly invariant with respect to {S(t)}, then, for every
h > 0, we can find a function vh(·) ∈ A (and the corresponding solution uh(·))
such that S(h)vh = v, that is, uh(h + s) = u(s) for all s ≤ 0, but also, by
uniqueness, for all s ∈ R. The function uh(t) satisfies (1.1) for t ≥ 0. Therefore,
u(t) satisfies (1.1) for t ≥ −h. Letting h → +∞, we deduce that u(t) satisfies
(1.1) for all t ∈ R. ❐

We now formulate a useful compactness criterion in the space C loc(R−;E).

Lemma 1.7. A set B ⊂ C loc(R−;E) is compact in C loc(R−;E) if and only if it
is compact in C([−M,0];E) for every M > 0.

We shall use this criterion together with the following sufficient condition for
the compactness in C([−M,0];E).

Lemma 1.8. Let E1 ø E ⊂ E′ be three Banach spaces and let the first embedding
be compact. We fix numbers p > 1 and M > 0. Let a set B be bounded in the
space L∞(−M,0;E1) and let the set B′ = {∂tu | u ∈ B} be bounded in the space
Lp(−M,0;E′). Here, ∂tu = ∂tu(t) denotes the derivative of the function u = u(t)
in the sense of distributions of the space D′(−M,0;E′) (see [14]). Then, the set B is
precompact in C([−M,0];E).

For the proof, see, for instance, [2].
We now show how to construct the global attractor in the space E for the equa-

tion with memory (1.1), having the trajectory attractor in the space C loc(R−;E).
For any set B ⊂ E− ⊆ Cb(R−;E), we set

B(h) = {u(h) | u ∈ B} ⊂ E,(1.10)

where h ≤ 0 is fixed. In particular, we consider the following set belonging to E:
A(h) = {u(h) | u ∈ A}.

Proposition 1.9. The set A(h) is independent of h, i.e., A(h) = A(0), for all
h ≤ 0.

This fact is a direct consequence of the invariance property of the trajectory
attractor. We now define the global attractor (in E) for equation (1.1).
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Definition 1.10. A setA⊂ E is called the global (F , E)-attractor of equation
(1.1) if
(1) the set A is compact in E;
(2) the set A attracts the bounded (in F) solutions of (1.1), that is, for any

bounded set B from the space E−,

(1.11) distE((S(t)B)(0),A) → 0 (t → +∞);

(3) the set A is the minimal compact attracting set, that is, if a set A′ is compact
in E and satisfies (1.11) (with A′ in place of A), then A⊆A′.

We deduce from (1.11) that, for any bounded set of initial data B = {v |
‖v‖F ≤ R}, the corresponding solutions u(t) = u(t, v) tend to A in the norm
of E as t → +∞ uniformly w.r.t. v ∈ B, that is,

sup
v∈B

distE(u(t, v),A)→ 0 (t → +∞).

Theorem 1.11. Under the assumptions of Theorem 1.5, the set

(1.12) A= A(0)

is the global (F , E)-attractor of problem (1.1) and (1.2).

The proof is given in [4] and follows from the properties of the trajectory
attractor A.

In the next sections, we shall consider semilinear heat equations with memory
and we shall construct the trajectory and global attractors for these equations.

2. SEMILINEAR HEAT EQUATIONS WITH MEMORY

We consider the following parabolic equation with memory in a bounded domainΩ ø Rn:

∂tu(x, t) = ∆u(x, t)+ ∫∞
0
k(s)∆u(x, t−s)ds − f(u(x, t))+ g(x),(2.1)

t ≥ 0;
u
∣∣
∂Ω = 0.(2.2)

Here, u(x, t) is a scalar unknown function of the variables x ∈ Ω and t ≥ 0,
and ∆ = ∆x is the Laplace operator in Rn. The nonlinear scalar function f(u),
u ∈ R, belongs to C1(R) and satisfies the following inequalities:

f ′(u) ≥ −D;(2.3)

f(u)u ≥ γ|u|p − C, p ≥ 2, γ > 0;(2.4)

|f(u)| ≤ γ0(|u|p−1 + 1), γ0 > 0, ∀u ∈ R.(2.5)
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The function g(x) belongs to L2(Ω).
Concerning the memory kernel k(·), we assume that k(·) ∈ C2(R+), k(s) ≥

0 for all s ≥ 0, and

µ′(s)
def≡ −k′(s) ≥ 0,(2.6)

µ′(s)+ δµ(s) ≤ 0, ∀ s ≥ 0 (δ > 0).(2.7)

It follows from (2.6) that the positive function k(s) is decreasing. We also assume
that

(2.8) k(+∞) = lim
s→+∞k(s) = 0.

Notice that (2.7) and (2.8) imply that

0 ≤ µ(s) ≤ µ(0) exp(−δs),(2.9)

0 ≤ k(s) ≤ µ(0)
δ

exp(−δs), ∀ s ∈ R+.(2.10)

Let a function u(x, t) be given such that u ∈ Lb2 (R;H1
0(Ω)). The latter

means that

(2.11)
∥∥u∥∥2

Lb2 (R;H1
0 (Ω)) = sup

t∈R

∫ t+1

t
|∇u(s)|2 ds <∞.

As usual, we write u(t) = u(x, t), omitting the argument x. We rewrite the
memory term in (2.1) as follows:∫∞

0
k(s)∆u(t − s)ds = ∫∞

0
k(s)

d
ds

(∫ s
0
∆u(t − τ)dτ)ds(2.12)

= −
∫∞

0
k′(s)∆(∫ s

0
u(t − τ)dτ

)
ds

= −
∫∞

0
k′(s)∆ηu(t, s)ds.

Here, integrating by parts in s ∈ [0,+∞), we have used condition (2.8), inequal-
ity (2.10), and assumption (2.11). Furthermore, we have set

(2.13) ηu(t, s) ≡ ηu(x, t, s) =
∫ s

0
u(x, t − τ)dτ =

∫ t
t−s
u(x, τ)dτ.

All the calculations have a sense and are carried out in the space H−1(Ω). Fur-
thermore, all the integrals have a sense in the sense of Bochner. Notice that (2.13)
implies that

(2.14)
∂sηu(t, s) = u(t − s),
∂tηu(t, s) = u(t)−u(t − s) = u(t)− ∂sηu(t, s).
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Hence,

(2.15) u(t) = ∂tηu(t, s)+ ∂sηu(t, s).

This identity will be extremely important in the sequel.
Using (2.12) and (2.6), we rewrite equation (2.1) as follows:

(2.16) ∂tu(t) = ∆u(t)+ ∫∞
0
µ(s)∆ηu(t, s)ds − f(u(t))+ g.

Following the general scheme of Section 1, we assume that the function u(x, t)
is known for all t ≤ 0. We write this formally as the initial condition for equation
(2.16):

(2.17) u
∣∣
t≤0 = v(t), t ≤ 0.

We assume that the function v(s), s ≤ 0, belongs to Lb2 (R−;H1
0(Ω)), that is,

∥∥v∥∥2
Lb2 (R−;H1

0 (Ω)) = sup
t≤0

∫ t
t−1
|∇v(s)|2 ds <∞.

We shall specify the space E− of initial data later on.
We now clarify the notion of a solution for (2.1)–(2.2) (or, equivalently, for

(2.16)–(2.2)). Let u(·) belong to Lloc
2 (R;H1

0(Ω)). Then, obviously, ∆u(·) ∈
Lloc

2 (R;H−1(Ω)) and, due to (2.9) and (2.17), the function

ψ(t) =
∫∞

0
µ(s)∆ηu(t, s)ds ∈ Lloc

2 (R;H−1(Ω))
as well. At the same time, if it is known that u(·) belongs to Lloc

p (R+;Lp(Ω)),
then, by (2.5), f(u(·)) ∈ Lloc

q (R+;Lq(Ω)), where 1/p+ 1/q = 1. Therefore, the
right-hand side of equation (2.16) (or (2.1)) belongs to the space

Lloc
2 (R+;H−1(Ω))+ Lloc

q (R+;Lq(Ω)) ⊂ Lloc
q (R+;H−r (Ω)),

where r = max{1, n/2 − n/p} and ρ = n/2 − n/p is the exponent in the
corresponding Sobolev embedding theorem (namely, Hρ0 (Ω) ⊂ Lp(Ω) and, by
duality, Lq(Ω) ⊂ H−ρ(Ω)). Hence, if u ∈ Lloc

2 (R;H1
0(Ω)) ∩ Lloc

p (R+;Lp(Ω)),
then equation (2.16), for t ≥ 0, can be treated in the sense of distributions of the
space D′(R+;H−r (Ω)) (see [14]).

In order to give a sense to the initial condition (2.17) for u(t), we assume that
the functions u(·) and v(·) are continuous in time with values in L2(Ω), that is,
v ∈ C(R−;L2(Ω)) and u ∈ C(R;L2(Ω)).
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Theorem 2.1. Let a function v(·) belong to the space Lb2 (R−;H1
0(Ω)) ∩

C(R−;L2(Ω)). Then, under assumptions (2.3)–(2.8), problem (2.16), (2.2), and
(2.17) (or (2.1), (2.2), and (2.17)) has a unique solution u(x, t) such that

u ∈ L∞(R+;L2(Ω))∩ Lb2 (R+;H1
0(Ω))∩ Lloc

p (R+;Lp(Ω))∩ C(R+;L2(Ω)).
Proof. A similar result is proved in [9]. The proof is analogous to that per-

formed for the similar semilinear parabolic equation without memory, i.e., for
k ≡ 0. We shall sketch here only the main steps (for more details, see [1,2,14,19]).

1. Faedo-Galerkin approximations. We consider the system of ordinary differ-
ential equations with memory of the form:

∂tuN(t) = ∆uN(t)+ ∫∞
0
k(s)∆uN(t − s)ds − PNf(uN(t))+ PNg,(2.18)

t ≥ 0;
uN

∣∣
t≤0 = PNv(t), t ≤ 0.(2.19)

Here, uN(t) = uN(x, t) =
∑N
j=1 cjN(t)wj(x), where wj(x), j = 1, . . . , N, are

the eigenfunctions of the operator −∆ of the Dirichlet problem:

−∆wj(x) = λjwj(x), wj
∣∣
∂Ω = 0, 0 < λ1 ≤ λ2 ≤ · · · ≤ λj → +∞.

Notice thatwj(·) ∈ H2(Ω)∩H1
0(Ω)∩L∞(Ω) if, for instance, the boundary ∂Ω is

a Lipschitz manifold. Furthermore, PN denotes the orthogonal projector in L2(Ω)
onto the subspace HN = span{w1,w2, . . . ,wN}.

The system of ordinary differential equations (2.18) with initial datum (2.19)
(with respect to the unknown scalar functions cjN(t), t ≥ 0, j = 1, . . . , N)
has a solution uN(t) on a semi-interval [0, TN). (The proof uses the standard
iteration method; the memory term does not cause any difficulty.) Moreover,
uN(t) ∈ C1([0, TN);H1

0(Ω) ∩ Lp(Ω)). We now prove that TN = +∞ by using
the first a priori estimate for (2.18) (as well as for (2.1)).

2. The first a priori estimate and the existence of a solution. As for (2.1) and
(2.16), we rewrite equation (2.18) as follows:

(2.20) ∂tuN(t) = ∆uN(t)+ ∫∞
0
µ(s)∆ηuN(t, s)ds − PNf(uN(t))+ PNg,

where ηuN(t, s) =
∫ t
t−s
uN(τ)dτ (see (2.13)). We now multiply equation (2.20)

by the function uN(t) for any t ∈ [0, TN) and integrate this product overΩ. After



134 V.V. CHEPYZHOV & A. MIRANVILLE

standard transformations, we obtain the equality

1
2
d
dt
|uN(t)|2 + |∇uN(t)|2 =

∫∞
0
µ(s)(∆ηuN (t, s),uN(t))ds(2.21)

− (f (uN(t)),uN(t))+ (g,uN(t)).

We shall omit the index N and write u(t)
def≡ uN(t). Here, we have also used the

notations |·| and (·, ·) for the norm and the scalar product in L2(Ω), respectively.
We transform the integral term in (2.21), using identity (2.15), as follows:

∫∞
0
µ(s)(∆ηu(t, s),u(t))ds(2.22)

=
∫∞

0
µ(s)(∆ηu(t, s), ∂tηu(t, s)+ ∂sηu(t, s))ds

=
∫∞

0
µ(s)(∆ηu(t, s), ∂tηu(t, s))ds
+
∫∞

0
µ(s)(∆ηu(t, s), ∂sηu(t, s))ds.

We note that

∫∞
0
µ(s)(∆ηu(t, s), ∂tηu(t, s))ds(2.23)

= −1
2

∫∞
0
µ(s)

d
dt
|∇ηu(t, s)|2 ds

= −1
2
d
dt

∫∞
0
µ(s)|∇ηu(t, s)|2 ds.

Here, we have integrated by parts in x ∈ Ω. All the transformations have a sense
since the function u(x, t) is smooth for t ∈ [0, TN). Concerning the second
integral in the right-hand side of (2.22), we have

∫∞
0
µ(s)(∆ηu(t, s), ∂sηu(t, s))ds(2.24)

= −1
2

∫∞
0
µ(s)

d
ds
|∇ηu(t, s)|2 ds

= 1
2

∫∞
0
µ′(s)|∇ηu(t, s)|2 ds.

Here, we have first integrated by parts in x ∈ Ω and then in s, using the fact
that µ(+∞) = 0 (see (2.9)). Inserting (2.23) and (2.24) into (2.22) and then into
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(2.21), we obtain

(2.25)
1
2
d
dt

{
|u(t)|2 +

∫∞
0
µ(s)|∇ηu(t, s)|2 ds

}
+ |∇u(t)|2

− 1
2

∫∞
0
µ′(s)|∇ηu(t, s)|2 ds = −(f (u(t)),u(t))+ (g,u(t)).

Notice that −µ′(s) ≥ 0 (see (2.6) and (2.7)) and, besides,

(2.26) −(f (u(t)),u(t)) ≤ −γ∥∥u(t)∥∥pLp(Ω) + C|Ω|
(see (2.4)). The Cauchy-Schwarz inequality implies

(g,u(t)) ≤ 1
2
|∇u(t)|2 + 1

2
∥∥g∥∥2

H−1(Ω)(2.27)

≤ 1
2
|∇u(t)|2 + 1

2
|g|2
λ1
.(2.28)

Recall that λ1 is the first eigenvalue of the laplacian. Using (2.26) and (2.27) and
integrating (2.25) over [0, t], we obtain

|u(t)|2 +
∫∞

0
µ(s)|∇ηu(t, s)|2 ds +

∫ t
0
|∇u(τ)|2 dτ + 2γ

∫ t
0

∥∥u(τ)∥∥pLp(Ω) dτ(2.29)

≤ |u(0)|2 +
∫∞

0
µ(s)|∇ηu(0, s)|2 ds + C0t

≤ |v(0)|2 +
∫∞

0
µ(s)|∇ηv(0, s)|2 ds + C0t,

where C0 = 2C|Ω| + |g|2/λ1. Recall that u(·) = uN(·). We note that the
right-hand side of (2.29) is independent of N, since v ∈ Lb2 (R−;H1

0(Ω)) and
µ satisfies (2.9). Hence, we may assume that TN = +∞. Moreover, the se-
quence {uN(t)} is bounded in the spaces L∞(R+;L2(Ω)), Lb2 (R+;H1

0(Ω)), and
Lloc
p (R+;Lp(Ω)). Therefore, it follows from equation (2.18) that the sequence
{∂tuN(t)} is bounded in Lloc

q (R+;H−r (Ω)). Consequently, we may pass to the
limit in equations (2.18) and (2.19) as Nk → ∞, for a proper subsequence Nk,
and obtain a function u ∈ L∞(R+;L2(Ω)) ∩ Lb2 (R+;H1

0(Ω)) ∩ Lloc
p (R+;Lp(Ω))

which satisfies (2.16) in the space D′(R+;H−r (Ω)). This function also satisfies
the initial condition (2.17).

For the moment, we can state that the solution u belongs to C(R+;H−r (Ω)).
The following lemma implies that u ∈ Cw(R+;L2(Ω)), where Cw(R+;X) de-
notes the space of weakly continuous functions with values in a Banach space X.

Lemma 2.2. Let X and Y be two Banach spaces such that X ⊂ Y . If a function
ϕ ∈ L∞(R+;X) and ϕ ∈ Cw(R+;Y), then ϕ ∈ Cw(R+;X).

See [15, 20] for the proof. Later on, we shall prove that u(·) actually belongs
to C(R;L2(Ω)).
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3. Uniqueness of the solution. We use the following result.

Lemma 2.3. Let H be a Hilbert space. Let also V, E, and X be Banach spaces
such that V ⊆ H ⊆ V ′ ⊆ X and E ⊆ H ⊆ E′ ⊆ X, where the spaces V ′ and E′ are
the duals of V and E, respectively. Here, the space H′ is identified with H. Assume
that u(s) ∈ L2(0,M;V)∩ Lp(0,M;E) (for a fixed p > 1) and that the distribution
∂tu(s) from D′(0,M;X) can be represented in the form ∂tu(s) = w(s) + h(s),
where w ∈ L2(0,M;V ′) and h ∈ Lq(0,M;E′) (1/p + 1/q = 1). Then

(i) the function ‖u(s)‖2
H is absolutely continuous on [0,M]. Moreover,

d
dt
∥∥u(t)∥∥2

H = 2〈∂tu(t),u(t)〉(2.30)

= 2〈w(t),u(t)〉 + 2〈h(t),u(t)〉;

(ii) u(·) ∈ C([0,M];H).
This statement is a generalization of known interpolation results. See [15]

and [20, Chapter 3, Lemma 1.2], where the case V = E, p = 2, and V is a Hilbert
space is considered.

Let two solutions u1(t) and u2(t) of (2.1)–(2.2) with the same initial da-
tum (2.17) be given. We set w(t) = u1(t) − u2(t). It is clear that w ∈
Lb2 (R+;H1

0(Ω)) ∩ Lloc
p (R+;Lp(Ω)), w ∈ Cw(R+;L2(Ω)), and w satisfies the

equations

∂tw(t) = ∆w(t)+ ∫∞
0
µ(s)∆ηw(t, s)ds − (f (u1(t))− f(u2(t))),

w
∣∣
∂Ω = 0, w

∣∣
t≤0 = 0,

(2.31)

where

ηw(t, s) =
∫ t
t−s
w(τ)dτ =

∫ t
t−s
(u1(τ)−u2(τ))dτ.

From (2.31), it follows that

∂tw ∈ Lloc
2 (R+;H−1(Ω))+ Lloc

q (R+;Lq(Ω)) ⊂ Lloc
q (R+;H−r (Ω)).

Therefore, Lemma 2.3 is applicable with H = L2(Ω), V = H1
0(Ω), E = Lp(Ω),

V ′ = H−1(Ω), E′ = Lq(Ω), X = H−r (Ω) and, for equation (2.31), identity (2.30)
takes the form

(2.32)
1
2
d
dt
|w(t)|2 + |∇w(t)|2

=
∫∞

0
µ(s)(∆ηw(t, s),w(t))ds − (f (u1(t))− f(u2(t)),w(t)).
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We note that, due to (2.15), w(t) = ∂tηw(t, s) + ∂tηw(t, s), and we have the
identity

(2.33)
∫∞

0
µ(s)(∆ηw(t, s),w(t))ds
= −1

2
d
dt

∫∞
0
µ(s)|∇ηw(t, s)|2 ds + 1

2

∫∞
0
µ′(s)|∇ηw(t, s)|2 ds.

(Compare with (2.22)–(2.24).) To prove (2.33), we apply Lemma 2.3. Using
(2.3), we obtain the inequality

−(f (u1(t))− f(u2(t)),w(t)) ≤ D|w(t)|2.
Inserting (2.33) into (2.32), we deduce that

1
2
d
dt

{
|w(t)|2 +

∫∞
0
µ(s)|∇ηw(t, s)|2 ds

}
+ |∇w(t)|2

− 1
2

∫∞
0
µ′(s)|∇ηw(t, s)|2 ds ≤ D|w(t)|2.

Recall that µ′(s) ≤ 0 for all s ≥ 0 (see (2.6) and (2.7)). Therefore,

(2.34)
1
2
d
dt

{
|w(t)|2 +

∫∞
0
µ(s)|∇ηw(t, s)|2 ds

}
≤ D|w(t)|2.

Hence, integrating (2.34) over [0, t], we have

(2.35) |w(t)|2 +
∫∞

0
µ(s)|∇ηw(t, s)|2 ds

≤ |w(0)|2 +
∫∞

0
µ(s)|∇ηw(0, s)|2 ds + 2D

∫ t
0
|w(τ)|2 dτ.

Finally, since µ(s) ≥ 0 for all s ≥ 0, we obtain the inequality

(2.36) |w(t)|2 ≤ |w(0)|2 +
∫∞

0
µ(s)|∇ηw(0, s)|2 ds + 2D

∫ t
0
|w(τ)|2 dτ.

Since w(t) = 0 for t ≤ 0, we deduce that |w(0)| = 0 and

ηw(0, s) =
∫ 0

0−s
w(τ)dτ = 0, ∀ s ≥ 0.

Hence, inequality (2.36) yields

|w(t)|2 ≤ 2D
∫ t

0
|w(τ)|2 dτ, ∀ t ≥ 0.
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Consequently, using the Gronwall lemma, we conclude that w(t) = 0 for all
t ≥ 0, i.e., u1(t) = u2(t) for all t ≥ 0.

Notice that Lemma 2.3 also implies that u ∈ C(R+;L2(Ω)). ❐

3. THE MAIN ESTIMATES FOR THE SOLUTIONS OF
THE HEAT EQUATION WITH MEMORY

We now prove some inequalities for the solutions of (2.1)–(2.2). We shall use
these estimates to construct trajectory and global attractors for (2.1)–(2.2) in the
next section.

Proposition 3.1. Let u(t), t ≥ 0, be any solution of problem (2.1), (2.2), and
(2.17),

u ∈ C(R+;L2(Ω))∩ Lb2 (R+;H1
0(Ω))∩ Lloc

p (R+;Lp(Ω)).
Then, the following inequalities hold:

ϕ(t) ≤ϕ(0)e−�t + C0

�
, ∀t ≥ 0,(3.1)

where � = min{λ1, δ}, C0 = 2C|Ω| + |g|2λ−1
1 , and

ϕ(t) = |u(t)|2 +
∫∞

0
µ(s)|∇ηu(t, s)|2 ds.

Moreover,

ϕ(t)+
∫ t
τ
|∇u(s)|2 ds + 2γ

∫ t
τ

∥∥u(s)∥∥pLp(Ω) ds ≤ϕ(τ)+ C0(t − τ),(3.2)

∀ t ≥ τ ≥ 0;∫ t
0
k(t − s)|∇u(s)|2 ds =

∫ t
0
k(s)|∇u(t − s)|2 ds(3.3)

≤ϕ(0)µ(0)
(
e−δt

δ
+ te−�t

)
+ C0

�
k(0)+ C0α,

∀ t ≥ 0,

where α =
∫∞

0
k(s)ds.

Proof. This can be done in two ways. First, we can prove these inequalities
for the Faedo-Galerkin approximations, i.e., for a solution of (2.18), and then we
can pass to the limit in the inequalities that we obtain. The second technique is
based on Lemma 2.3 which legitimates all the transformations below.
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Similarly to (2.25), we prove the identity

(3.4)
1
2
d
dt

{
|u(t)|2 +

∫∞
0
µ(s)|∇ηu(t, s)|2 ds

}
+ |∇u(t)|2

− 1
2

∫∞
0
µ′(s)|∇ηu(t, s)|2 ds = −(f (u(t)),u(t))+ (g,u(t)).

We now apply inequalities (2.26), (2.27), and (2.7) and obtain

(3.5)
d
dt
ϕ(t)+ |∇u(t)|2 + 2γ

∥∥u(t)∥∥pLp(Ω) + δ
∫∞

0
µ(s)|∇ηu(t, s)|2 ds ≤ C0,

where C0 = 2C|Ω| + |g|2/λ1. Using the Poincaré inequality |∇u|2 ≥ λ1|u|2, we
conclude from (3.5) that

(3.6)
d
dt
ϕ(t)+ �ϕ(t)+ 2γ

∥∥u(t)∥∥pLp(Ω) ≤ C0 (� = min{λ1, δ}).

This implies, in a standard way,

(3.7) ϕ(t) ≤ ϕ(0)e−�t + C0

�
.

Integrating (3.5) in t, we obtain

(3.8) ϕ(t)+
∫ t
τ
|∇u(s)|2 ds + 2γ

∫ t
τ

∥∥u(s)∥∥pLp(Ω) ds ≤ϕ(τ)+ C0(t − τ),
∀ t ≥ τ ≥ 0.

Inequalities (3.1) and (3.2) are proved. We now prove (3.3). It follows from (3.5)
that

(3.9) ϕ′(s)+ |∇u(s)|2 ≤ C0, ∀ s ≥ 0.

We then multiply (3.9) by k(t − s) and integrate over [0, t] in s:

(3.10)
∫ t

0
ϕ′(s)k(t − s)ds +

∫ t
0
k(t − s)|∇u(s)|2 ds

≤ C0

∫ t
0
k(t − s)ds ≤ C0

∫∞
0
k(s)ds = C0α,

where α =
∫∞

0
k(s)ds. We integrate by parts in the first integral in the left-hand

side of (3.10):∫ t
0
ϕ′(s)k(t − s)ds =ϕ(t)k(0)−ϕ(0)k(t)+

∫ t
0
k′(t − s)ϕ(s)ds(3.11)

≥ −ϕ(0)k(t)−
∫ t

0
µ(t − s)ϕ(s)ds.
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From (3.10), (3.11), and (2.10), we obtain∫ t
0
k(t − s)|∇u(s)|2 ds ≤ ϕ(0)k(t)+

∫ t
0
µ(t − s)ϕ(s)ds + C0α(3.12)

≤ ϕ(0)µ(0)e
−δt

δ
+
∫ t

0
µ(t − s)ϕ(s)ds + C0α.

It follows from (2.9) that

µ(t − s) ≤ µ(0)e−δ(t−s) ≤ µ(0)e−�(t−s) for t − s ≥ 0,

since δ ≥ �. Hence, (3.7) implies∫ t
0
µ(t − s)ϕ(s)ds ≤ϕ(0)µ(0)

∫ t
0
e−�(t−s)e−�s ds + C0

�

∫ t
0
µ(t − s)ds

≤ϕ(0)µ(0)e−�tt + C0

�

∫∞
0
µ(s)ds

=ϕ(0)µ(0)e−�tt + C0

�
k(0).

Finally, estimate (3.12) implies

∫ t
0
k(t − s)|∇u(s)|2 ds ≤ϕ(0)µ(0)

(
e−�tt + e

−δt

δ

)
+ C0

�
k(0)+ C0α.

This finishes the proof. ❐

We assume that the initial datum v(·) satisfies the inequality

(3.13) ϕ(0) = |v(0)|2 +
∫∞

0
µ(s)|∇ηv(0, s)|2 ds ≤ R2,

where R is an arbitrary positive number.
We obtain from (3.1) and (3.2) the following result.

Corollary 3.2. If the function v(·) satisfies (3.13), then the solution u(·) of
problem (2.1), (2.2), and (2.17) satisfies the following inequalities:

ϕ(t) = |u(t)|2 +
∫∞

0
µ(s)|∇ηu(t, s)|2 ds ≤ R2e−�t + C0

�
,(3.14) ∫ t+1

t
|∇u(s)|2 ds ≤ R2e−�t + C′0,(3.15) ∫ t

0
|∇u(s)|2 ds + 2γ

∫ t
0

∥∥u(s)∥∥pLp(Ω) ds ≤ R2 + C0t, ∀ t ≥ 0,(3.16)

where C′0 = C0/�+ C0.
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We now assume that the initial datum v(·) satisfies the conditions

(3.17)
ϕ(0) ≤ R2 ,∫∞

0
e−�s|∇v(−s)|2 ds ≤ R2.

Corollary 3.3. If the function v(·) satisfies (3.17), then the corresponding solu-
tion u(·) satisfies the inequalities:∫∞

0
k(s)|∇u(t − s)|2 ds ≤ c1R2(1+ t)e−�t + C1,(3.18) ∫∞

0
µ(s)|∇u(t − s)|2 ds ≤ c2R2(1+ t)e−�t + C2,(3.19) ∫∞

0
e−�s|∇u(t − s)|2 ds ≤ c3R2(1+ t)e−�t + C3, ∀ t ≥ 0.(3.20)

Proof. We have

(3.21)
∫∞

0
k(s)|∇u(t − s)|2 ds =

∫ t
0
k(s)|∇u(t − s)|2 ds

+
∫∞
t
k(s)|∇u(t − s)|2 ds.

We estimate the second integral in the right-hand side of (3.21) by using (2.10):∫∞
t
k(s)|∇u(t − s)|2 ds ≤ µ(0)

δ

∫∞
t
e−δs|∇u(t − s)|2 ds(3.22)

≤ µ(0)
δ

∫∞
t
e−�s|∇u(t − s)|2 ds

= µ(0)
δ
e−�t

∫∞
0
e−�s|∇u(−s)|2 ds

≤ µ(0)
δ
e−�tR2 = c′3e−�tR2.

This estimate, together with (3.3) and (3.17), gives inequality (3.18) for appro-
priate constants c3 and C3, since � ≤ δ.

To prove inequality (3.19) for the kernel µ(s), we use estimates (2.9) and
(3.15). We have

(3.23)
∫∞

0
µ(s)|∇u(t − s)|2 ds =

∫ t
0
µ(s)|∇u(t − s)|2 ds

+
∫∞
t
µ(s)|∇u(t − s)|2 ds.
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It follows from (2.9) that

µ(s) ≤ µ(0)e−δs ≤ µ(0)e−�s, ∀ s ≥ 0.

Concerning the second integral in the right-hand side of (3.23), we obtain, simi-
larly to (3.22),∫∞

t
µ(s)|∇u(t − s)|2 ds ≤ µ(0)

∫∞
t
e−δs|∇u(t − s)|2 ds(3.24)

≤ µ(0)e−�tR2 = c′′2 R2e−�t.

We now estimate the first integral in the right-hand side of (3.23). We have

(3.25)
∫ t

0
µ(s)|∇u(t − s)|2 ds

=
∫ t

0
µ(t − s)|∇u(s)|2 ds

=
∫ t
t−1
µ(t − s)|∇u(s)|2 ds +

∫ t−1

t−2
µ(t − s)|∇u(s)|2 ds

+ · · · +
∫ t−[t]

0
µ(t − s)|∇u(s)|2 ds

≤ µ(0)
∫ t
t−1
|∇u(s)|2 ds + µ(0)e−�

∫ t−1

t−2
|∇u(s)|2 ds

+ · · · + µ(0)e−�[t]
∫ t−[t]

0
|∇u(s)|2 ds

≤ µ(0)(R2e−�(t−1) + C′0)+ µ(0)e−�(R2e−�(t−2) + C′0)

+ · · · + µ(0)e−�[t](R2e−�(t−[t]−1) + C′0)

= µ(0)R2e�e−�t(1+ 1+ · · · + 1︸ ︷︷ ︸
[t]+1 times

)+ µ(0)C′0(1+ e−� + · · · + e−[t]�)

≤ µ(0)R2e�e−�t(t + 1)+ µ(0)C
′
0

1− e−� = c
′
2R

2e−�t(t + 1)+ C2.

Here, we have also used estimate (3.15). Combining then (3.24) and (3.25), we
obtain (3.19). The proof of (3.20) simply repeats the reasoning above with the
function e−�s in place of µ(s). ❐

Corollary 3.4. Under the assumptions of Corollary 3.3, we have∫ t
0
s|∇u(s)|2ds ≤ c4R2 + C4(t + t2),(3.26) ∫ t

0
τ
∫∞

0
µ(s)|∇u(τ − s)|2 ds dτ ≤ c5R2 + C5t2, ∀ t ≥ 0.(3.27)
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Proof. To prove (3.26), we multiply inequality (3.9) by s and integrate the
resulting inequality over [0, t]:

(sϕ(s))′ + s|∇u(s)|2 ≤ϕ(s)+ sC0, ∀ s ≥ 0;

tϕ(t)+
∫ t

0
s|∇u(s)|2 ds ≤

∫ t
0
ϕ(s)ds + C0

2
t2

≤
∫ t

0
ϕ(0)e−�s ds +

∫ t
0

C0

�
ds + C0

2
t2

=ϕ(0)1− e
−�s

�
+ C0

�
t + C0

2
t2

≤ c4R2 + C4(t + t2).

Here, we have used inequalities (3.1) and (3.13).
In order to prove (3.27), we multiply inequality (3.19) by t and integrate over

[0, t]. ❐

We need one more important a priori estimate on the solutions of problem (2.1),
(2.2), and (2.17).

Proposition 3.5. Let v(·) satisfy (3.17). Then, the corresponding solution u(·)
satisfies the inequality

(3.28)
∫ t

0
τ|∂tu(τ)|2 dτ+t|∇u(t)|2+t

∥∥u(t)∥∥pLp(Ω) ≤ c6R2+C6t2, ∀ t > 0,

where the constants c6 and C6 are independent of R and t.

Proof. We shall perform all the necessary transformations for the Faedo-
Galerkin approximation uN(t) of order N and obtain (3.28) for uN(t). Then, we
shall pass to the limit in this inequality as N → ∞ and derive the same inequality
for the exact solution. We shall omit the index N for brevity.

Consider equation (2.1). We set

(3.29) θu(t, s) = u(t)−u(t − s),

and rewrite equation (2.1) as follows:

(3.30) ∂tu(t) = (1+α)∆u(t)− ∫∞
0
k(s)∆θu(t, s)ds − f(u(t))+g, t ≥ 0,

where α =
∫∞

0
k(s)ds. It follows from (3.29) that

(3.31) ∂tu(t) = ∂tθu(t, s)+ ∂sθu(t, s).
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We now take the scalar product in L2(Ω) of equation (3.30) with ∂tu and
obtain, after standard transformations, the following equality:

(3.32) |∂tu(t)|2 + 1
2
d
dt

{
(1+α)|∇u(t)|2 + 2

∫
Ω F(u(x, t))dx − 2(g,u(t))

}
= −

∫∞
0
k(s)(∆θu(t, s), ∂tu(t))ds, t ≥ 0,

where F(u) =
∫ u

0
f(w)dw. Consider the integral term in the right-hand side of

(3.32). Using (3.31), we have

∫∞
0
k(s)(∆θu(t, s), ∂tu(t))ds(3.33)

=
∫∞

0
k(s)(∆θu(t, s), ∂tθu(t, s)+ ∂sθu(t, s))ds

=
∫∞

0
k(s)(∆θu, ∂tθu)ds + ∫∞

0
k(s)(∆θu, ∂sθu)ds

= −1
2
d
dt

∫∞
0
k(s)|∇θu(t, s)|2 ds − 1

2

∫∞
0
k(s)

d
ds
|∇θu(t, s)|2 ds.

Here, we have integrated by parts in x (recall that θu|∂Ω = 0) and have used the
elementary identity 2z(dz/dy) = dz2/dy .

In the second integral in (3.33), we integrate by parts in s. Recall that
k(+∞) = 0 (see (2.8)) and θu(t,0) = u(t)−u(t) = 0. We thus rewrite (3.33) as

(3.34)
∫∞

0
k(s)(∆θu(t, s), ∂tu(t))ds

= −1
2
d
dt

∫∞
0
k(s)|∇θu(t, s)|2 ds + 1

2

∫∞
0
k′(s)|∇θu(t, s)|2 ds.

Replacing (3.34) into (3.32), we obtain

(3.35) |∂tu(t)|2 + 1
2
d
dt

{
(1+α)|∇u(t)|2 + 2

∫
Ω F(u(x, t))dx − 2(g,u(t))

−
∫∞

0
k(s)|∇θu(t, s)|2 ds

}
= 1

2

∫∞
0
µ(s)|∇θu(t, s)|2ds,

since µ(s) = −k′(s).
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We now multiply (3.35) by t and integrate the resulting equality over [0, t].
We have

∫ t
0
τ|∂tu(τ)|2 dτ + t2

{
(1+α)|∇u(t)|2 + 2

∫
Ω F(u(x, t))dx(3.36)

− 2(g,u(t))−
∫∞

0
k(s)|∇θu(t, s)|2 ds

}

= 1+α
2

∫ t
0
|∇u(τ)|2 dτ +

∫ t
0

∫
Ω F(u(x, τ))dx dτ

−
∫ t

0
(g,u(τ))dτ − 1

2

∫ t
0

∫∞
0
k(s)|∇θu(t, s)|2 ds dt

+ 1
2

∫ t
0
τ
∫∞

0
µ(s)|∇θu(τ, s)|2 ds dτ.

Notice that, in (3.36), k(s) ≥ 0 for all s ≥ 0. Therefore,

∫ t
0
τ|∂tu(τ)|2 dτ + t2

{
(1+α)|∇u(t)|2 + 2

∫
Ω F(u(x, t))dx(3.37)

− 2(g,u(t))−
∫∞

0
k(s)|∇θu(t, s)|2 ds

}

≤ 1+α
2

∫ t
0
|∇u(τ)|2 dτ

+
∫ t

0

∫
Ω F(u(x, τ))dx dτ −

∫ t
0
(g,u(τ))dτ

+ 1
2

∫ t
0
τ
∫∞

0
µ(s)|∇θu(τ, s)|2 ds dτ, ∀ t ≥ 0.

It follows from (2.4) and (2.5) that

∫
Ω F(u(x, t))dx ≥ γ1

∥∥u(t)∥∥pLp(Ω) − C′,(3.38) ∣∣∣∣∫Ω F(u(x, t))dx
∣∣∣∣ ≤ γ2

(∥∥u(t)∥∥pLp(Ω) + 1
)
.(3.39)

Besides, we clearly have

(3.40) (g,u) ≤ |g| · |u| ≤ |g| · 1
λ1/2

1

|∇u| ≤ Cε|g|2 + ε|∇u|2, ∀ ε > 0,
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where Cε = 1/(4λ1ε). We apply (3.38), (3.39), and (3.40) in (3.37) and obtain

(3.41)
∫ t

0
τ|∂tu(τ)|2 dτ

+ t
2

{
(1+α−ε)|∇u(t)|2+2γ1

∥∥u(t)∥∥pLp(Ω)−
∫∞

0
k(s)|∇θu(t, s)|2 ds

}
≤ γ3

∫ t
0
|∇u(τ)|2 dτ + γ2

∫ t
0

∥∥u(τ)∥∥pLp(Ω) dτ
+ 1

2

∫ t
0
τ
∫∞

0
µ(s)|∇θu(τ, s)|2 ds dτ + C′εt, ∀ t ≥ 0.

Here, the constants γ1, γ2, γ3, and C′ε are independent of t.
Consider the following integral:

∫∞
0
k(s)|∇θu(t, s)|2 ds

=
∫∞

0
k(s)|∇u(t)−∇u(t − s)|2 ds

=
∫∞

0
k(s)|∇u(t)|2 ds − 2

∫∞
0
k(s)(∇u(t),∇u(t − s))ds

+
∫∞

0
k(s)|∇u(t − s)|2 ds

≤ α|∇u(t)|2 + 2
∫∞

0
k(s)

[
|∇u(t)|2

4α
+ |∇u(t − s)|2 ×α

]
ds

+
∫∞

0
k(s)|∇u(t − s)|2 ds

=
(
α+ 1

2

)
|∇u(t)|2 + (1+ 2α)

∫∞
0
k(s)|∇u(t − s)|2 ds.

(Recall that α =
∫∞

0
k(s)ds.) Using this inequality in (3.41), we obtain

∫ t
0
τ|∂tu(τ)|2 dτ + t2

{(
1
2
− ε

)
|∇u(t)|2 + γ1

∥∥u(t)∥∥pLp(Ω)
}

(3.42)

≤ t
2
(1+ 2α)

∫∞
0
k(s)|∇u(t − s)|2 ds

+ γ3

∫ t
0
|∇u(τ)|2 dτ + γ2

∫ t
0

∥∥u(τ)∥∥pLp(Ω) dτ
+ 1

2

∫ t
0
τ
∫∞

0
µ(s)|∇θu(τ, s)|2 ds dτ + C′εt, ∀ t ≥ 0.
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Finally, we estimate the last integral in the right-hand side of (3.42) as follows:

∫ t
0
τ
∫∞

0
µ(s)|∇θu(τ, s)|2 ds dτ(3.43)

=
∫ t

0
τ
∫∞

0
µ(s)|∇u(τ)−∇u(τ − s)|2 ds dτ

≤ 2
∫ t

0
τ
∫∞

0
µ(s)(|∇u(τ)|2 + |∇u(τ − s)|2)ds dτ

= 2k(0)
∫ t

0
τ|∇u(τ)|2 dτ + 2

∫ t
0
τ
∫∞

0
µ(s)|∇u(τ − s)|2 ds dτ

≤ c′6R2 + C′6(t + t2).

In the last inequality, we have used estimates (3.26) and (3.27).
We now set ε = 1

4 in (3.42), apply estimates (3.16), (3.18), and (3.43) to the
right-hand side of (3.42), and deduce

∫ t
0
τ|∂tu(τ)|2 dτ + t2

{
1
4
|∇u(t)|2 + γ1

∥∥u(t)∥∥pLp(Ω)
}
≤ c′′6 R2 + C′′6 (t + t2).

Inequality (3.28) is completely proved. ❐

4. TRAJECTORY AND GLOBAL ATTRACTORS FOR
HEAT EQUATIONS WITH MEMORY

We consider equations (2.1) and (2.2) with the initial datum (2.17). It is clear
that this problem is of the form (1.1), with E = L2(Ω). Concerning the phase
space E−, we take

E− = Cb(R−;L2(Ω))∩ Lb2 (R−;H1
0(Ω)).

The space E− is a vector subspace of Cb(R−;L2(Ω)).
We assume that v(·) ∈ E−. From Theorem 2.1, we conclude that, for every

v(·) ∈ E−, problem (2.1), (2.2), and (2.17) has a unique solution u(t) such that

(4.1) u ∈ Cb(R+;L2(Ω))∩ Lb2 (R+;H1
0(Ω))∩ Lloc

p (R+;Lp(Ω)).
Thus, problem (2.1), (2.2), and (2.17) generates a semigroup in E− acting by the
formula

(4.2) (S(t)v)(s) = u(t + s), s ≤ 0, t ≥ 0,

where u(t) is the solution of (2.1)–(2.2) with initial datum v(·). It is obvious
that the semigroup {S(t)} maps the space E− into itself.
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We now construct the trajectory attractor for the semigroup {S(t)}. To mea-
sure the convergence to the attractor, we use the local uniform convergence topol-
ogy of the space C loc(R−;L2(Ω)), while the collection of bounded sets in E− is
taken in the metric of this space itself:

F = E− = Cb(R−;L2(Ω))∩ Lb2 (R−;H1
0(Ω)).

The norm in this space is defined as follows:

∥∥v∥∥2
F =

∥∥v∥∥2
Cb(R−;L2(Ω)) + ∥∥v∥∥2

Lb2 (R−;H1
0 (Ω))(4.3)

= sup
t≤0

|v(t)|2 + sup
t≤0

∫ t
t−1
|∇v(s)|2 ds.

Proposition 4.1. The semigroup {S(t)} associated with problem (2.1), (2.2),
and (2.17) is uniformly bounded in F and, moreover, it has an attracting ( in
C loc(R+;L2(Ω)) ) set which is bounded in F .

Proof. We use Proposition 3.1. Let B ⊂ E− be a bounded set (for the norm
(4.3)). Then, there exists a number r > 0 such that

(4.4)
∥∥v∥∥2

Cb(R−;L2(Ω)) + ∥∥v∥∥2
Lb2 (R−;H1

0 (Ω)) ≤ r 2, ∀v ∈ B.

Therefore,

(4.5) |v(0)|2 ≤ r 2 and
∫ t
t−1
|∇v(s)|2 ds ≤ r 2, ∀ t ≤ 0.

Recall that ϕ(t) = |u(t)|2 +
∫∞

0
µ(s)|∇ηu(t, s)|2 ds. We note that

ϕ(0) = |v(0)|2 +
∫∞

0
µ(s)|∇ηv(0, s)|2 ds

= |v(0)|2 +
∫∞

0
µ(s)

∣∣∣∣(∫ 0

−s
∇v(τ)dτ

)∣∣∣∣2
ds

≤ r 2 +
∫∞

0
µ(s)

(∫ 0

−s
1× |∇v(τ)|dτ

)2
ds

≤ r 2 +
∫∞

0
µ(s)s

(∫ 0

−s
|∇v(τ)|2 dτ

)
ds

≤ r 2 +
∫∞

0
µ(s)s(s + 1)r 2 ds

=
(

1+
∫∞

0
µ(s)s(s + 1)ds

)
r 2 = c′r 2.



Semilinear Heat Equations with Fading Memory 149

Here, we have used the estimate

∫ 0

−s
|∇v(τ)|2 dτ =

∫ −[s]
−s

+· · · +
∫ −1

−2
+
∫ 0

−1
≤ ([s]+ 1)r 2

≤ (s + 1)r 2.

Thus, inequality (4.4) implies that

(4.6) ϕ(0) ≤ c′r 2 ≡ R2, ∀v ∈ B.

Inequality (3.2) yields, on the segment [t, t+1],

(4.7)
∫ t+1

t
|∇u(s)|2 ds ≤ϕ(t)+ C0, ∀ t ≥ 0.

It follows from (3.1) that

(4.8) ϕ(t) ≤ϕ(0)+ C0/� ≤ R2 + C0/�.

From (4.7) and (4.8), we conclude that

|u(t)|2 ≤ϕ(t) ≤ R2 + C0/�;∫ t+1

t
|∇u(s)|2 ds ≤ϕ(t)+ C0 ≤ (R2 + C0/�)+ C0, ∀ t ≥ 0.

Therefore, ∥∥S(t)v∥∥2
F ≤ R2

1 = R2
1(R), ∀ t ≥ 0,

where R2
1 = 2(R2 + C0/�)+C0, and the semigroup {S(t)} is uniformly bounded

in F .
To prove the existence of a bounded attracting set, we use Corollary 3.2. Con-

sider the following set in E−:

P0 =
{
v ∈ E− | sup

s≤0
|v(s)|2 ≤ 2C′0, sup

s≤0

∫ s
s−1

|∇v(τ)|2 dτ ≤ 2C′0
}
,

where C′0 = C0/� + C0 (see (3.15)). It is clear that P0 is bounded in F . We
claim that P0 is an attracting (in C loc(R−;L2(Ω))) set. Indeed, we fix an arbitrary
number M > 0 and consider an arbitrary bounded set B ⊂ E−, that is, for some
r > 0,

|v(s)|2 ≤ r 2 and
∫ s
s−1

|∇v(τ)|2 dτ ≤ r 2, ∀ s ≤ 0.
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Then,
ϕ(0) ≤ R2, ∀v ∈ B (R2 = c′r 2)

and, concerning the corresponding solution u(t) = u(t, v), we obtain

|u(t)|2 ≤ R2e−�t + C0,∫ t
t−1
|∇u(τ)|2 dτ ≤ R2e−�(t−1) + C′0, ∀ t ≥ 1

(see (3.14) and (3.15)). We choose the number t1 such that

R2e−�(t1−M−1) ≤ C′0, t1 ≥ M.

Then, for all t ≥ t1, R2e−�(t−M−1) + C′0 ≤ 2C′0, and the set S(t)B, restricted to
the segment [−M,0], belongs to the set P0, also restricted to [−M,0]. Therefore,
distC([−M,0];L2(Ω))(S(t)B, P0) = 0. Thus, P0 attracts S(t)B as t → +∞ in the
topology of the space C loc(R−;L2(Ω)). ❐

Notice that the attracting set P0 is not absorbing for the semigroup, i.e., we cannot
state that S(t)B ⊆ P0 when t is large, since every solutionu(t) has a “tail,” namely,
v(s), s ≤ 0. It is clear that∥∥v∥∥2

F ≤
∥∥S(t)v∥∥2

F , ∀ t ≥ 0.

So, if the weight of this “tail” is large, then the weight of ‖S(t)v‖2
F is large for all

t ≥ 0. This phenomenon reflects the peculiarity of equations with memory.

Proposition 4.2. The semigroup {S(t)} has (in C loc(R+;L2(Ω))) an attracting
set which is compact in C loc(R+;L2(Ω)) and bounded in F .

Proof. Consider the following set in the space E−:

P1 =
{
v ∈ E− |ϕ(0) ≤ R2

1,
∫∞

0
e−�s|∇v(−s)|2 ds ≤ R2

1

}
,

where R2
1 = 2 max{C0/�,C3} (see (3.14) and (3.20)). The set P1 is absorbing for

the semigroup {S(t)}. Indeed, let B be a bounded set in E−, i.e., let B satisfy (4.4)
and (4.5) for some number r . Then, estimate (4.6) holds. Furthermore, we have∫∞

0
e−�s|∇v(−s)|2 ds

=
∫ 1

0
e−�s|∇v(−s)|2 ds +

∫ 2

1
e−�s|∇v(−s)|2 ds + · · ·

≤ r 2 + r 2e−� + r 2e−2� + · · · = r 2

1− e−� = c
′′r 2.
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We set R2 = (c′ + c′′)r 2. Hence, for any v ∈ B,

(4.9) ϕ(0) ≤ R2,
∫∞

0
e−�s|∇v(−s)|2 ds ≤ R2.

We now choose the number t1 = t1(r) so that

(4.10) R2e−�t1 ≤ C0

�
, c3R2(1+ t1)e−�t1 ≤ C3.

From (3.14) and (3.20), we then conclude that, for all t ≥ t1,

(4.11) ϕ(t) ≤ R2
1,

∫∞
0
e−�s|∇u(t − s)|2 ds ≤ R2

1,

where R2
1 = 2 max{C0/�,C3} and u(t) is the corresponding solution of (2.1)–

(2.2). Therefore, S(t)B ⊆ P1 for t ≥ t1, i.e., P1 is an absorbing set of the semi-
group {S(t)}.

We now construct a compact attracting set. We shall use Proposition 3.5. For
every v ∈ P1, inequality (3.17) holds with R = R1. It follows from (3.28) that the
corresponding solution u(·) satisfies the inequality (t = 2)

(4.12)
∫ 2

0
τ|∂tu(τ)|2 dτ + 2|∇u(2)|2 + 2

∥∥u(2)∥∥pLp(Ω) ≤ c6R2
1 + 4C6 = R2

2.

In particular,

∫ 2

1
|∂tu(τ)|2 dτ ≤ R2

2, |∇u(2)|2 ≤ R2
2,

∥∥u(2)∥∥pLp(Ω) ≤ R2
2.(4.13)

Thus, for any element w ∈ S(2)P1, we have the inequalities

∫ 0

−1
|∂tw(τ)|2 dτ ≤ R2

2, |∇w(0)|2 ≤ R2
2,

∥∥w(0)∥∥pLp(Ω) ≤ R2
2.(4.14)

Consider the set

(4.15) P2 =
{
v ∈ E− |

∫ h
h−1

|∂tv(τ)|2 dτ ≤ R2
2,

|∇v(h)|2 ≤ R2
2,
∥∥v(h)∥∥pLp(Ω) ≤ R2

2, ∀h ≤ 0
}
.

It is clear that P2 is bounded in F . It follows from Lemmas 1.7 and 1.8 that
the set P2 is compact in C loc(R−;L2(Ω)) (we apply Lemma 1.8 with E = L2(Ω),
E1 = H1

0(Ω), E′ = L2(Ω), and p = 2).
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We claim that the set P2 is attracting for {S(t)} in the topology of the space
C loc(R−;L2(Ω)). Consider an arbitrary bounded set B, whose norm does not
exceed some number r (see (4.4) and (4.5)). We fix a number M > 0. Consider
the solution u(·) corresponding to an arbitrary function v ∈ B. We note that,
for t ≥ t2 = t1 +M,

ϕ(t + h) ≤ R2
1,∫∞

0
e−�s|∇u(t + h− s)|2 ds ≤ R2

1,

S(t + h)B ⊆ P1, ∀h ∈ [−M,0],
where t1 is defined in (4.10). Therefore, the function u(· + t +h) satisfies (4.13)
for all h ∈ [−M,0] and, for all t ≥ t2:∫ 2

1
|∂tu(τ + t + h)|2 dτ ≤ R2

2,

|∇u(t + h+ 2)|2 ≤ R2
2,∥∥u(t + h+ 2)

∥∥p
Lp(Ω) ≤ R2

2.

Hence, the set S(2 + t)B = S(2)S(t)B satisfies the following property: for any
w ∈ S(2+ t)B,

∫ h
h−1

|∂tw(τ)|2 dτ ≤ R2
2,

|∇w(h)|2 ≤ R2
2,∥∥w(h)∥∥pLp(Ω) ≤ R2
2, ∀h ∈ [−M,0].

Thus, for all t ≥ t2, the set S(2+ t)B, restricted to the segment [−M,0], belongs
to the set P2, also restricted to the segment [−M,0]. Therefore,

distC([−M,0];L2(Ω))(S(t)B, P2) = 0, ∀ t ≥ t2.
Thus, the set P2 attracts S(t)B as t → +∞ in the topology of C loc(R−;L2(Ω)).
This finishes the proof of the proposition. ❐

Summarizing, we have defined the semigroup {S(t)} acting in the space E− and
generated by the equation with memory (2.1). We have constructed a bounded
(in F = E−) and compact (in C loc(R−;L2(Ω))) attracting set. Thus, Theorems
1.5 and 1.11 are applicable and we have the following result.

Theorem 4.3. The semigroup {S(t)} associated with (2.1)–(2.2) possesses the
trajectory (E−, C loc(R−;L2(Ω)))-attractor A and the global (E−, L2(Ω))-attractor
A such that

A= A(0).
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We note that A ⊆ P2 (see (4.15)). Corollary 1.6 and this observation imply
the following result.

Corollary 4.4. The trajectory attractor A consists of the functions v(t), t ≤ 0,
which are bounded in E− and satisfy equation (2.1) for all t ≤ 0. Moreover, the
set A is bounded in the space L∞(R−;H1

0(Ω) ∩ Lp(Ω)) and the set {∂tv | v ∈
A} is bounded in Lb2 (R−;L2(Ω)). Finally, the global attractor A is bounded in
H1

0(Ω)∩ Lp(Ω).
Corollary 4.5. The trajectory attractor A is compact in C loc(R−;H1−ε(Ω)) for

every ε ∈ (0,1] and, moreover, it attracts the bounded sets of E− in the topology of
C loc(R−;H1−ε(Ω)) in the following sense: for any bounded set B ⊂ E− and for any
M > 0,

distC([−M,0];H1−ε(Ω))(S(t)B,A) → 0 (t → +∞).
In particular, for M = 0,

sup
v∈B

distH1−ε(Ω)(u(t),A)→ 0 (t → +∞),

where u(t) is the solution of (2.1)–(2.2) with initial datum v(·) ∈ B.

The proof of this assertion is based on the fact that the set P2 is compact in
the space C loc(R−;H1−ε(Ω)) (which follows from Lemmas 1.7 and 1.8). We leave
the details to the reader.

5. SMOOTHNESS AND CONNECTEDNESS OF
THE TRAJECTORY ATTRACTOR

In this section, we shall prove that the trajectory attractor satisfies some additional
smoothness properties and that it is a connected set.

We shall need one more result concerning the smoothness of the solutions of
equation (2.1).

Proposition 5.1. Let the initial datum v(·) in (2.17) satisfy (3.17). Then, the
corresponding solution u(·) of (2.1)–(2.2) satisfies the inequality

(5.1) t2|∂tu(t)|2+
∫ t

0
τ2|∇∂tu(τ)|2 dτ ≤ c7(1+t)R2+C7(t+t3), ∀ t > 0.

Proof. As usual, we prove (5.1) for the Faedo-Galerkin approximation sys-
tems (2.18) and obtain the same estimate for the exact solution by passing to the
limit as N →∞. We shall omit the index N.

We rewrite equation (2.18) as follows (see (2.20)):

∂tu(t) = ∆u(t)+ ∫∞
0
µ(s)∆ηu(t, s)ds − Pf(u(t))+ Pg,(5.2)

u
∣∣
∂Ω = 0,



154 V.V. CHEPYZHOV & A. MIRANVILLE

where

(5.3) ηu(t, s) =
∫ t
t−s
u(τ)dτ.

It follows from (5.3) that

(5.4) ∂tηu(t, s) = u(t)−u(t − s) ≡ θu(t, s) (see (3.29)).

We now differentiate equation (5.2) in t and set ū(t) = ∂tu(t). We have the
following equation for the function ū(t), taking into account (5.4):

∂tū(t) = ∆ū(t)+ ∫∞
0
µ(s)∆θu(t, s)ds − Pf ′(u(t))ū(t),(5.5)

ū
∣∣
∂Ω = 0.

We multiply Equation (5.5) with ū(t) and integrate over Ω. Performing
classical transformations, we obtain

(5.6)
1
2
d
dt
|ū(t)|2 + |∇ū(t)|2

=
∫∞

0
µ(s)(∆θu(t, s), ū(t))ds − (f ′(u(t))ū(t), ū(t)).

Recall that the function ū(t) satisfies the identity

(5.7) ū(t) = ∂tu(t) = ∂tθ(t, s)+ ∂sθ(t, s)

(see also (3.31)). Therefore, the integral in the right-hand side of (5.6) is equal to

(5.8)
∫∞

0
µ(s)(∆θu(t, s), ∂tθ(t, s)+ ∂sθ(t, s))ds

= −1
2
d
dt

∫∞
0
µ(s)|∇θu(t, s)|2 ds + 1

2

∫∞
0
µ′(s)|∇θu(t, s)|2 ds.

Here, we have used transformations (3.33)–(3.34), where, obviously, due to (2.9),
we can replace the kernel k(s) by the kernel µ(s). Hence, from (5.6), we conclude
that

(5.9)
1
2
d
dt

{
|ū(t)|2 +

∫∞
0
µ(s)|∇θu(t, s)|2ds

}
+ |∇ū(t)|2 − 1

2

∫∞
0
µ′(s)|∇θu(t, s)|2 ds = −(f ′(u(t))ū(t), ū(t)).
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Inequality (2.3) implies

−(f ′(u(t))ū(t), ū(t)) ≤ D|ū(t)|2.
Furthermore, it follows from (2.8) and (2.7) that −µ′(s) ≥ 0. Thus, from (5.9),
we obtain the inequality

1
2
d
dt

{
|ū(t)|2 +

∫∞
0
µ(s)|∇θu(t, s)|2 ds

}
+ |∇ū(t)|2 ≤ D|ū(t)|2.(5.10)

We multiply this inequality with t2:

1
2
d
dt

{
t2|ū(t)|2 + t2

∫∞
0
µ(s)|∇θu(t, s)|2 ds

}
+ t2|∇ū(t)|2(5.11)

≤ t|ū(t)|2 + t
∫∞

0
µ(s)|∇θu(t, s)|2 ds + t2D|ū(t)|2.

Integrating (5.11) over [0, t], we have

(5.12)
1
2
t2|ū(t)|2 + 1

2
t2
∫∞

0
µ(s)|∇θu(t, s)|2 ds +

∫ t
0
τ2|∇ū(τ)|2 dτ

≤
∫ t

0
τ|ū(τ)|2 dτ +

∫ t
0
τ
∫∞

0
µ(s)|∇θu(τ, s)|2 ds dτ +D

∫ t
0
τ2|ū(t)|2 dτ.

Notice that µ(s) ≥ 0 for all s ≥ 0. Thus, (5.12) implies

(5.13) t2|ū(t)|2 + 2
∫ t

0
τ2|∇ū(τ)|2 dτ

≤ 2(1+Dt)
∫ t

0
τ|∂tu(τ)|2 dτ + 2

∫ t
0
τ
∫∞

0
µ(s)|∇θu(τ, s)|2 ds dτ.

We estimate the first integral in the right-hand side of (5.13) by using (3.28). We
also apply inequalities (3.27) and (3.43) and deduce

t2|ū(t)|2 + 2
∫ t

0
τ2|∇ū(τ)|2 dτ ≤ 2(1+Dt)(c6R2 + C6t2)

+ 2c′6R
2 + 2C′6(t + t2) ≤ c′7(1+ t)R2 + C′7(t + t3).

Consequently,

t2|∂tu(t)|2 +
∫ t

0
τ2|∇∂tu(τ)|2dτ ≤ c7(1+ t)R2 + C7(t + t3).

This finishes the proof of the proposition. ❐
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Corollary 5.2. The trajectory attractor A associated with problem (2.1)–(2.2) is
bounded in Cb(R−;H1

0(Ω))∩L∞(R−;Lp(Ω)) and the set {∂tv | v ∈ A} is bounded
in L∞(R−;L2(Ω))∩ Lb2 (R−;H1

0(Ω)).
We now prove that the trajectory attractor A is connected in the space

Lloc
2 (R−;L2(Ω)). We recall that, for equations without memory, the connect-

edness of the global attractors is usually proved by using the continuity of the
corresponding semigroups in the phase spaces of initial data (see, for instance,
[19]). However, in our example, the semigroup {S(t)} acting in the phase space
E− = Cb(R−;L2(Ω)) ∩ Lb2 (R−;H1

0(Ω)) is not continuous in the topology of
Lloc

2 (R−;L2(Ω)). This fact is easy to show for the linear homogeneous equation
with memory (2.1), where f ≡ 0, g ≡ 0, by considering an initial datum v with
small norm in Lloc

2 (R−;L2(Ω)) and with large norm in Lloc
2 (R−;H1

0(Ω)). Then,
the norm of S(t)v in Lloc

2 (R−;L2(Ω)) is also large. Nevertheless, the semigroup
{S(t)} is continuous from Lloc

2 (R−;H1
0(Ω)) into Lloc

2 (R−;L2(Ω)). This observa-
tion allows to prove the connectedness of the trajectory attractor.

Proposition 5.3. Let B ⊂ E− be a bounded set in Cb(R−;H1
0(Ω)), i.e.,

(5.14) |∇v(s)|2 ≤ R2, ∀ s ≤ 0, ∀v ∈ B.

Then, the mapping S(t) : B → E− is continuous from Lloc
2 (R−;H1

0(Ω)) into
Lloc

2 (R−;L2(Ω)).
Proof. We shall use estimate (2.36) from Theorem 2.1, where we proved the

uniqueness of the solution of problem (2.1), (2.2), and (2.17). Let u1(t) and
u2(t) be two solutions of problem (2.1), (2.2), and (2.17) with initial data v1(·)
and v2(·), respectively. Repeating the reasoning leading from (2.31) to (2.36), we
obtain that the difference u1(t)−u2(t) ≡ w(t) satisfies the inequality

(5.15) |w(t)|2 ≤ |w(0)|2 +
∫∞

0
µ(s)|∇ηw(0, s)|2 ds + 2D

∫ t
0
|w(τ)|2 dτ,

∀ t ≥ 0,

where ηw(0, s) =
∫ 0

−s
w(τ)dτ =

∫ 0

−s
(v1(τ)− v2(τ))dτ, s ≥ 0. We note that

(5.16) |∇ηw(0, s)|2 ≤ s( sup
τ∈[−s,0]

|∇w(τ)|2), ∀ s ≥ 0.
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Therefore, for a fixed L > 0, we have

(5.17)
∫∞

0
µ(s)|∇ηw(0, s)|2 ds =

∫ L
0
+
∫∞
L

≤
(∫ L

0
µ(s)s ds

)
( sup
τ∈[−L,0]

|∇w(τ)|2)+ µ(0)
(∫∞

L
se−δs ds

)
( sup
τ≤−L

|∇w(τ)|2)

≤
(∫∞

0
µ(s)s ds

)
( sup
τ∈[−L,0]

|∇w(τ)|2)+µ(0)δ−2(Lδe−Lδ + e−Lδ)( sup
τ≤−L

|∇w(τ)|2)

≤ C′
∥∥v1 − v2

∥∥2
C([−L,0];H1

0 (Ω)) + C′′R2(Lδ+ 1)e−δL,

where we assume that v1, v2 ∈ B and B satisfies inequality (5.14).
We now fix arbitrary M > 0 and ε1 > 0. We choose the number L = L(M, ε1)

such that
C′′R2(Lδ+ 1)e−δL ≤ ε1

2
, L ≥ M.

Let v1, v2 satisfy the inequality

(5.18)
∥∥v1 − v2

∥∥2
C([−L,0];H1

0 (Ω)) ≤ ε1

2C′
.

Then, due to (5.17), ∫∞
0
µ(s)|∇ηw(0, s)|2 ds ≤ ε1.

Inserting this estimate into (5.15) and applying the Gronwall lemma to the result-
ing inequality, we obtain

|u1(t)−u2(t)|2 = |w(t)|2 ≤ (|v1(0)− v2(0)|2 + ε1)e2Dt

≤ Cε1e2Dt, ∀ t ≥ 0.

Thus, for any fixed M > 0,

(5.19)
∥∥S(t)v1 − S(t)v2

∥∥2
C([−M,0];L2(Ω)) ≤ Cε1e2Dt.

This means that, for any M > 0, we can make the left-hand side of (5.19) arbi-
trary small, taking ε1 sufficiently small and L sufficiently large. Consequently, the
mapping S(t) is continuous from Lloc

2 (R−;H1
0(Ω)) into Lloc

2 (R−;L2(Ω)) on any
bounded set B in Cb(R−;H1

0(Ω)). ❐

Theorem 5.4. The trajectory attractor A is connected in the space
Lloc

2 (R−;L2(Ω)).
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Proof. We consider the attracting set P2 constructed in Proposition 4.2 (see
(4.15)). It follows easily from Proposition 5.1 that the set P2 is bounded in the
space Cb(R−;H1

0(Ω)). Then, Proposition 5.3 implies that each mapping S(t),
t ≥ 0, is continuous on P2 from Lloc

2 (R−;H1
0(Ω)) into Lloc

2 (R−;L2(Ω)). The set
P2 is clearly connected in Lloc

2 (R−;H1
0(Ω)) and a continuous image of a connected

set is a connected set. Therefore, the set S(h)P2 is connected in Lloc
2 (R−;L2(Ω))

for any h ≥ 0. Notice that

A =
⋂
h≥0

S(h)P2 (see [12]).

It is known that the intersection of any collection of connected sets is a connected
set as well. Thus, A is connected in the space Lloc

2 (R−;L2(Ω)) and the theorem is
proved. ❐

Corollary 5.5. The global attractor A is connected in L2(Ω).
6. LYAPUNOV FUNCTIONS FOR THE HEAT EQUATION WITH MEMORY

It is well-known that the heat equation (2.1) without memory, i.e., k(s) = 0, for
all s ≥ 0, has a regular structure (see [1, 12, 13]). This property is closely con-
nected with the existence of a global Lyapunov function for this equation. Recall
that a global Lyapunov function is a functional defined on the phase space of the
equation which strictly decays along any nonstationary solution of this equation.
For the heat equation without memory, a choice of a Lyapunov function reads

(6.1) Φ0(v(·)) = 1
2
|∇v|2 +

∫
Ω F(v(x))dx −

∫
Ω g(x)v(x)dx,

where v ∈ H1
0(Ω) ∩ Lp(Ω), F(v) = ∫ v

0
f(z)dz. It is easy to show (see, for

instance, [12]) that any solution u(t) of this equation satisfies the equality

(6.2) Φ0(u(t2))− Φ0(u(t1)) = −
∫ t2
t1
|∂tu(τ)|2 dτ, ∀ t2 > t1 > 0.

This identity implies that the functional Φ0(·) is a global Lyapunov function for
the heat equation without memory.

To prove (6.2), one multiplies the equation by ∂tu(t), integrates over Ω,
integrates by parts, and makes standard transformations. If we now perform a
similar procedure for the equation with memory (2.1), we obtain the following.
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Let u(t) be a solution of problem (2.1), (2.2), and (2.17), where v(·) ∈ E−.
Consider the following functional on E−:

Φk(v(·)) = 1
2
(1+α)|∇v(0)|2 +

∫
Ω F(v(x,0))dx

−
∫
Ω g(x)v(x,0)dx −

∫∞
0
k(s)|∇θv(0, s)|2 ds,

where α =
∫∞

0
k(s)ds, θv(0, s) = v(·,0) − v(·,−s). Repeating formally the

transformations (3.30)–(3.35), we obtain the equality

(6.3) |∂tu(t)|2 + d
dt
Φk(S(t)v) = 1

2

∫∞
0
µ(s)|∇θu(t, s)|2 ds,

where (S(t)v)(s) = u(t + s), t ≥ 0, s ≤ 0, is the semigroup corresponding to
problem (2.1), (2.2), and (2.17) and acting in E−. Integrating (6.3) in time, we
have the identity

(6.4) Φk(S(t2)v)− Φk(S(t1)v) = −∫ t2
t1
|∂tu(τ)|2 dτ

+ 1
2

∫ t2
t1

∫∞
0
µ(s)|∇θu(τ, s)|2 ds dτ, ∀ t2 > t1 > 0,

which is similar to (6.2). Unfortunately, in (6.4), µ(s) ≥ 0 for all s ≥ 0. There-
fore, the functional Φk(S(t)v) may not decay in t. Thus, this does not lead to a
Lyapunov function for the equation with memory.

Nevertheless, this obstacle can be partially removed by adding an auxiliary
term coming from identity (5.9) to Φk(·). Then, we can construct a global Lya-
punov function under the condition that the number D from estimate (2.3) is
less than the sum λ1 + δ, where λ1 is the first eigenvalue of the laplacian and the
number δ is taken from (2.7). We now formulate this assertion precisely.

Recall that the memory kernel µ(s) in (6.4) satisfies inequality (2.7), i.e.,

(6.5) µ′(s)+ δµ(s) ≤ 0, ∀ s ≥ 0.

Consider the following functional:

(6.6) J(v(·)) = δΦk(v)+ |∂tv(0)|2 + ∫∞
0
µ(s)|∇θv(0, s)|2 ds.

Theorem 6.1. Let the nonlinear function f(u) satisfy the inequality

(6.7) f ′(u) ≥ −D > −λ1 − δ, ∀u ∈ R.



160 V.V. CHEPYZHOV & A. MIRANVILLE

Then, any solution u(·) of problem (2.1), (2.2), and (2.17) satisfies the inequality

(6.8) J(S(t2)v)− J(S(t1)v) ≤ −ρ
∫ t2
t1
|∂tu(τ)|2 dτ, ∀ t2 > t1 > 0,

where ρ = λ1 + δ−D > 0.

Proof. From Propositions 3.5 and 5.1, it follows that the function J(S(t)v)
has a sense for all t > 0 and ∂tu(·) ∈ Cb([ε,+∞);L2(Ω))∩Lb2 ([ε,+∞);H1

0(Ω)),
for every ε > 0. As usual, we first prove the analogue of (6.8) for the Faedo-
Galerkin approximations. Then, passing to the limit, we shall obtain (6.8) for the
exact solution.

We proved in Proposition 3.5 that any Faedo-Galerkin approximation
uN(t) = u(t) satisfies (3.35), that is,

(6.9)
d
dt
Φk(S(t)v) = −|∂tu(t)|2 + 1

2

∫∞
0
µ(s)|∇θu(t, s)|2 ds, t > 0.

At the same time, in the proof of Proposition 5.1, equality (5.9) was established,
i.e.,

(6.10)
1
2
d
dt

{
|∂tu(t)|2 +

∫∞
0
µ(s)|∇θu(t, s)|2 ds

}
= −|∇∂tu(t)|2 + 1

2

∫∞
0
µ′(s)|∇θu(t, s)|2 ds − (f ′(u(t))∂tu(t), ∂tu(t)),

t > 0.

We now multiply equation (6.9) by δ and add the resulting equation to (6.10).
We have the identity

(6.11)
d
dt

{
δΦk(S(t)v)+ 1

2
|∂tu(t)|2 + 1

2

∫∞
0
µ(s)|∇θu(t, s)|2 ds

}
= −|∇∂tu(t)|2 + 1

2

∫∞
0
(µ′(s)+ δµ(s))|∇θu(t, s)|2 ds

− (f ′(u(t))∂tu(t), ∂tu(t))− δ|∂tu(t)|2, t > 0.

Due to (6.5), the integral term in the right-hand side of (6.11) is negative. Using
(6.7), we clearly have

|∇∂tu(t)|2 + (f ′(u(t))∂tu(t), ∂tu(t))+ δ|∂tu(t)|2
≥ λ1|∂tu(t)|2 −D|∂tu(t)|2 + δ|∂tu(t)|2
= ρ|∂tu(t)|2, ∀ t > 0,
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where ρ = λ1 −D + δ. Hence, using (6.6), we obtain

(6.12)
d
dt
J(S(t)v) ≤ −ρ|∂tu(t)|2, ∀ t > 0.

Integrating (6.12) in t, we deduce, for the Faedo-Galerkin approximationuN(t) =
u(t), the inequality

(6.13) J(S(t2)vN)− J(S(t1)vN) ≤ −ρ
∫ t2
t1
|∂tuN(τ)|2 dτ, ∀ t2 > t1 > 0.

We now briefly explain the passage to the limit in (6.13) as N → ∞. We
rewrite this inequality as follows:

(6.14) J(S(t2)vN)+ ρ
∫ t2
t1
|∂tuN(τ)|2 dτ ≤ J(S(t1)vN), ∀ t2 > t1 > 0.

Notice that the exact solution u(·) of (2.1)–(2.2) belongs to Cb([t1,∞);H1
0(Ω)∩

Lp(Ω)) and that ∂tu(·) ∈ Lb2 ([t1,∞);H1
0(Ω)). Consider an initial datum of the

form
ū
∣∣
t≤t1 = u(t)

for problem (2.1)–(2.2), with an unknown function ū, t ≥ t1. Then, we construct
the corresponding Faedo-Galerkin approximation ūN(·). Using the uniqueness
of the solution of the Cauchy problem (2.1), (2.2), and (2.17), we observe that
ūN(·) converges to u(·) as N → ∞ in the corresponding spaces. Since the initial
datum is smooth at t = t1, it follows that ūN(·) ⇁ u(·) (N → ∞) ∗-weakly in
the space L∞([t1, t2];H1

0(Ω)∩Lp(Ω)) and ∂tūN(·) ⇁ ∂tu(·) (N →∞) ∗-weakly
in L2([t1, t2];L2(Ω)). Moreover, J(S(t1)ūN)→ J(S(t1)u) (N →∞) in R.

We now pass to the limit in (6.14) as N → ∞ by using the following known
result on weak convergence. ❐

Lemma 6.2. Let Y be a Banach space and {yn} ⊂ Y , with yn ⇁ y as n→∞,
weakly in Y . Then, ‖y‖Y ≤ lim infn→∞ ‖yn‖Y . Similarly, if {fn} ⊂ Y∗ and
fn ⇁ f as n → ∞, ∗-weakly in Y , then ‖f‖Y∗ ≤ lim infn→∞ ‖fn‖Y∗ (see, for
instance, [19]).

We now use the Lyapunov function constructed above in order to study the
structure of the trajectory and global attractors of the heat equation with memory
(2.1).

Corollary 6.3. If D < λ1 + δ, then any function v ∈ A satisfies the inequality

(6.15)
∫ 0

−∞
|∂tv(s)|2 ds ≤ C8.
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Here, the constant C8 is independent of v. Furthermore, concerning the corresponding
solution u(·) of problem (2.1), (2.2), and (2.17), we have

(6.16)
∫∞
−∞
|∂tu(s)|2 ds ≤ C8.

To prove (6.15) and (6.16), we note that the trajectory attractor A is bounded
in the space L∞(R−;H1

0(Ω)∩ Lp(Ω)) and that the set {∂tv | v ∈ A} is bounded
in L∞(R−;L2(Ω)) (see Corollary 5.2). Therefore, the functional J(·) is bounded
on A. Furthermore, for any v ∈ A, the function v(t), t ≤ 0, satisfies (2.1) for
t ≤ 0 and (6.8) implies

(6.17) ρ
∫ t2
t1
|∂tu(τ)|2 dτ ≤ J(S(t1)v)− J(S(t2)v), ∀ t1, t2 ∈ R, t2 ≥ t1.

Here, as usual, (S(t)v)(s) = u(t + s), where s ≤ 0, t ∈ R, and u(t) is the
solution of problem (2.1), (2.2), and (2.17), with initial datum v ∈ A. The
right-hand side of (6.17) is bounded from above by a constant C8 independent
of v, t1, and t2. Setting t2 = 0 and passing to the limit as t1 → −∞, we obtain
(6.15). Inequality (6.16) follows from (6.15), since A is a strictly invariant set
w.r.t. {S(t)}.

We now prove that the trajectory and global attractors of the heat equation
with memory (2.1) have a regular structure when D < λ1 + δ.

We first go back to the general equation with memory (1.1) considered in
Section 1 and give some new important definitions.

We denote by N the set of the stationary points of the semigroup {S(t)}
corresponding to equation (1.1) and acting in the space E− ⊆ Cb(R−;E), where
E is a Banach space, that is,

z ∈N ⇐⇒ S(t)z = z, ∀ t ≥ 0.

It is clear that any function z belonging to N is independent of the time, i.e.,
z(s) = z(0) for all s ≤ 0, and satisfies the equation A(z, z) = 0.

Recall that the bounded sets in E− are defined by considering a Banach space
F ⊇ E−.

For any subset N′ ⊆ N , we set

M+(N′) = {v(·) ∈ E− | v(t) satisfies (1.1) for t ≤ 0,

and distE(v(t),N′)→ 0 (t → −∞)}.
In other words, the set M+(N′) consists of all the solutions of equation (1.1) for
negative t which converge to N′ as t → −∞.

The set M+(N′) is called the unstable trajectory set issuing from N′. In
particular, we can consider the unstable trajectory set M+(z) issuing from the
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stationary point z ∈N :

M+(z) = {v(·) ∈ E− | v(t) satisfies (1.1) for t ≤ 0,

and ‖v(t)− z‖E → 0 (t → −∞)}.
We note that the set M+(N′) is strictly invariant with respect to {S(t)}, i.e.,

(6.18) S(t)M+(N′) =M+(N′), ∀ t ≥ 0.

Remark 6.4. If the set N is finite, i.e., N = {z1, z2, . . . , zm}, then

M+(N ) =
m⋃
j=1

M+(zj).

Proposition 6.5. If the semigroup {S(t)} corresponding to the equation with
memory (1.1) possesses the trajectory (F , C loc(R−;E))-attractor A, then

M+(N ) ⊆ A,(6.19)
M+(N )(0) ⊆A,(6.20)

where A is the global (F , E)-attractor of (1.1).

Proof. If v ∈ M+(N ), then the set B0 = {T(t)v | t ∈ R}, T being
the translation group, is bounded in F and strictly invariant w.r.t. {S(t)}, i.e.,
S(t)B0 = B0 for all t ≥ 0. Therefore, since S(t)B0 → A as t → ∞, we obtain that
B0 ⊆ A, that is, v ∈ A for all v ∈M+(N ). ❐

We now return to the heat equation with memory (2.1), for which

E− = F = Cb(R−;L2(Ω))∩ Lb2 (R−;H1
0(Ω)).

Let N be the set of the stationary points of (2.1)–(2.2). The set N consists
obviously of the functions z ∈ H1

0(Ω) such that

(6.21) (1+α)∆z(x)− f(z(x))+ g(x) = 0, z
∣∣
∂Ω = 0,

where α =
∫∞

0
k(s)ds. Consider the corresponding unstable set M+(N ) issuing

from N . We are interested in knowing when, in (6.19) and (6.20), the equalities
hold in place of the inclusions.

Theorem 6.6. Under condition (6.7), we have

A =M+(N ),(6.22)

A=M+(N )(0).(6.23)
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Proof. Consider any fixed function v ∈ A. We claim that

(6.24) distL2(Ω)(v(t),N )→ 0 (t → −∞).

Assume the converse. Then, there exist a number ε > 0 and a negative sequence
{tn}, tn → −∞ (n→∞), such that, for all n ∈ N,

(6.25) distL2(Ω)(v(tn),N ) ≥ ε > 0.

Consider the functions vn(s) = v(tn+s), n ∈ N. It is clear that vn(·) ∈ A. The
set A is compact in C loc(R−;L2(Ω)). Therefore, by refining, we can assume that
the sequence {vn(·)} converges to a function z(·) ∈ A in C loc(R−;L2(Ω)). Let us
show that z(s) = z(0) for all s ≤ 0. We fix an arbitrary numberM > 0. It follows
from Corollary 4.4 that the sequence {∂tvn(·)} is bounded in L2(−M,0;L2(Ω))
and, therefore, ∂tvn ⇁ ∂tz (n → ∞) weakly in L2(−M,0;L2(Ω)). Hence,
Lemma 6.2 implies that

(6.26)
∥∥∂tz∥∥2

L2(−M,0;L2(Ω)) ≤ lim inf
n→∞

∥∥∂tvn∥∥2
L2(−M,0;L2(Ω)).

We note that

(6.27)
∥∥∂tvn∥∥2

L2(−M,0;L2(Ω)) =
∫ tn
tn−M

|∂tv(s)|2 ds.

Then, inequality (6.15) yields that the right-hand side of (6.27) approaches zero
as tn → −∞. Therefore, lim infn→∞ ‖∂tvn‖2

L2(−M,0;L2(Ω)) = 0 and, by (6.26),
‖∂tz‖2

L2(−M,0;L2(Ω)) = 0, that is, z(s) = z(0) for all s ∈ [−M,0]. The number M
was arbitrary so far. It thus follows that z is independent of the time and z ∈N .
Since vn → z (n→∞) in C([−M,0];L2(Ω)), we conclude that

distL2(Ω)(v(tn),N ) = distL2(Ω)(vn(0),N )→ 0 (n→∞).

This contradicts inequality (6.25). Consequently, (6.24) holds and we have proved
(6.22) and (6.23). ❐

Corollary 6.7. If the set N is finite and D < λ1 + δ, then

A =
m⋃
j=1

M+(zj) ,

A =
m⋃
j=1

M+(zj)(0).

Similarly to Theorem 6.6, we prove the following property on the solutions
of equation (2.1).
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Proposition 6.8. If the nonlinear term f(u) satisfies (6.7), then, for any solution
u(t) of problem (2.1), (2.2), and (2.17),

distL2(Ω)(u(t),N )→ 0 (t →∞).

In particular, if N is finite, then there exists a stationary point zj ∈N such that

|u(t)− zj| → 0 (t → ∞).

Remark 6.9. In fact, for any v ∈ A, v(t) → N as t → −∞ in H1−ε(Ω)
and any solution u(t) of (2.1)–(2.2) converges to N as t → +∞ in the norm of
H1−ε(Ω), where ε ∈ (0,1]. This obvious improvement follows from Corollary
4.5.

To conclude, we note that, if the nonlinear function f(u) satisfies the in-
equality

−f ′(u) ≤ D < λ1(1+α),
then the set N consists of a unique stationary point z0 (see, for instance, [13])
and, therefore, any solution u(t) of the heat equation with memory (2.1) con-
verges to z0 as t → +∞. Thus, in that case, the trajectory and global attractors
associated with equation (2.1) are trivial.

The picture becomes more complicated when

λ1(1+α) < D < λ1 + δ.

Examples show that, in that case, the set N may consist in more than one sta-
tionary point (for instance, the functions f(u) = −Du + αu3 and g ≡ 0 give
the Chafee-Infante equation with memory) and the attractors are still regular and
coincide with the corresponding unstable sets issuing fromN .

The question “is the trajectory attractor of the heat equation with memory
and a general nonlinear function f(u) regular?” remains open, since we do not
know how to construct a Lyapunov function for the heat equation with memory
in general.
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