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IMPROVEMENT OF DECOMPOSABLE SYSTEMSMark Sh. LevinThe University of Aizu, Fukushima, 965-80 JapanEmail: mark@u-aizu.ac.jpAbstractThe paper describes an improvement process of de-composable systems. We examine the following: anexisting system; hypothetical new elements of thesystem and improvement actions; the change sys-tem (i.e., a hierarchy of improvement actions), andchange schedule system (series-parallel schedule ortrajectory). The design and analysis of the systemsis based on hierarchical morphological multicriteriadesign (HMMD). A numerical example demonstratesthe design, and improvement.1 IntroductionProblems of the improvement in complex systemshave been studied in various disciplines ([2], [6], [15],etc.). This paper addresses the description, and im-provement of decomposable systems. Generally onlytwo major approaches to the system design are well-known [33]:(i) improvement of an existent system; and(ii) designing a new system.Usually, the �rst approach consists in the evolu-tionary improvement and multi-criteria selection ofdesign alternatives ([1], [5], [7], [17], [32], etc.). Weanalyze the use of HMMD (designing a new system)[20] to represent and to design the improvement pro-cess. Note that hierarchical approaches to plan or toschedule have been studied many years, for example:(1) hierarchical planning systems [8];(2) hierarchical decision making in manufacturing[16];(3) hierarchical tasks network (HTN) decomposi-tion ([10], [11], etc.).Here we use HMMD not only for the design andanalysis of a system, but to design a change system(a hierarchy of improvement actions) and to plan asystem improvement process too. Similar processesare basic ones in the quality improvement, and re-design or re-engineering. We analyze decomposablesystems, main elements of the improvement process,our generalized framework of the improvement, andsupport combinatorial models to schedule improve-ment actions (e.g., clique, morphological clique, etc.).

Our numerical example demonstrates stages of theimprovement process.2 Decomposable systemsIn this paper, we examine decomposable systems,consisting of components and their interconnection(Is) or compatibility. Here we use basic assumptionsof HMMD as follows [20]:(1) decomposability of a system (i.e., tree-likestructure);(2) a system excellence is an aggregation of sub-systems qualities and qualities of Is (compatibility)among subsystems;(3) monotone criteria for the system componentsare used;(4) qualities of subsystems and their Is are evalu-ated upon ordinal scales, which are coordinated.And we assume the following hierarchical descrip-tion of a system:(1) tree-like system model;(2) design alternatives (DAs) for leaf nodes of themodel;(3) priorities of DAs (r = 1; :::; k; 1 corresponds tothe best one);(4) ordinal compatibility for DAs (w = 0; :::; l, lcorresponds to the best one).Generally, we can examine the following kinds ofrequirements: criteria for nodes of the system model(DAs), constraints for DAs, factors of compatibilityamong DAs.A basic version of HMMD involves the followingphases:(1) the design of system model (including a speci-�cation hierarchy);(2) the generation of design alternatives for leafnodes of the model;(3) the hierarchical selection and composing of DAsinto composite DAs;(4) the analysis and improvement of compositeDAs.The composing of composite DAs is based on thefollowing problem ([19], [20], [24]):Find a composite design alternativeS = S(1) � ::: � S(i) � ::: � S(m)



of DAs (one representative for each system compo-nents) with non-zero Is, where S(i) is a design alter-native for ith component of the designed system. Fig.1 depicts a design system. In addition, the followingsituation of a system change is presented in Fig. 1:1. An initial system is: S = A � B � C � D withcorresponding DAs (A1, A2, A3, A4; B1, B2, B3, B4;C1, C2, C3, C4; D1, D2, D3, D4).2. Change actions are the following:(i) changing of the system structure: (a) removalof component D; (b) addition of component E;(ii) changing of DAs: (a) removal of B2, C1; (b)addition of A3, A4, B4, C3, C4.
Fig. 1.Example of modi�ed systemA+4A+3A2A1 B+4B3B�2B1 C+4C+3C2C�1 D4D3D2D1 E4E3E2E1x x x h rheeeerrrreeeeerereueeruuuuerer

xS = A �B � C �D� ) S = A �B � C �E+
And we use a lattice of the system excellence onthe base of the following vector:N(S) = (w(S);n(S)),where w(S) is the minimum of pairwise compat-ibility in S, n(S) = (n1; :::; nr; :::nk), where nr isthe number of DAs of the rth quality in S. Thuswe search for solutions which are nondominated byN(S).As a result, we can analyze the following layers ofsystem excellence:(1) an ideal solution;(2) Pareto-e�ective points;(3) a neighborhood of Pareto-e�ective DAs (e.g., asolutions of this set maybe transformed into a Pareto-e�ective point on the base of the only one improve-ment step).The following kinds of elements (DAs,Is) with re-spect to solution S are considered: S-improving, S-neutral, and S-aggravating ones by vector N ; whereS-aggravating elements are examined as bottlenecks.An improvement of the system is illustrates in Fig. 2.Here we point out the following:(a) points: initial point So; the ideal point I ;four Pareto-e�ective points; target point S�; So1 andSo2, that are intermediate points of improvements(these points maybe examined as the neighbors of thePareto-layer);(b) series trajectories of improvements:� =< So; So1; S� > and � =< So; So2; S� >.

Fig. 2. Excellence lattice, improvements (!)������
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In this paper we propose a similar stage for thestatement and implementation of the improvementprocess on the base of HMMD. At this stage, we haveto examine new kind of DAs as improvement actions,their interconnection (compatibility), and schedulingof these actions.3 Improvement processWe examine the system improvement as series stepsof the representation and processing of the following:(a) initial system;(b) hierarchical morphological design space;(c) hierarchical change system (system of improve-ment actions);(d) schedule of change actions.Thus we need of the description of elements above,and methods to their processing. Note that a hierar-chical approaches to plan are the basic ones ([8], [16],etc.).3.1 Structure of improvement processLet us consider the following interconnected levels:(1) a space of system excellence, for example on thebase of the lattice above;(2) a set of compositions (composite DAs);(3) a set of improvement trajectories, includinga set of elementary improvement actions, and theirseries-parallel combinations (i.e., series-parallel tra-jectories).Spaces of objects and their e�ectiveness are depictsin Fig. 3. Here we point out kinds of correspondencesbetween elements of spaces above too.



Fig. 3. Spaces of objects and e�ectiveness(trajectories)scheduleChange scheduleof changeExcellencePPPP����rrrr�� @@r r rrcompositions)(actionChange system systemof changeExcellencePPPP����rrrr@@ ��r r rractionsImprovement actionsimprovementQuality ofrr rrr rr r(DAs, Is)Elements (DAs, Is)elementsQuality ofrr rr(compositions)System of systemExcellencePPPP����rrrr�� @@r r rr @@ ��r r rr

Clearly that we have to take into account the fol-lowing cases for a point of the excellence space:(1) a corresponding composition does not exist;(2) there exists the only one corresponding compo-sition;(3) there exist a set of corresponding compositions.Analogically for a two compositions as start/endpoints of the improvement process we have got thesame three cases.We can point out several attempts to describeand use close multi-level descriptions of complex pro-cesses, for example:(1) hierarchical task network planning ([10], [11],etc.);(2) network languages for complex systems ([30],[31]).In this paper, we examine main stages of the im-provement process, which are shown in Table 1.Generally, we can examine the following types ofsystem changes:1. Internal changes:1.1 micro-level: (1) change of a subsystem (sub-model, requirements) (2) change of DAs; (3) changeof Is1.2 macro-level: change of a system structure.2. External changes:2.1 requirements to the system;2.2 searching for morphological solutions.

Table 1. Series improvement process

6.Changeschedulesystem (e.g.,series-parallelschedule ofimprovementactions) Design ofseries-parallelschedule ortrajectory HMMD forseries-parallelschedule,dynamicprogramming,networkplanning, etc.
5.Changesystem(selectedimprovementactions) Design ofchangesystemand itsanalysis HMMD forchangesystem(morphologicalclique andimprovementanalysis)
4.Hierarchicaldescriptionof changesystem(improvementactions) Analysisof systemexcellenceandgeneration ofimprovementactions HMMD forbasic system,its analysis(morphologicalclique andimprovementanalysis)
3.Extendedhierarchicalmorphologicaldesign space Generation ofaggregate DAs(concurrently) Clique problemwithordinal itemcompatibility
2.Initialhierarchicalmorphologicaldesign space Generationof new DAs(concurrently)Change ofsystemstructure EngineeringtechniquesSearchingfor new data
1.Hierarchicaldescription ofexistingsystem Analysisof system,partitioning/decomposition EngineeringtechniquesObject Operations Methods

And now it is reasonable to investigate new typesof requirements to new DAs (i.e., the improvementactions), their interconnection, and a structure of thesystem changes (Fig. 4).
Fig. 4. Hierarchy of improvementsr ru��� @@@ u ueChange SystemDAsNew DAsRe�nedold DAs Is Structure

3.2 Phases and problemsLet us examine basic phases and problems of the im-provement process:Phase 1. Analysis of the initial system:(1.1) analysis of the existing system;(1.2) generation of new DAs and/or new systemstructure;(1.3) generation of aggregate DAs;(1.4) assessment of components (DAs, Is);



(1.5) evaluation of the system versions (i.e., com-posite DAs).Phase 2. Generation of the improvement actionset:(2.1) generation of improvement actions on the baseof the following: (a) expert judgment;, (b) examina-tion of bottlenecks, (c) examination of the neighbor-hood of the Pareto-e�ective points, (d) examinationof series neighborhood layers (i.e., the Pareto layer,the neighborhood of the Pareto layer, etc.);(2.2) evaluation of the improvement actions includ-ing the following: (a) a pro�t of the actions, (b) re-quired resources (time, etc.), (c) analysis of equiva-lent actions and their integration, (d) pair precedencerelation between the actions;(2.3) selection of admissible actions, and buildingof an action hierarchy (Fig. 3);(2.4) building of a precedence digraph on the ac-tions.Phase 3. Design of an improvement implemen-tation plan (trajectory) on the base of the followingapproaches: traditional network planning, dynamicprogramming, multistage planning, scheduling.At the phase 3 we can examine the following typesof problems:(i) optimization 1: Find the best improvement planwith taking into account results (an excellence of thetarget system), and required resources;(ii) recognition: De�ne the possibility (i.e., Yes orNo) to reach a speci�ed target solution(s) on the baseof the speci�ed set of the improvement actions;(iii) optimization 2: De�ne the best improvementplan to reach the target system(s) in the case of theexistence of the possibility (from problem recogni-tion).It is reasonable to use parallelization and/or coor-dination of improvement actions for problem (i). Inthis case we can design a multiperiod series-parallelimprovement strategy on the base of HMMD ([21],[24]). The above-mentioned hierarchy of improve-ments maybe analyzed for each period with takinginto account precedence relation of the actions (a ba-sic morphological change system).For problem (ii) and (iii), we can propose an anal-ysis of series neighborhood layers and searching foran improvement trajectory on the base of two basicstrategies (dynamic programming):(a) from the target system(s) to the initial one;(b) from the initial system to the target one(s).3.3 Support methodsHere let us list support procedures as follows:(1) mulricriteria ranking to obtain the ordinal pri-orities of DAs, or estimates of Is) ([4], [9], etc.);

(2) multicriteria clique problem with weighted com-patibility of items to generate aggregate DAs ([21],[22]);(3) morphological clique problem to �nd compositeDAs ([22], [24]);(4) multicriteria analysis of composite DAs ([20],[24]);(5) generation of improvement actions [24];(6) design of series-parallel schedule on the base ofmorphological clique problem ([21], [24]);(7) searching for the best trajectory in an opera-tional network on the base of operations management([29], etc.), network methods and techniques (e.g., dy-namic programming ([12], etc.), scheduling ([3], [12],etc.), etc.4 Presentation issuesThe importance of a complex objects presentation isincreasing. In our case, we have to analyze severalkinds of the systems (i.e., initial system, design space,change system, and improvement schedule), and theirprocessing. Main presentation approaches for objectsare as follows:(1) structural modeling ([14], etc.);(2) morphological presentation of complex objectsand hierarchical alternatives ([20], [28], etc.);(3) diagrams and 
ow-charts (e.g., for scheduling).Techniques of the process presentation are mainlybased on 
owcharts, the use of languages, and specialmulti-media environments, for example:(1) representation of complex technological pro-cesses (e.g., nets, bar diagrams, data
ow diagrams([25], [27], etc.);(2) morphological 
ow-chart presentation of oper-ational environments [18];(3) special languages ([13], etc.);(4) complex presentation of algorithms/techniqueenvironments on the base of texts, animations, move-ments ([26], etc.).5 Example5.1 System and its analysisWe examine the following initial computer systemS: hardware (J), software (V ), information (Y ), andpersonnel (H). A detailed investigation of an infor-mation center has been executed in [23]. In our casethe initial system is a composition of DAs as follows:So = J0 � V0 � Y0 �H0.At the next stage, we consider the following:(a) generation of new DAs;(b) design of a new system structure (an additionalcomponent communication C);(c) generation of aggregate DAs; and



(d) removal of Y2.Clearly, that now S0 = J0 � V0 � Y0 �H0 � C0.Table 2 contains descriptions of DAs (priorities areshown in brackets). Compatibility of DAs are pre-sented in Table 3.Table 2. DAs

Real-time communication C2(2)databases in certain timeAccess to external C1(1)None Co(2)knowledge engineeringNew personnel oriented to H3(2)a knowledge engineerTrained personnel and H2(1)Trained personnel H1(1)Initial personnel Ho(2)and knowledge baseInitial data base Y3 = I1&I2(2)Knowledge base Y2(3)intellectual interfaceInitial database and special Y1(1)Initial database Yo(2)expert systemNew DBMS and V3 = V1&V2(2)Expert system V2(3)New DBMS V1(1)Initial DBMS Vo(2)LAN J2(2)Workstation J1(2)Several personal computers Jo(3)DAs

Table 3. Compatibility of DAsYo Y1 Y3 Y0 J1 J2 J0 V1 V2 V3 V0 C1 C2
V3 2 3 3V2 0 3 3V1 3 2 2Vo 3 0 0J2 3 3 3 3 3 3 3J1 3 3 3 3 3 3 3Jo 3 3 2 2 3 2 1Y3 1 3 3 2 2 1 0 2 3 3Y1 2 3 3 3 3 0 3 1 3 3Yo 2 3 3 3 3 0 3 3 1 1H3 3 3 3 2 2 2 3 3 3 3 3 3 3H2 3 3 1 3 3 3 3 3 0 2 3 3 3H1 3 3 1 3 3 3 3 3 0 2 3 3 2H0 3 2 1 3 3 3 3 3 0 1 3 2 1
Thus N(So) = (2; 0; 4; 1). And Pareto-e�ectivepoint set consists of the following elements:1. N = (2; 4; 1; 0):S1 = J1 � V1 � Y2 �H1 � C1,S2 = J2 � V1 � Y2 �H1 � C1,S3 = J1 � V1 � Y2 �H2 � C1,S4 = J2 � V1 � Y2 �H2 � C1.2. N = (3; 2; 3; 0):S5 = J1 � V1 � Y0 �H1 � C0,S6 = J2 � V1 � Y0 �H1 � C0,S7 = J1 � V1 � Y0 �H2 � C0,S8 = J2 � V1 � Y0 �H2 � C0.Table 4 contains improvement actions, whichare obtained on the base of bottlenecks (i.e., S-aggravating elements). We use the following typesof improvements by results:(1) generation of an ideal point;

(2) improvement of Pareto-e�ective points;(3) re�nement of neighbors of the Pareto layer;(4) improvement and compression of the Paretolayer.Table 4. Bottlenecks and improvementsCompositeDAs Bottlenecks ActionsDAs Is w=r Type

S8 V0 2! 1 2S8 Y0 2! 1 2S8 J2 2! 1 2S7 V0 2! 1 2S7 Y0 2! 1 2S7 J1 2! 1 2S6 V0 2! 1 2S6 Y0 2! 1 2S6 J2 2! 1 2S5 V0 2! 1 2S5 Y0 2! 1 2S5 J1 2! 1 2S4 V1; C1 2! 3 1S4 J2 2! 3 1S3 V1; C1 2! 3 1S3 J1 2! 1 1S2 V1; C1 2! 3 1S2 J2 2! 1 1S1 V1; C1 2! 3 1S1 J1 2! 1 1

5.2 Change systemGenerally the change system consists of the follow-ing subsystems (we point out possible improvementactions for our example):1. Improvement of components: J; V; Y;H;C.2. Improvement of compatibility: (J; V ), (J; Y ),etc.Our consideration in previous section is the base tocompress the change space, because we will examineonly improvements of So, and Pareto-e�ective points.5.3 Improvement trajectoriesNow let us consider improvements at the space ofcompositions. We have to remember that our basicpoint is So, and for each other improvement trajecto-ries it is necessary to add a start part as follows: fromSo to a point (e.g., S1, etc.). Thus we can examinethe following three kinds of improvement trajectories:(1) from So directly to ideal point I .(2) from So to points S1 or S2 or S3 or S4; andfrom the point to I ;(3) from So to points S5 or S6 or S7 or S8; andfrom the point to I .We examine two types of improvement actions asfollows: (a) a replacement of an element (!), and (b)an improvement of an element ("). In our examplebasic improvement actions are the following: J0 !J1, J0 ! J2, V0 ! V1, Y0 ! Y1, H0 ! H2, H0 ! H2,C0 ! C1.



The improvement actions for Pareto-e�ectivepoints are presented in Table 4. Thus we can considerseries-parallel trajectories of the 2nd kind above:1. �1 = (So ! S1) � (S1 ") =(a) ((Jo ! J1)&(Vo ! V1)&(Yo ! Y2)&(Ho !H1)&(Co ! C1)) � (J1 ");(b) ((Jo ! J1)&(Vo ! V1)&(Yo ! Y2)&(Ho !H1)&(Co ! C1)) � ((V1; C1) ").2. �2 = (So ! S2) � (S2 ") =(a) ((Jo ! J2)&(Vo ! V1)&(Yo ! Y2)&(Ho !H1)&(Co ! C1)) � (J2 ");(b) ((Jo ! J1)&(Vo ! V1)&(Yo ! Y2)&(Ho !H1)&(Co ! C1)) � ((V1; C1) ").3. �3 = (So ! S3) � (S3 ") =(a) ((Jo ! J1)&(Vo ! V1)&(Yo ! Y2)&(Ho !H2)&(Co ! C1)) � (J1 ");(b) ((Jo ! J1)&(Vo ! V1)&(Yo ! Y2)&(Ho !H2)&(Co ! C1)) � ((V1; C1) ").4. �4 = (So ! S4) � (S4 ") =(a) ((Jo ! J2)&(Vo ! V1)&(Yo ! Y2)&(Ho !H2)&(Co ! C1)) � (J2 ");(b) ((Jo ! J1)&(Vo ! V1)&(Yo ! Y2)&(Ho !H2)&(Co ! C1)) � ((V1; C1) ").In addition, improvement trajectory �5 = (So !S5) � (S5 ! I) is shown in Fig. 5.
Fig. 5. Series-parallel imrovement trajectory- - - -- -- -So S5 (V0 ! V1)(Y0 ! Y1) I(H0 ! H1)(J1 ") (V0 ! V1)(C0 ! C1)

6 ConclusionWe have considered the hierarchical design, and im-provement of decomposable systems. Our examina-tion maybe used for various applications, for example:(1) distributed information systems (modi�cation,improvement, re-design);(2) improvement of network systems through mod-i�cation.In addition, it is reasonable to point out the signif-icance of the kinds of optimization problems, whenwe search for the best improvement of a combinato-rial system. Similar approach maybe used for manywell-known combinatorial problems on graphs.Finally, let us emphasize the following signi�cantresearch directions:(1) development of special knowledge based sys-tems to design of the change system;(2) development of tools for the presentation ofcomplex systems, and improvement processes;(3) study of corresponding scheduling problems;
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