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Abstract. The paper addresses a modular system approach to the analysis, design, and improvement of human-
computer systems (HCSs). The approach is based on ordinal expert information and optimization models. A modular
description of HCSs (system components and their interconnection), some corresponding requirements to them, and
improvement actions are described. The following stages have been examined: design of a basic system morphology,
modification of the morphology, analysis, and planning.

Our combinatorial approach (two-level hierarchical morphological design) consists of two problems: (i) multi-
criteria analysis of primitives (design alternatives), and (ii) combinatorial synthesis. The hierarchical combinatorial
synthesis is based on a “design morphology” which corresponds to an initial hierarchical knowledge structure
(design alternatives, their estimates, etc.). Ordinal scales for initial information are used.

Two basic numerical examples illustrate the approach: (i) modular analysis, adaptation, and improvement of
HCSs; (ii) series planning the user interfaces for knowledge engineering.

Keywords: system design, design & modeling, planning & scheduling, system adaptation, knowledge-based
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1. Introduction

In recent decades, majority of applied problems are
very complicated and require some special composite
efforts including the following:

I. System approaches to design and planning.
II. Knowledge of domain experts (engineering and

design skills of specialists) as a basis of the ap-
proaches including corresponding cycle of knowl-
edge technology/engineering (knowledge acquisi-
tion, modeling, testing, correction, and utilization).

III. Hybrid methods which involve, for example, tradi-
tional optimization techniques, multicriteria deci-
sion making technology, and artificial intelligence
approaches.

This article addresses and discusses the above-
mentioned issues on the basis of hierarchical morpho-

logical multicriteria design (HMMD) (a combination
of combinatorial optimization techniques, multicriteria
analysis, and ordinal information of domain experts).
Human-computer systems (HCSs) are used as repre-
sentative systems for our examination.

In recent years, significance of approaches for com-
plex systems design is increasing. In our opinion, the
following methods can be listed as main ones:

1. Formal methods for design [1–4].
2. Optimization on the basis of complex mixed

integer non-linear programming (e.g., design/
synthesis in chemical engineering, in process sys-
tems engineering) [5–7].

3. Non-linear multicriteria (multiobjective) opti-
mization [8–11] including evolutionary multiob-
jective optimization techniques [12, 13].

4. Multidisciplinary optimization in aerospace and
structural engineering [14, 15].
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5. Parameter Space Investigation (PSI) for the design
of various complex systems and financial planning
[9, 15, 16].

6. Various methods of global optimization [5, 17,
18].

7. Hierarchical system design [19–23] and mod-
ular system design [24–27] including HMMD
[26].

8. Design on the basis of grammar description for
composable systems as in software engineering
[28].

9. Special artificial intelligence approaches on the
basis of expert systems (knowledge based sys-
tems), e.g., R1/MICON [29–31] for computer
engineering, VLSI design, etc. [1, 32].

10. Hybrid methods [31].

At the same time, it is reasonable to point out some
specific design problems which are important for com-
plex composite systems [26]:

1. Basic system design:

1.1. Design of a system as a wholeness.
1.2. Synthesis or integration of a composite system.
1.3. Multistage planning as the design of multistage

(series, parallel-series) composite strategy.

2. System improvement, reengineering (revelation of
system bottlenecks, generation of improvement
actions, scheduling of the actions).

3. Strategic system design (under uncertainty):

3.1. One-stage strategic system design.
3.2. Multistage system design.

From this viewpoint, some of the above-mentioned
system design methods are oriented only to the design
problem 1.1 and it can be very difficult to apply them
for other design problems. Mainly, methods of AI, hy-
brid methods (including HMMD) can be considered
as basic ones for more complicated and/or multistage
design/planning problems above. In our opinion, many
important system properties (e.g., reliability, adaptabil-
ity, flexibility) are based on special system redesign
(reengineering) and strategic design problems which
can be implemented as the above-mentioned complex
design problems.

In the paper, a modular HCS is examined as a de-
composable system consisting of the basic parts (tasks,
techniques, information, user). These parts, their inter-
connection, and possible improvement actions are un-

der our consideration. The synthesis design problem
1.2 is examined in [26]. Here we consider the analy-
sis and adaptation of HCSs (example 1: problems 1.2
and 2) and planning problem which corresponds to 1.3,
3.2, and 2 (example 2).

In recent years, special User Interface Development
Environments (UIDE) and User Interface Management
Systems (UIMS) have been used for the design and man-
agement of user interfaces [33–36]. Functional/task
analysis and models of human computer interaction are
applied as the main approaches to the user interface de-
sign [35, 37]. Main human-computer interaction mod-
els are the following [35, 37]: (a) Command Language
Grammar (CLG); (b) Task Action Language (TAL); (c)
Task Analysis for Knowledge Description (TAKD); (d)
GOMS approach (Goals, Operations, Methods and Se-
lection Models); and (e) Task Mapping Model (TMM).
Mainly, approaches to interface design are based on
the analysis, evaluation, and selection of design al-
ternatives [26, 33, 35, 36]. The following techniques
are used for the comparison and selection of user in-
terface components (icon, text, direct manipulation,
menu, etc): (1) experimental investigation [38]; (2) AI
methods as rule bases [33, 36]; and (3) Analytic Hier-
archy Process [39]. Object-oriented development ap-
proaches are widely used for user interface design too
[40].

In our opinion, the main trend consists in an imple-
mentation of synthesis approaches. On the other hand,
significance of system adaptation and intelligence is
increasing. Recently, adaptation of user interfaces is
a central problem in human-computer interaction [41–
46]. Some authors have been studied adaptation of spe-
cific computer systems (e.g., hypermedia, CAD sys-
tems, decision support systems) or their components.
For example, Brusilovsky examined issues of adaptive
hypermedia [47].

In our article, Hierarchical Morphological Multicri-
teria Design (HMMD) is used as a basic approach to
analyze and to redesign (improvement, transformation,
adaptation, multistage planning) an initial HCS [26].
Note hierarchical approaches to complex systems have
been studied by many authors [35, 48, 49]. Our com-
binatorial method is based on two-level morphological
design [26]. The paper focuses on the following three
problems:

(a) combinatorial (modular) description and analysis
of HCS;

(b) adaptation of HCS; and
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(c) planning on the basis of multicriteria analysis of
primitives (design alternatives) and combinatorial
synthesis (two-level hierarchical morphological
design).

Ordinal scales are used for our evaluation of the de-
sign alternatives and their compatibility. As a result, the
approach is useful for domain experts from viewpoint
of knowledge acquisition and understandability of the
solving process.

The hierarchical combinatorial synthesis is based on
a “design morphology” which corresponds to an initial
hierarchical knowledge structure (design alternatives,
their interconnection, etc.). The “design morphology”
is a specific new hierarchical representation for do-
main knowledge. The synthesis approach consists of
the following two main phases:

1. Design of the basic “design morphology” includ-
ing assessment of its design alternatives and their
interconnection.

2. Bottom-Up selection and synthesis of the design
alternatives to obtain a resultant system (compos-
ite solution as a target system, a parallel-series
strategy).

In the paper, two numerical examples are presented:

(a) analysis and adaptation of HCS, and
(b) planning an user interface in knowledge engineer-

ing (a kind of the design problem for solving
strategy).

The first example consists in the modular analy-
sis, synthesis, and improvement of HCS. The second
example is oriented to the modular design of a com-
posite series strategy. The planning process (i.e., prob-
lem solving) has been examined by well known authors
[49–51]. The decomposition of problems is perhaps the
most important approach towards complex situations
in various domains [50]. For example, problems of
composing some models are often examined. In recent
decades, various investigations in the field of model
management have been conducted [52–55]. These re-
searches address the development and use of model
management systems as model bases or libraries for
application domains as follows: (a) databases; (b) de-
cision support systems; and (c) expert systems [55].
Building the solving strategies usually is based on tra-
ditional optimization models, e.g., linear programing,

non-linear programming [24, 55] or artificial intelli-
gence approaches, e.g., hierarchical task network plan-
ning [56]. Our planning example corresponds to the
multi-stage modular design of human-computer inter-
action. The problem is:

Build the “best” series scheme on the basis of some
standard representation operations (primitives).

Thus we examine designing the series strategies for
supporting a dialogue in the development and usage of
knowledge base systems.

2. Hierarchical Morphological Approach

HMMD is described in [26] as a fundamental of combi-
natorial engineering. In this section, we briefly consider
a generalized scheme of HMMD and its usage for the
combinatorial analysis, transformation/adaptation, and
planning.

From viewpoint of knowledge engineering (knowl-
edge acquisition, structuring/modeling, testing, correc-
tion, utilization), HMMD realizes a special ordinal
domain expert knowledge based technology for the
description, design, and improvement of composite
systems. Here engineering skills is modelled as a tree-
like system structure, design alternatives for the struc-
ture nodes, interconnection the design alternatives, and
multicriteria description of structure parts above. At
the same time, HMMD involves optimization tech-
niques (multicriteria ranking and combinatorial syn-
thesis) and can be considered as a hybrid knowledge &
optimization based system.

2.1. Hierarchical Morphological
Multicriteria Design

The following basic assumptions are used in HMMD:

(1) the target system is decomposable one, i.e. it has
tree-like structure;

(2) an excellence of the system is an aggregation of
subsystems qualities, and of qualities of compo-
nents compatibility;

(3) criteria for design alternatives (DA’s) are
monotone;

(4) estimates of DA’s for model nodes upon criteria can
be transformed into priorities, and priority scales
of components are coordinated (r = 1 . . . k, 1
corresponds to the best group, here k ≤ 4); and



238 Levin

(5) interconnection of DA’s (I s) is evaluated on ordinal
scale (0 . . . l; l is the best one, 0 corresponds to
impossible I s, here l ≤ 5).

The generalized scheme of HMMD involves the fol-
lowing: Top-Down design of system model; generation
of DA’s for leaf nodes of the system model; Bottom-
Up hierarchical selection and composing of composite
DA’s; analysis of composite DA’s. Here DSS COMBI
is used for multicriteria ranking [57]. At the same time,
some other ranking procedures can be used too, for ex-
ample, an additive utility function [58] or well-known
Analytic Hierarchy Process AHP [39]. The basic prob-
lem of composing is to find a composition (composite
DA’s, morphological scheme)

S = S(1) � · · · � S(i) � · · · � S(m)

of DA’s (one representative from each morphological
class, a morphological class is a set of DA’s for a com-
ponent) with non-zero I s, where S(i) is i th system
component. Figure 1 depicts an example of our com-
position problem.

Our basic composition problem is based on the
following system excellence for S:

N (S) = (w(S); n(S)),

where w(S) is the minimum of pairwise compatibility
in S,

n(S) = (n(1), . . . , n(r), . . . , n(k)),

where n(r) is the number of components of the r th
quality in S. Thus we search for solutions which are
nondominated by N (S). In HMMD, we consider vector
domination (preference) for solutions on the basis of
Pareto-rule as follows [8, 10]:

Definition 1. Point x̂ = (x1, . . . , xi , . . . , xn) dom-
inates by Pareto-rule point ŷ = (y1, . . . , yi , . . . yn)

(x̂ �P ŷ) if the following two conditions are correct:

Figure 1. Example of composition problem (priorities of DA’s are
shown in brackets).

(1) ∀i = 1, . . . , n xi 
 yi (e.g., xi ≥ yi ) and
(2) ∃io ∈ {1, . . . , n} such that xio � yio (e.g., xio >

yio ).

Let X be a set of points.

Definition 2. Point x̂o ∈ X is called Pareto-effective
point if there does not exist x̂ ∈ X such that x̂ �P x̂o.

Figure 2 illustrates Pareto rule and Pareto-effective
points for two-dimensional case.

For composite decision in Fig. 1, we get N (S1) =
(2; 2, 1, 0). Figure 3 depicts an example of the lattice
of system quality.

Figure 4 depicts the lattice-like space of system qual-
ity (for (N (S)) and examples of decisions (Pareto-
effective points and ideal point). Note the space consists
of three ordered lattices each of them corresponds to
the lattice from Fig. 3.

Figure 2. Pareto rule and Pareto-effective points.

Figure 3. Position (histogram) presentation of the lattice of system
quality for N = (w; n(1), n(2), n(3)), w =const, m = 3, l = 3.
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Figure 4. Space of system excellence for N (S).

The following types of elements (DA’s, I s) with re-
spect to solution S are used to analyze composite DA’s:
S-improving, S-neutral, and S-aggravating ones by
vector N , where latter elements are considered as ‘bot-
tlenecks’. Thus we can generate layers of the system
excellence:

(1) ideal solutions (from the best components);
(2) Pareto-effective points by N ; and
(3) neighborhood of Pareto-effective DA’s (a decision

from this set can be transformed by only one
improvement step into a Pareto-effective point).

2.2. Generalized Glance

A transformation of decomposable systems on the basis
of HMMD has been described in [26]. The following
ways of the improvement can be investigated:

(1) to improve DA’s;
(2) to add new DA’s;
(3) to improve I s; and
(4) to improve system structure (i.e., model).

Some conceptual improvement actions for human-
computer systems will be presented later (see
Section 3). Thus one can build a change system (i.e.,
an ordered set of improvement actions).

Generally, it is reasonable to analyze multi-trajectory
transformation of HCS on the basis of a hierarchical
change system, to design composite actions, and to
plan the improvement process. Close planning prob-
lems have been studied in hierarchical task network
planning [56] and in linguistic geometry [59]. Figure 5
depicts a generalized glance to objects and correspond-
ing problems.

Figure 5. Generalized glance: objects and problems.

3. Human-Computer System

3.1. Structure, Requirements, Improvements

Here we assume that HCS consists of four main parts
as follows [35, 42, 57, 60]:

(a) goals (tasks);
(b) operational part;
(c) factual part (information as data and/or knowl-

edge); and
(d) human (user’s) part.

There exist various classifications of basic tasks and
user’s activities. Unfortunately, the tasks and user’s
activities are interconnected, and it is reasonable to
examine them together. From the viewpoint of creativ-
ity Altshuller proposed several linear ordered levels of
creative activities as follows [61]: selection, modifica-
tion, design, design of a new composition. In addition,
he differs types of objects as follows: data, idea, con-
struction or algorithm, version of implementation. As
a result, we obtain a 2-dimensional Cartesian space:

kinds of creative actions × types of objects.

Norman has been studied four stages of user’s activi-
ties: (1) forming the intention; (2) selection of an action;
(3) execution of the action; and (4) analysis of outcome
[62]. Dix has investigated similar information life cy-
cle [63]. Rouse has considers several kinds of behaviors
[64]: (1) information seeking; (2) information process-
ing; (3) meta behaviors, and (4) products of creativity.
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Many authors have been examined specific roles in
a team work (manager, coordinator, etc.) [22, 65, 66].
Cross has been analyzed styles of activities in a de-
sign process (convergent, divergent, etc.) [67]. Table 1
demonstrates some examples of activities. Here we
do not consider collaborative tasks (conference, co-
working, etc.) [68].

Thus let us assume the following list of basic kinds
of tasks/activities:

(1) routine activities (e.g., input/output of data);
(2) basic activities as a simple analysis and deci-

sion making: observation (analysis as comparison);
control: comparison/analysis and selecting a basic
activity; and

(3) creative activities: (a) diagnosis of a situation; (b)
comparison/analysis and selecting the activities;
(c) planning and generation of a composite activity;
(d) implementation of decisions; and (e) analysis
in on-line mode.

Usually an analysis of users is based on the fol-
lowing taxonomy: (i) novice; (ii) trained user; and
(iii) expert. Some investigators have been considered
levels of user’s knowledge and experience on com-
ponents of applied computer technology [57, 69]:

Table 1. Examples of basic activities.

Person &
Type of example of

Activity Element presentation application

1. Edition (a) Data (a) Text Operator;
(operations (b) Modes (b) Table database
of data trans- (c) Menu, icon
formation) (d) Flowchart

2. Supervision Control (a) Text Process operator;
(comparison parameters (scrolling) real-time
with standard of data (b) Icon control
situation) processing (c) Flowchart

(d) Animation

3. Analysis (a) Data (a) Histogram Analyst;
(comparison, (e.g., (b) Bar charts analysis
matching, partitions) (c) Star charts
clustering, etc.) (d) Graphics

(e) Animation

4. Design (a) Product (a) Text Designer;
(construction, (b) Strategy (b) Data creative design,
creation) (c) Plan (c) Structure planning, etc.

(a) Graphics
(b) Animation

(a) preobjective, preoperational; (b) concrete objects
and operations or specific detailed knowledge; and
(c) abstract objects and operations or global, general
knowledge.

Generally, the levels above correspond to levels of
Piaget [70]. Gardner has examined 7 types of intelli-
gence [71]: (i) logical-mathematical; (ii) vision-spatial;
(iii) musical; (iv) linguistic; (v) bodily kinesthetic; (vi)
intrapersonal; and (vii) interpersonal. Clearly, in the
case of an user team, it is necessary to examine more
complex cases.

The factual part can be considered, for example,
from the following viewpoints: (1) volume (small, mid-
dle, large); (2) correspondence to tasks; (3) quality of
presentation; (4) complexity of availability (required
time, complexity of requests, etc.); and (5) needs of
additional processing.

Finally, we point out some basic requirements to
HCS components, and their interconnection:

I. COMPONENTS:
1.1. Tasks:
Requirements: understandabity, simpleness, cer-

tainty.
Improvements (improvement of DA’s): to reduce, to

improve a description, to define more precisely.
1.2. Operations:
Requirements: adequacy, easy to use.
Improvements:
(a) improvement of DA’s: to describe, to test, to

modify;
(b) addition of new DA’s: to compose aggregate/

composite operations, to design new operations.
1.3. Information:
Requirements: sufficiency, certainty, easy to search

for and/or to acquire, easy to manipulate, quality
of representation.

Improvements:
(a) improvement of DA’s: to improve presentation,

process;
(b) addition of new DA’s: to search for, to process,

to design new information.
1.4. User:
Requirements: experience, creativity, learnability,

system thinking.
Improvements:
(a) improvement of DA’s: to train user;
(b) addition of new DA’s: to add trained user or

expert, to combine a team.
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II. INTERCONNECTION:
2.1. Task-Operations:
Requirements: correspondence, minimum of

modification of operations.
Improvements (interconnection): to solve test tasks.
2.2. Task-Information:
Requirements: correspondence, minimum of infor-

mation processing, minimum of solving iterations.
Improvements (interconnection): to solve test tasks.
2.3. Task-User:
Requirements: experience of user, understandability.
Improvements (interconnection): to train user, to

improve a description of a task, to improve task
presentation, to improve user interface.

2.4. Operations-Information:
Requirements: correspondence (by format, by type),

required resources, etc.
Improvements (interconnection): to add helper, to

solve test tasks, to improve user interface.
2.5. Operations-User:
Requirements: experience of user, easy to use, easy

to learn.
Improvements (interconnection): to add helper, to

solve test tasks, to improve user interface.
2.6. Information-User:
Requirements: experience of user, easy to use,

quality of representation, understandability.
Improvements (interconnection): to add helper, to

improve data presentation, to solve test tasks.

The requirements to HCS involve effectiveness, cost,
usability, adaptability, etc. [35, 40].

3.2. Scheme of Analysis and Adaptation

In recent years, many authors have been investigated
adaptation of user interfaces [41, 42, 45, 46]. More-
over, Malinowski et al. have compared two approaches:
adaptive user interface and intelligent interface [44]. In
this paper, we describe our attempt to examine adap-
tation not only for the user interface, but for all HCS
components and their interconnection. Our scheme is
depicted in Fig. 6.

4. Example 1: Analysis, Adaptation,
Improvement

The basic morphology is depicted in Fig. 7. Basic DA’s
are presented in Table 2. A certain task is considered as

Figure 6. Scheme for analysis and adaptation of HCS.

an input, for example, T2 (we reject T1 and T3). In addi-
tion, we add aggregate DA’s as follows: U5 = U1 & U2,
U6 = U2 & U3, O4 = O1 & O3, I5 = I3 & I4.

An example of compatibility is presented in Table 3.
Resultant composite DA’s are the following (ideal

point N = (4; 4, 0, 0), Fig. 8):

1. N = (3; 4, 0, 0) : S1 = T2 � I3 � O4 �U2 and S2 = T2 �

I5 � O4 � U2;
2. N = (4; 2, 1, 1) : S1 = T2 � I5 � O3 � U3.

Now we can consider an improvement process. For
an improvement of S1 and S2 it is necessary to increase

Figure 7. Structure of HCS (hypothetical priorities of DA’s are
shown in brackets).
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Table 2. Basic DA’s.

DA’s Description

I1 Basic information

I2 Results of an additional search

I3 Results of an information design

I4 Expert information

O1 Basic techniques

O2 Additional selected techniques

O3 New designed techniques

U1 Novice

U2 Trained user

U3 Specialist

U4 Expert

Table 3. Compatibility.

I1 I2 I3 I4 I5 O1 O2 O3 O4 U1 U2 U3 U4 U5 U6

T2 4 3 3 2 4 1 2 4 3 1 3 4 4 3 3

I1 2 3 3 3 2 1 2 1 2 2

I2 2 2 2 3 1 3 3 1 3 3

I3 2 3 3 3 3 3 3 3 3 3

I4 0 2 3 3 0 1 2 3 1 2

I5 2 3 4 3 3 3 4 3 3 3

O1 3 2 3 1 2 3

O2 2 2 3 3 2 3

O3 1 2 4 3 2 3

O4 2 3 3 3 2 3

compatibility between all their elements. Let us exam-
ine an improvement for S3. Evidently, elements O3 and
U3 are bottlenecks in S3. The following three possible
actions are possible:

Figure 8. Space of system excellence and Pareto-effective points.

(a) improvement of priority for O3 (3 ⇒ 1) (for ex-
ample, by development of a special helper for the
methods), result: (Sa

3 , N = (4; 2, 2, 0);
(b) improvement of priority for U3 (2 ⇒ 1) (for ex-

ample, by additional training of specialist), result
Sb

3 , N = (4; 3, 0, 1); and
(c) composite improvement ((O3, 3 ⇒ 1) & (U3, 2 ⇒

1)), result: Sc
3, N = (4; 4, 0, 0), the ideal point.

5. Example 2: Planning an User Interface

Here the following basic components are considered:

(i) operations of data processing,
(ii) operations of knowledge acquisition or transfor-

mation, and
(iii) training of user and data/knowledge representa-

tion.

The design framework consists of the following
stages:

1. Forming a basic hierarchical morphological space
of operations (HMSO).

2. Analysis of an initial situation (user, task) and adap-
tation of HMSO (design of a working version of
HMSO) as follows:

(a) selection or identification of appropriate oper-
ations on the basis of constraints;

(b) parallelization of operations on the basis of
parametrization of techniques, and use of
different experts; and

(c) training the user.

3. Design of a composite solving strategy including
the following two phases:

(a) selection of operations (multicriteria ranking);
(b) synthesis on the basis of steps as follows:

composing a series strategy or constructing an
operation chain (morphological clique).

5.1. Solving Scheme

There exist sources of a user interface adaptation as
follows:

(a) user;
(b) task; and
(c) intermediate results of problem solving (informa-

tion for feedback).
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Our viewpoint to adapted objects, basic operations,
and the adaptation processes is described in Sec-
tion 3. Note studies of the user modeling and adap-
tation are considered in detail in [42, 72]. In the main,
the following techniques have been applied for the
model selection, and sequencing (synthesis of series
strategies):

(a) artificial intelligence techniques [53, 73, 74];
(b) linear programming problems [55];
(c) integer programming problems as searching for an

optimal path to a required output [54]; and
(d) nonlinear integer programming for the modular de-

sign with redundancy, i.e., with parallel fragments
[24].

Here we examine conceptual design, and combina-
torial models for the selection, modification, and com-
posing of the solving strategies and their elements.
The generation of HMSO is based on the conceptual
analysis and design [75, 76].

5.2. Example

Our example is based on the examination of a system
for the knowledge acquisition and use. We examine
HMSO as follows:

1. Prototyping P:

1.1 Problem identification I .
1.2 Selection/generation of terminology T .
1.3 Knowledge acquisition V .

2. Design of work version D.

2.1 Enhancement of problem description (type,
terminology) E .

2.2 Acquisition of additional knowledge W .

3. Utilization U .

Generally, HMSO is based on the following kinds
of operations: (1) knowledge acquisition (interac-
tion); (2) data/knowledge processing (computation);
(3) data/knowledge representation (interaction); and
(4) training of user (interaction).

The following criteria for the evaluation of DA’s are
used [26, 40, 54]: required computer resources; re-
quired human resources; quality of ranking (robust-
ness, etc.) possibility for data representation; possibil-
ity for an analysis of intermediate data; usability (easy
to learn, understanding, acceptability, habits, etc.).

In our example, we apply representation elements
or design alternatives (DA’s) for leaf nodes as follows:
command language (X1); menu (X2); icons (X3); and
graphic/animation (X4). In addition, we consider the
following parallel aggregate (parallel combined) DA’s:

X5 = X1 & X2; X6 = X3 & X4; and

X7 = X2 & X3 & X4.

Here the index corresponds to the number of DA’s,
and instead of X we use a certain notation of the
leaf (e.g., T1, E3). Our obtained working HMSO is
presented in Fig. 9. Thus the problem is to select
DA’s (kinds of alternative representation elements:
{X1, . . . , X7}) for each leaf node (tree-like system
model, Fig. 9) to compose a series combination (a se-
ries solving strategy) of the DA’s.

Let us construct a series solving strategy on the ba-
sis of morphological clique problem. Priorities of DA’s
(r = 1, . . . , 4), obtained by expert judgment, are pre-
sented in brackets in Fig. 9. Table 4 contains basic
compatibility for basic DA’s. As a result, we obtain
compatibility which is presented in Tables 5 and 6.

Thus we get the following composite DA’s:

(a) P1 = I5 � T2 � V6, N (P1) = (4; 2, 0, 1, 0);
(b) P2 = I3 � T5 � V4, N (P2) = (4; 1, 2, 0, 0); and
(c) D1 = E4 � W4, N (D1) = (5; 2, 0, 0, 0).

Table 7 contains compatibility for the higher level of
system hierarchy.

Figure 9. Design morphology.
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Table 4. Compatibility.

X1 X2 X3 X4 X5 X6 X7

X1 1 2 3 4 1 4 5

X2 2 4 5 5 3 4 4

X3 3 4 2 5 4 3 4

X4 4 5 5 1 4 3 2

X5 1 3 4 4 3 4 3

X6 4 4 3 3 4 2 2

X7 5 4 4 2 3 2 1

Table 5. Compatibility.

T1 T2 T3 V1 V2 V3 V4 V5 V6 V7

I1 1 2 1 1 2 3 4 1 4 5

I2 2 4 3 2 4 5 5 3 4 4

I3 3 4 4 3 4 2 5 4 3 4

I4 4 5 4 4 5 5 1 4 3 2

I5 1 3 3 1 3 4 4 3 4 3

I6 4 4 4 4 4 3 3 4 2 2

I7 5 4 3 5 4 4 2 3 2 1

T1 1 2 3 4 1 4 5

T2 2 4 5 5 3 4 4

T3 1 3 4 4 3 4 3

Table 6. Compatibility.

W1 W2 W3 W4 W5 W6 W7

E1 1 2 3 4 1 4 5

E2 2 4 5 5 3 4 4

E3 3 4 2 5 4 3 4

Table 7. Compatibility.

D1 U1 U2 U4 U5 U7

P1 4 2 4 4 3 3

P2 3 2 4 3 4 3

D1 4 5 1 4 2

Now we combine composite Pareto-effective (by N )
DA’s:

(i) S1 = P1 � D1 � U5 =
((I1 & I2) � T2 � (V3 & V4)) � (E4 � W4) � (U1 &
U2), N (S1) = (3; 3, 0, 0, 0);

Figure 10. Space of system excellence and Pareto-effective points.

Figure 11. Series planning strategies.

(ii) S2 = P1 � D1 � U2 =
((I1 & I2) � T2 � (V3 & V4)) � (E4 � W4)

� U2, N (S2) = (4; 2, 1, 0, 0);
(iii) S3 = P2 � D1 � U5 =

(I3 � (T1 & T2) � V4) � (E4 � W4) � (U1 & U2),

N (S3) = (3; 3, 0, 0, 0);

Figure 10 illustrates two above-mentioned Pareto-
effective points for S.

Let us point out a couple of bottlenecks and improve-
ment actions for composite DA’s:

(a) (P1, U5) (compatibility 3 ⇒ 4) for S1, new N =
(4; 3, 0, 0, 0) (ideal point) and

(b) U2 (priority 2 ⇒ 1) for S2, new N = (4; 3, 0, 0).

Resultant series planning strategies for S are
depicted in Fig. 11.

6. Conclusion

In our article, we have focused on the combinatorial
system approach to the system analysis and design
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(including modeling, analysis, adaptation, improve-
ment, multi-stage planning). This is our attempt to
consider modular system approach to the system anal-
ysis, design, and improvement. Human-computer sys-
tem (a representative of complex systems) is examined
as a composite system. We proposed a structural de-
scription of human-computer systems (system com-
ponents and interconnection), some corresponding
requirements to them, and improvement actions. This
is a basis for our modular system model.

Our HMMD (hierarchical system analysis and com-
posing the system from design alternatives) based on
a “design morphology” for the examined system has
been used. Evidently, the article has a discussion char-
acter and is oriented to promote hybrid system design
approaches for many applied domains. Note human-
computer systems are useful and understandable exam-
ples (as representatives of complex systems) for many
applied specialists to feel some contemporary systems
approaches.

The article involves only a couple of basic system
design problems. A movement from detail design (or
design of system component) to the system design
problems is a basic crucial contemporary direction of
design community in all engineering domains. Our pre-
sented problems can be considered as some steps for
the movement.

Clearly, our HMMD has many limitations for the use.
For example, HMMD includes simple linear system
decomposition approach. Many systems (and HCSs
too) are very complicated and require complex non-
linear dynamic system modeling and this direction is
a basic one for other studies. On the other hand, linear
system decomposition is very useful as an initial step to
describe a complex system and for educational goals.

It is reasonable to list the following important future
investigations:

1. to examine an usage of other analysis/design meth-
ods including various hybrid methods with AI
components;

2. to study other applied representative kinds of
complex systems;

3. to study various kinds of system design prob-
lems including system design problems above under
uncertainty;

4. to analyze special issues of design/engineering
skills acquisition for composite systems analysis/
design;

5. to study some special problems for the com-
posite systems (e.g., technical diagnostics and
maintenance);

6. to use more complicated kinds of expert informa-
tion, for example, on the basis of poset-like scales
and composite spaces of system excellence; and

7. to use system analysis/design methods in engi-
neering education courses, e.g., student research
projects including composite multidisciplinary stu-
dent teams for composite multidisciplinary systems.
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