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Abstract. In the paper we present new sufficient conditions for existence of large-
amplitude periodic solutions for autonomous equations with a parameter. In contrast to
the usual situations, the linear degenerate part of the equation does not depend on the
parameter. Therefore the existence of periodic solutions is determined by the asymptotic
behavior of bounded nonlinear terms at infinity. We present a new simple method to
reduce the original degenerate problem to topologically nondegenerate one. This infinite-
dimensional problem is studied by degree theory methods.
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1. Introduction. Consider the differential equation®

(1) L(%,)\)x_M(%,A> F(z, ).

Here L(p, A) and M (p, \) are coprime polynomials of degrees ¢ and m, { > m,
with real coefficients, which depend on the scalar parameter A € A = (a,b).
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L' A definition of solution for equation (1) is given in most books on control theory, see,
e.g., [2] and [8]. If M(p,\) =1, then (1) is a usual quasilinear ODE.
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2 A .M. Krasnosel’skii and D.I.Rachinskii

The continuous nonlinearity F'(x, ) is uniformly bounded. We shall use
bounded nonlinearities of various types: functional nonlinearities f(z(t), \),
where f(z,\) : R x # — R is a continuous function, nonlinearities f(x(t —
h),A) with the delay h > 0, hysteresis nonlinearities. We study sufficient
conditions for existence of large-amplitude periodic solutions x(t) of equa-
tion (1).

DEFINITION 1. The number Xy is called® a Hopf bifurcation point at
infinity (shortly, a Hopf bifurcation point) for equation (1) with the frequency
wy if for every € > 0 there is a parameter value \. € (A\g — €, Ao + €) such
that equation (1) with X = A. has a periodic solution z.(t) of a period T
satisfying |T. — 27 Jwo| < & with the amplitude max |z (t)| > .

In other words, \g is a Hopf bifurcation point with the frequency wy if
for arbitrarily close to Ay values of the parameter A equation (1) has peri-
odic solutions of arbitrarily large amplitudes with periods arbitrarily close
to 27 /wy.

The following result is formulated in [3]. Suppose the polynomial L(p, \)
has a pair of simple conjugate roots o () & w(\)i depending continuously on
A, where o(\g) = 0 and the function o(\) takes values of both sign in every
neighborhood of the point Ag. Suppose L(kw(\g)i, Ag) # 0 for &k =10,2,3,...
Then )\ is a Hopf bifurcation point for equation (1) with the frequency w(Ao).

These sufficient conditions for bifurcation point existence use only the
information on the linear part of (1). The result holds for equation (1)
with any continuous bounded nonlinearity, moreover, it holds for unbounded
sublinear® nonlinearities. So the nonlinear part of the equation is of no
importance under the assumptions above.

In this paper we study equations of the form (1), where the linear part is
independent of a parameter and is degenerate, i.e., L(p, \) = L(p), M (p, \) =
M (p) and where the polynomial L(p) has a pair of pure imaginary roots £wqi.
For such equations, the asymptotic behavior of nonlinear terms at infinity is
a criterion for A\g to be a Hopf bifurcation point.

The paper is organized as follows. Theorem 1 of Section 2 gives sufficient
conditions for existence of a Hopf bifurcation point for equations with the
delayed term. These conditions are formulated in a simpler form for equations
without delays in Theorem 2.

In Section 3 equations with the stop hysteresis nonlinearity ([5]) are
studied. The stop is used for simplicity, similar results are valid for equations

2 See [3].
3 The nonlinearity F(z,\) : E x A — Ej is sublinear if ||F(x,\)||g, = o(|z|r) as
[z]lE — oo
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with scalar hysteresis nonlinearities of various types: the Prandtl-Ishlinskii
nonlinearities, the Preisach nonlinearities etc.

In Section 4 we give some remarks on the results obtained. The proofs
(Section 5) are based on a new method to reduce the original degenerate
problem to a topologically nondegenerate one. The method can also be used
to study some classical bifurcation problems with nondegenerate linear part
depending on a parameter, in particular to prove the result from [3] above.

2. Equations with delay. Consider the differential equation

&) L(5) 2= (5) . + gtate ~ 1))

with the real coprime polynomials L(p), M (p) of degrees ¢ > m. The func-
tions f(z,\) : R x ?» — R and g(x,\) : R x # — R are continuous with
respect to the set of their arguments and uniformly bounded.

Let L(£wgi) = 0. Define

def .. Sm[L(wi)M(—wi)]

(3) B L (wi) M(—wi)]

o) d:efarctg 0.

The limit in (3) (finite or infinite) always exists. To be definite, we put
a = m/2 if it is infinite (for example, v = 7/2 if the denominator in (3) is
the identical zero).

Denote by f,4q and g,qq the odd components

fodd(% )‘) = (f<x>>‘) - f(_x7)‘))/27 godd('qjv)‘) = (9(33’ >‘> - g(_xa )‘))/2

of the functions f and g. Set

2 /2
W, N) :/ sint f(&sint, \) dt = 4/ sint foqq(&sint, \) dt,
(4) 027r OTr/2
INCIPY —/ sint g(€sint, \) dt = 4/ sint goqq(€ sint, \) dt
0 0

and
O(&, a,\) =sinaW (&, ) + sin(a + woh)[(E, N).

Functions (4) are rather usual for the control theory as describing functions
(see, e.g., [7]).
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THEOREM 1. Let the following assumptions hold:

1. The number wy is a root of odd multiplicity K for the polynomial L(wi).

2. The relation L(kwgyi) # 0 holds for every k =0,2,3,4, ...

3. In every neighborhood of the point A\g there are points Ay and Ay such
that

(5) limsup (&, a, A1) < 0, lim inf ®(&, o, Ag) > 0,

£——+oo §—+o0

where a is given by (3).
Then A\gis a Hopf bifurcation point for equation (2) with the frequency wy.

Consider the application of Theorem 1 to the problem without the de-
layed term. Let equation (2) have the form

(6) 3 (%) v = M (%) Fa ).

THEOREM 2. Let the following conditions hold:

1. The number wy is a root for both polynomials Sm|L(wi)M (—wi)] and
L(wi) of the same odd multiplicity K.

2. The relation L(kwgyi) # 0 holds for every k =0,2,3,4, ...

3. For every \ there exists the limit

def ..
(7) $)'= Jim B(EN).
4. Equation () = 0 has a solution Ny such that the function 1¥(\) takes
the values of both sign in every neighborhood of the point \g.
Then Agis a Hopf bifurcation point for equation (6) with the frequency wy.

Under assumption 1 of Theorem 2 the polynomial Sm|[L(wi)M (—wi)] is
nonzero, so at least one of the polynomials L(p) and M (p) is not even. Under
this assumption the limit in (3) is distinct from zero, hence o # 0. Since
O(&, o, \) =sina ¥ (£, N), conditions 3 and 4 of Theorem 2 imply condition 3
of Theorem 1 and Theorem 2 follows from Theorem 1.

If Sm[L(wi)M (—wi)] = 0, then o = 0 and hence ®(§, a, \) = 0. There-
fore condition 3 of Theorem 1 is not satisfied for equation (6). In fact, it is
an exceptional case. One can show that the identity Sm[L(wi)M (—wi)] =0
holds iff both polynomials L(p) and M (p) are even. Furthermore, if L(p) =
L(—p), M(p) = M(—p), where the polynomial L(p) satisfies conditions 1
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and 2 of Theorem 1, then equation

(2)e-s (@)

with any bounded continuous function f(z) has the continuum of periodic
cycles x(t; €), € > & such that ||z(¢;€)||c — oo and T'(§) — 27 /wy as & — oo,
where T'(€) is the period of the cycle z(¢; ) and £ is a parameter. Therefore
the identity Sm[L(wi)M (—wi)] = 0 implies that all the values A € A are
Hopf bifurcation points for equation (6) with the frequency wy.

A simple example of equation (6) that can be studied with Theorem 2
isa” + 2"+ 2 +x = f(x,\).

Sufficient conditions for existence of limit (7) are discussed in Section 4.

3. System with hysteresis. Here we consider the equation

(8) 3 (%) v = M <%> (a(NU (o) + f(, V)

with a continuous bounded function f(z,A) : R x #» — R and a continuous
function a(A). By U(uo) we denote the stop nonlinearity with the initial state
to € [—1,1]. The definition of the stop is given shortly below; for more details
and for the general mathematical theory of hysteresis operators, see [5].

For a given initial state uq and for every continuous input z(t), t > to the
operator u(t) = U(po)x(t) determines the state of the stop at each moment
t > to. The continuous function u(t), t > to with the values in [—1,1] is at
the same time the output of the stop. For monotone continuous inputs,

min{ 1, po+ x(t) — z(tg)} if z(t) increases,
max{—1, po+ x(t) — x(to)} if x(t) decreases.

Ulpo)x(t) = {

For each piecewise monotone continuous input the output is calculated
with the help of the semigroup identity U (U (u(to))x(t1))z(t) = U(u(to))z(t),
t > t; > tg. To define the outputs for any continuous inputs, the operator
U(p) is extended by continuity in the space C|to, t1] of continuous functions
from the dense set of piecewise monotone inputs z(t) to the whole space.
The correctness of this procedure is proved in [5].

Figure 1 shows the trajectories of the point {x(t), U(u)x(t)} in the plane
{z,Ux}. The point is always in the closed band |[Uz| < 1, which is the join of
the two boundary horizontal lines Uz = +1 and continual number of slanting
lines Ux = x — 0 with 2 € (0 — 1,0 + 1) (where 6§ € R is a parameter). If
the initial state p is not £1 the point {z(t), U(p)z(t)} goes along a slanting
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Fig. 1. Stop nonlinearity

line: upwards right if z(¢) increases and downwards left if 2(¢) decreases. As
the point reaches the horizontal line, it switches to it and goes to the right
along the line Uz = 1 if 2(¢) increases and to the left along the line Uz = —1
if 2(t) decreases. The point switches again to a slanting line as soon as the
input z(t) switches from increasing to decreasing or conversely.

The stop U(up)z is a continuous operator from [—1,1] x Cltg,t1] to
C'to, t1]. Moreover, this operator is Lipschitz continuous in both arguments
to, x(t) and monotone in the natural sense.

In the following, the initial state pg of the stop is not fixed. A solution
x(t) of equation (8) is periodic if both the function z(¢) and the variable
state pu(t) = U(po)x(t) of the stop are periodic with the same period.

Define the number a and the function W(&, \) by formulas (3) and (4).

THEOREM 3. Let assumptions 1 and 2 of Theorem 1 hold and limit (7)
exist for each A. Suppose the equation

0=1¢(N)sina — 4a(N) cosad:ef¢()\)

has a solution Ao such that the function ¢(\) takes the values of both sign in
every neighborhood of the point A\g. Then X\g is a Hopf bifurcation point for
equation (8) with the frequency wy.



Hopf bifurcations at infinity 7

4. Remarks.

4.1. Equations with variable linear part. Consider the equation

L (Go0) o= (53] Gl ) + gtate = ). )

where the polynomial L(p, A\) has the same imaginary roots fwgi of the
same odd multiplicity K for all parameter values and L(kwgi, \) # 0 for
every k = 0,2,3... and every A. If the nonlinearity satisfies the conditions
of Theorem 1, then the conclusion of the theorem holds for this equation.
The same is true for Theorem 2 applied to the equation

(L) 2t () st

These facts follow from the proof of Theorem 1 (see Section 5) without any
additional argument.
Values (3) may depend on A in this case.

4.2. Computation of limit (7). For applications of Theorems 2 and 3
it is important to know if limit (7) exists for a given function f(z, A). Con-
sider some sufficient conditions for the limit existence for nonlinearities with-
out parameters (for nonlinearities depending on the parameter we suppose
these conditions for every parameter value).

Let f(x) = fi(z) + fa(z) + f3(x), where the function fi(x) satisfies the
Landesman-Lazer conditions, i.e., the finite limits

CCl—1>r-iI-100 fl (x) - f+, xl—l>gloo fl (.T) - f_
exist; the function fy(x) is even; the primitive of the function f3(x) is sub-
linear:

9) lim 2~ /01’ fs(u)du = 0.

Tr—00

Then limit (7) exists and

2
Elim sint f(Esint)dt =2(fT — f7).
—Jo
For example, equality (9) holds for all periodic and almost periodic func-
tions f3(z) with zero average value, for the functions sinz?, sin \/m , for
every function f3(x) vanishing at infinity etc. The sum of the functions
satisfying (9) also satisfies (9). Equality (9) is not valid for the function
sinln(1 + |z|).
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4.3. More general result. Natural analogs of Theorems 1 — 3 hold
for equations with several delays, for example

3 (%) v = M (%) kéfk(x(t — i), \),

and for equations containing both delayed and hysteresis terms.
Consider the more complicated than (2) equation

(10) L <%> z=M (%) Fla(t),a(t — h), \)

with a bounded continuous function f(z,y,A): Rx R x ? — R. Set

def [T
(11) Do(&, o, w, \) = —/ cos(t + ) f(Esint, Esin(t — wh), \) dt,
0

where « is given by (3).
We say that the function f(x,y, \) satisfies the proper Lipschitz condi-
tion in x if

‘f(xbya >‘) - f(x27y7)\)| < C(‘l‘1| + ‘xQ, + ’y|)’$1 - .’172‘, A€EA

with ((r) — 0 as r — oo. Similarly, f(x,y, \) satisfies the proper Lipschitz
condition in y if

|f<I,y17)\) - f(‘r7y27)‘)| < <<|I| + |y1| + |y2|)|y1 - y2|7 AEA

with ((r) vanishing at infinity. The following result can be proved by the
slightly modified method of the proof of Theorem 1.
THEOREM 4. Let assumptions 1 and 2 of Theorem 1 hold. Let

f(xayv )‘) = fl(xaya )‘) + f2<x?y7 )‘)7

where the function fi satisfies the proper Lipschitz condition in x and the
function fo satisfies the proper Lipschitz condition in y. Suppose in every
neighborhood of the point Ay there are points A\ and Ay such that for each
R > 0 the relations
lim sup sup Do(&, a,w, \) <0,
§=00  w—wo|<RETV/K
lim inf inf Do(&, a,w, Ay) >0
§—00  Jw—wo|<RE-HE
hold, where ®q is function (11) and K is the multiplicity of the root wqy of
the polynomial L(wi). Then X\ is a Hopf bifurcation point for equation (10)
with the frequency wy.
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5. Proofs.

5.1. Change of variables. We look for periodic solutions of equa-
tions (2) and (8) of the periods 27 /w with unknown w close to wy. Let us
change the time scaling and replace equations (2) and (8) with the equations

02 1o =1 () UGl + glalt — um), V)

and
13 L @%) v M (w%) (T (uo)a(t) + F(x(t), V).

Evidently, xz(wt) is a 27 /w-periodic solution of equation (2) (respectively,
(8)) iff x(¢) is a 2w-periodic solution of equation (12) (respectively, (13)).

By assumption, the polynomial L(wp) of the variable p has the roots
+i for w = wy; furthermore, the relations M (+wi) # 0 and L(+kwi) # 0,
k=0,2,3,... hold for w = wy, so they hold also for every w from a small
neighborhood € of the point wy.

We show that each of equations (12) and (13) has 2m-periodic solutions
of the form

(14) w(t) = Esint + 2(t),

where z(t) is orthogonal in L? = L?(0,27) to the functions sint and cost.
More precisely, for every sufficiently large positive £ there are the numbers
w and A and the function z(t) such that (14) is a solution of the equation
considered. Since ¢ is arbitrarily large, so is the amplitude of (14).

Let us stress the following.

First, the shift of time generates the continuum {x(t + ¢), ¢ € R} of
periodic solutions for every given nonconstant periodic solution z(¢) of any
autonomous equation. That is, together with solution (14) equations (12)
and (13) have solutions of the form Esin(t + ¢) + z(t + ¢) with any ¢.
By fixing the phase ¢, we choose a unique solution from the continuum
z(t + ¢) (namely, it is the solution orthogonal to cost with the positive
Fourier coefficient £ by sint).

Secondly, the original problem depends on the parameter \. Unknown
solutions of the problem are functions x(t) = & sinwt + ncoswt + z(wt) of
unknown period 27 /w with unknown Fourier coefficients £,  and unknown
component z(-). Thus, originally we have a problem with the parameter A
and the four unknowns &, n, w, z(+); each solution of the problem is included
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in the continuum of solutions with shifted time. Now the Fourier coefficient
¢ is considered as a parameter, the phase ¢ is fixed (that is, we put n = 0),
and the unknowns are w, A, z(¢). This choice of a parameter and unknowns
leads to a problem that can be studied without much difficulty by standard
topological methods.

5.2. Topological lemma. For the sequel, we need the following lemma
on solution existence for a system of two scalar equations and an equation
in the Banach space FE.

LEMMA 1. Consider the system

(15) Bi(w,\,2) =0, Ba(w,\,z)=0, z= Bs(w,A\z2)

with z € E and scalar w € Q, X\ € A, where the operators By, By : QOXAXE —
R are continuous and the operator By : Q. x A X E — FE is completely
continuous with respect to the set of their arguments. Suppose the operator
Bs maps its domain into a bounded set Z C E. Suppose there are segments
[wy, we] C Q, [A1,A2] C A such that By(wy, A, 2) - By(ws, A, 2) < 0 for every
A€ A, N, 2 € Z and Bay(w, Ay, 2) - Ba(w, Ag, z) < 0 for every w € [wq,ws],
z € Z. Then system (15) has a solution w € [wy, wa], A € [A1, Xa], z € Z.

The proof of Lemma 1 is based on the product formula for vector field
rotations (see [4], [6]). Under the assumptions of Lemma 1 the rotation v; of
the infinite-dimensional vector field z — Bs(w, A, z) with fixed w, X\ on every
sphere {||z||g = p} of a sufficiently large radius p equals 1. The rotation o
of the two-dimensional vector field { By (w, A, z), Ba(w, A, z)} with fixed z on
the boundary of the rectangular 7' = {w € (wy, w2), A € (A1, Ag)} is either 1
or —1. The rotation 7, of the vector field

{By(w, \, 2), Bo(w, A\, 2), z — Bs(w, \, 2)}

on the boundary of the domain 7' x {||z|[g < p} in the space R x R x E
equals y172, i.e., |70 = 1. Hence there exists a solution of system (15) in the
this domain.

Now we replace equations (12) and (13) with 27-periodic boundary con-
ditions with systems of form (15). For both equations (12) and (13) sys-
tem (15) can be constructed in a common way, consider equation (12). We
multiply the equation by sin ¢ and integrate over the segment [0, 27] to obtain
the first of equalities (15). Multiplying the equation by cost and integrat-
ing over the segment [0, 27], we obtain the second scalar equality of (15)
(the details are in the next subsections). The equation in a Banach space is
constructed as follows.
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Denote by E C C the space of functions z(t) : [0,27] — R, satisfying

2(0) = z(2m), /O%sint z(t) dt = /O%cost z(t) dt =0

and set ||z||p = ||z]|c. Consider the linear operator A(w) that maps each
function u(t) € E to a unique 27r-periodic solution z(t) = A(w)u(t) € E of
the equation

" 2 (w2) ot - 1 ()t

The operator A(w) existence follows from assumption 2 of Theorem 1. The
operator A(w) maps E to E N C!. Tt is a completely continuous operator in
the space £ and a bounded operator from E to C''. Moreover, the norms of
the operators A(w) are uniformly bounded for all w € Q and the operator
A(w)u : Q x E — FE is completely continuous with respect to the set of its
arguments w, u.

Denote by Cy C C' the space of functions u(t) : [0,27] — R, satisfying
u(0) = u(27) with the norm ||ullc, = ||u|lc. Set

™

Pu(t) %L /O " cos(t — s) u(s) ds.

The operators P and I — P project the space Cy on the plane IT = {{sint +
ncost} and on the subspace F of the space Cj respectively. Let us extend the
operator A(w) to the whole space Cy by the formula A(w)u = A(w)(I — P)u.
Each of the projectors P and I — P commutes with the extended operator
A(w).

Now the last equation of system (15) can be written as
2= A(w)[f(Esint + 2(£), A) + g(Esin tun + 2(twn), A)J;

here and henceforth t, =t —o fort > o andt, =t — o+ 27 for t < 0. By
construction, A(w)[f(sint+z(t), \)+g(&sintyn+2(twn), A)] is a completely
continuous operator from €2 x A x E to F for every fixed &.

The system constructed can be easily transformed to the system satis-
fying the conditions of Lemma 1. The main point of the proof of Theorem
1 is to determine the segments [wy, wsy| and [Ay, Ag] for every large . In the
proof of Theorem 3 we also determine the initial stop state po such that
w(t) = U(up)z(t) is a 2m-periodic function for the 27-periodic solution x(t)
of (13).
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5.3. Auxiliary lemmas. Let e(t) be a Lipschitz continuous function.
LEMMA 2. For every ¢ > 0 the equality

(17) lim sup

§7%0 zeC1, |l2ll g1 <o, AeA

/o We(t) (f(z(t),\) — f(£sint, /\))dt‘ -0

holds, where x(t) = £sint + z(t).
LEMMA 3. For every ¢ > 0 the equality

(18) lim sup

§7%0 2eC1, |2 o1 <e, po€l-1,1]

/0 ’ e(t) (U(Mo)ﬂc(t) — sign(cos t))dt' -0

holds, where x(t) = sint + z(t).
Below we use Lemmas 2 and 3 with e(¢) = sint and e(t) = cost.
Lemma 3 is proved in [1]. Let us prove Lemma 2.
Take an arbitrary € > 0. We need to show that the supremum in (17) is
smaller than ¢ for all sufficiently large &, i.e.,

(19) /Oﬂe(t) (F(t),\) — f(Esint, \) dt| <

for every A € A and z € C', ||z]|;n < ¢. For this purpose, consider the
partition UI; of the segment [0,27], where I} = [0,7/2 — 6|, [, = [7/2 —
6,m/24 0], Iz = [7/2 4 6,37/2 — 0], Iy = [37/2 — 0,37/2 + 4], and [5 =
[37/2 + 0,27] with a small 6 > 0. The join I U I, contains the set {t €
[0,27] : cost =0}. Choose § > 0 so that

(20) 2sup | f(z, \)] le(t)| dt < e/2
LUl

and fix this ¢ up to the end of the proof. From

inf |cost| =sind >0
tel Ul3UI5

it follows that

inf t+2'(t)] > 1/2 &sind
oo nf |€cost + 2/(t)] > 1/2 Esin
whenever ¢ is sufficiently large, hence the functions {sint and {sint + (%)
are strictly monotone in some neighborhood I; of the segment I;, 1 = 1,3, 5.
Therefore the formula € sin 7 = sint+z(t), 7 € I; defines a strictly monotone
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function 7 = 7(&,t) of the argument ¢ € I; for every large £. Let t = (&, 7)
be the inverse function. Consider the integrals

g = / e(t) f(Esint + (1), ) dt,  i—1,3.5.
I;
Changing the variable, we obtain
7(&:bs)

7= / (€, 7)) f(EsinT, \)£.(6,7) dr,
7(&,a4)

where a;, b; are the ends of the segment I;. By construction, ¢(¢,7) — 7 and
t(&,7) — 1 as £ — oo uniformly in 7. So, the Lipschitz continuity of e(-)
implies e(t(&, 7)) — e(7). Also,

(&, a;) — a;, T(E,b;) — b

Hence,
b;
Ji—/ e(r)f(&sinT, \)dr — 0, i=1,3,5.

Together with (20) this proves (19). |

5.4. Scalar equations. Let us multiply equation (16) by sint (resp.,
cost) and integrate over [0, 27]. The following lemma writes explicitly the re-
sulting scalar equalities, which allows to write explicitly the scalar equations
of system (15).

LEMMA 4. Suppose the functions z(t) = Esint + 2(t), z € E, and
u(t) € Cy satisfy (16). Then

(21) 7%

L(’LUZ) 27 . 2

= tu(t)dt S = tu(t)dt.
M(wz)£ /o sin t u(t) dt, T\SmM(wi)g /0 cos t u(t)
Proof. 1t follows from (16) that

2 (w) i) 31 () Pt

Equivalently,
7 Re[L(wi)|€ sint 4+ m Sm[L(wi)|€ cost =

(Re[M (wi)] cos t — Sm[M (wi)] sin t)/o 7rcos su(s)ds +

(Re[ M (wi)] sint 4+ Sm[M (wi)] cos t)/ozﬂsins u(s)ds,
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that is
2 2
7 Re[L(wi)|§ = — Sm[M (wi)] / cos s u(s) ds+Re[M (wi)] / sin s u(s) ds,
0 0
2 2T
7 Sm[L(wi)]€ = ?Re[M(wz)]/ cos s u(s) ds—+Sm[M (wi)] / sin s u(s) ds.
0 0

Multiplying the first of these equalities by Re[M (wi)], the second one by
Sm[M (wi)] and summing, we obtain the first of equations (21). Summing
the first of the equalities multiplied by — Sm[M (wi)] with the second one
multiplied by Re[M (wi)], we obtain the second of equations (21). |

5.5. Proof of Theorem 1. Consider the system

Liwi) 62/ “sint [f (Esint+2(t), A)+g(& sintun+2z(tun), A)] dt,
Z) 0

(22)

= 27rcos.t [f(Esint+2(t), N)+g(Esinty,n+2(twn), N)] dt,
0

z=A(w)[f(Esint + z(t), N) + g(€sintyn + 2(twn), A)].

It follows from the definition of the operator A(w) and from Lemma 4 that
the function x(t) = £ sinwt+z(wt) is a 2w /w-periodic solution of equation (2)
whenever the triple {w, \, z} € Qx A x FE is a solution of system (22) for some
¢ > 0. Therefore to prove Theorem 1 it is sufficient to show that system (22)
has a solution {w, A, z} with w and X arbitrarily close to wy and Ag for every
sufficiently large £. Let us transform (22) to the equivalent system satisfying
the conditions of Lemma 1.
Rewrite the first two equations of (22) as

(23) W%ﬁ[ |(M oD |2wZ £ = / [sintf(z(t),\) + sin(t+wh)g(x(t), \)] dt

and

S| L(wi) M (—wi)]
| M (wi)[?

where z(t) = {sint + z(t). Consider separately the following two situations:

first, limit (3) is either infinite or zero; second, limit (3) is a finite number

5#0.

Suppose 3 = 0 (the case = oo is similar and we do not consider it
here). Then a = 0 and

(24) = £ = /ﬂcostf (x(t), \)+cos(t+wh)g(x(t), N)] dt,

(25) d(£,0,\) = sin(woh) /27T sint g(€sint, \) dt.
0
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It follows from
Sm[L(wi) M (—wi)]

'wh—>nul)0 §Re[ ( )M(—wz)] =0
that
(26) Sm[L(wi) M (—wi)] = (w — we) N Q1 (w),

Rel L(wi) M (—wi)] = (w — wp)"*  Qa(w),

where Qa(wg) # 0 and either @Q1(wg) # 0 or Q1 (w) is the identical zero; N
is a positive integer; K is the multiplicity of the root wgi of the polynomial
L(p). Now equations (23), (24) can be written as

Tl — W 5 2(w) 27781“ r(x +Sl|l +w at=
T LW —w N€ 1< ) 27rCOS “+cos(t+w d =
(28) ( O) |M(@UZ)|2 0/[ tf( ( ) ) (t h) ( ( )7)\)] t=0.

Let us express the term (w — wg)™ from equation (27) and substitute in (28)
to obtain

N @1 (w)
Q2(w)

/027r(costf( (), A) + cos(t +wh)g(z(t), )\))dtzo.

(29) (w — wy)

/OZW(smtf( (£), A) + sin(t + wh)g(z(t), )\)) dt—

We use (27) and (29) as the scalar equations of system (15). The equation
in a Banach space is the last equation of (22).

Since sup | f(z, \)| + sup|g(z, A\)| < oo and the norms of the operators
A(w) : Cy — C' are uniformly bounded, it follows that the nonlinear opera-
tor

A(w)[f(Esint + 2(t), N) + g(Esintyn + 2(twn), A)]

maps its domain Q x A x E onto a bounded subset Z of C*, so Z is also
bounded in E. Thus, the last equation of (22) satisfies the conditions of
Lemma 1. The conditions concerning the scalar equations should be verified
for z € Z. We take z from the fixed ball {||z||c1 < ¢} containing Z.

Set

def

(30) wy = w1 (&) d:efwo — RYK¢UK, wy = wy(&) = wy + RVEEVE,
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where

(2
= asup LU sup 2, )]+ sup o V)
Since the number K is odd, the sign of the left-hand side of equation (27) is
(—1)7 sign Q2(wp) for w = w; whenever ¢ is sufficiently large and A € A.
Take any pair of parameter values satisfying the condition 3 of Theorem 1
as the numbers A\;, Ay used in Lemma 1. It follows from Lemma 2 that all the
terms in (29) except (25) vanish as & — oo and w — wy, hence sign ®(&, 0, \)
is the sign of the left-hand side of equation (29). By condition 3, the left-
hand side of (29) is negative for A = A; and positive for A = Ay whenever
w € [wi(&),ws(§)] with large enough &, which completes the proof for 3 = 0.
Now suppose 3 # 0. This case is similar to the case above. The only
difference is that N = 0 and Q;(wo) # 0 for both j = 1,2 in formulas (26).
Therefore equality (29) can be written in the form

Q1(w)
Qa(w)

/0 7r[cos(t + ) f(z(t), X) + cos(t + wh + ) g(x(t), \)] dt =0,

— ﬁ] /0 ﬂ[sint f(x(t), N) + sin(t + wh) g(x(t), \)] dt—

COos « |:

and the sign of the left-hand side coincides with sign (£, a,, A). The further
arguments are exactly like above. |

5.6. Proof of Theorem 3. The proof follows the line of the proof of
Theorem 1. The analog of system (22) for equation (8) is

7 Re ]\I;[((Z?)f = [sint(@(A\)U (po)[€ sint+z(¢)]+ f (€ sint+2(t), N))dt,
(31) L(wi) r
7 m M(wi)g = [cos t(a(N)U (po)[€ sint+2(t)]+ f(Esint+2(t), X)) dt,

z = A(w)(a(N)U(po)[€sint + z(¢)] + f(Esint + z(t), N)).

The same transformation as used in the proof of Theorem 1 brings system
(31) to the form where the term (w — wg)®¢ is principal for the first scalar
equation, and the principal term of the second scalar equation is

- /0 7Tcos.(t + a) (a(N)U (o) [Esint + ()] + f(Esint + 2(t), N)) dt.
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By Lemmas 2 and 3, this expression goes to ¢(A) = 1(\) sin a—4a(A) cos « as

¢ — 00. Thus, by Lemma 1 system (31) has a solution {w (o), A(o), 2(¢; o) }

for each initial stop state py € [—1,1] whenever £ > 0 is sufficiently large.
It remains to determine a value p such that the function pu(t; ) =

U(po)(Esint + z(t; po)) is 2m-periodic, i.e., u(2m; o) = po; then z(t; py) =

Esint + z(t; o) is a 2m-periodic solution of equation (13) for A = A(uo),

w = w(pp) and hence z(wt; ) is a 27 /w-periodic solution of equation (8).
It follows from the semigroup property of the operator U(u) that

pu(ts po) = U(u(7m /45 po))x(t; po), &= Tm /4
Since z(t; o) € Z, where the set Z is bounded in C*, the relations
2 (t; o) = Ecost + 2'(t; o) > 0, Tr/4 <t <2m po€[—1,1],
and
(32) x(2m; o) — x(Tm /4 po) > 2, po € [—1,1],

hold for any large £. That is, the input z(¢; 1) increases on the segment
7n/2 <t < 2w, hence

w(t; o) = min{ 1, w(77/2; po) + x(t; po) — x(77/2; o) }, /2 <t<2rm

and (32) implies that p(2m;p9) = 1 for every ug € [—1,1]. Therefore
x(wt; o) is a 2w /w-solution of equation (8) iff py = 1. |
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