
Comparative Genomic Reconstruction of Transcriptional Regulatory Networks
in Bacteria

Dmitry A. Rodionov*

Burnham Institute for Medical Research, La Jolla, California 92037, and A.A. Kharkevich Institute for Information Transmission Problems,
Russian Academy of Sciences, Bolshoi Karetny per. 19, Moscow 127994, Russia

Received April 11, 2007

Contents
1. Introduction 1
2. Computational Methods for Identification of

Regulatory Motifs
3

2.1. Structure, Function, and Representation of
Transcription Factor Binding Sites

3

2.1.1. Position of TFBSs in Promoter Regions 3
2.1.2. Structure of TFBSs 3
2.1.3. TFBS Consensus and Logo Sequences 3
2.1.4. Positional Weight Matrices 4
2.1.5. Search for TFBSs in Microbial Genomes 5

2.2. Repertoire of Transcription Factors in
Prokaryotic Genomes

5

2.2.1. Distribution of TFs in Microbial Genomes 5
2.2.2. Families of TFs 5
2.2.3. Domain Architecture of TFs 7
2.2.4. Global and Local TFs 8
2.2.5. Alternative Sigma Factors 8

2.3. Databases of Microbial TFs and TFBSs 8
2.4. Computational Tools for Discovery of TFBSs

in the Genomes
9

2.5. Comparative Genomic Approaches for
Identification and Verification of TFBSs

10

2.5.1. Consistency Check Approach 10
2.5.2. Phylogenetic Footprinting Approach 10
2.5.3. Genome-Wide Application of Comparative

Approaches
11

2.6. Interconnection of Transcription Factors and
Their DNA Motifs

12

2.7. Analysis of RNA Regulatory Elements 12
3. Reconstruction and Comparison of Regulatory

Networks That Control Central Metabolism in
Bacteria

13

3.1. Combining Experimental and Genomic Data
to Predict TFBS Motifs

13

3.2. Comparative Genomic Reconstruction of
Regulatory and Metabolic Networks

14

3.2.1. N-Acetylglucosamine and Chitin Utilization 15
3.2.2. Sugar Acids Utilization 18
3.2.3. Biotin Metabolism 18
3.2.4. Nitrogen Metabolism 19
3.2.5. NAD Metabolism 20

3.3. Analysis of Regulons to Support Metabolic
Reconstruction and Functional Predictions

20

3.3.1. L-Rhamnose Utilization 20
3.3.2. Other Catabolic Pathways 21
3.3.3. Biosynthesis of Coenzyme B12 21
3.3.4. New Mechanisms for Alternative Cofactor

Adaptation
23

3.3.5. Prediction of Transporter Specificities 24
4. Patterns and Mechanisms in Evolution of

Transcriptional Regulatory Networks
24

4.1. Methionine Metabolism 24
4.2. Aromatic Amino Acid Metabolism 26
4.3. Fructose Regulon in γ-Proteobacteria 26
4.4. Iron and Manganese Regulatory Networks 26

5. Directions for Future Studies 27
6. Abbreviations 27
7. Acknowledgments 28
8. Supporting Information 28
9. References 28

1. Introduction

Microorganisms in most ecological niches are constantly
exposed to variations of many environmental factors, includ-
ing temperature; oxygen, nutrient, and water availability;
presence of toxic compounds; and interaction with other
organisms. Changing gene-expression patterns is a major
adaptive response to these variations. Expression of genes
in bacteria is controlled by a variety of mechanisms based
on the level of transcription or translation. In most cases,
the switch in gene expression is mediated by the specific
regulatory proteins that receive an appropriate intra- or
extracellular signal and trigger the specific transcriptional
response.1

The key components of transcriptional regulatory machin-
ery in prokaryotes are transcription factors (TFs) and
transcription factor-binding sites (TFBSs), sigma factors and
promoters, antiterminator proteins, andcis- andtrans-acting
regulatory RNAs. TFs are proteins that recognize specific
cis-regulatory DNA sequences (TFBSs) to either stimulate
or repress transcription of genes.2 Sigma factors are prokary-
otic transcription initiation factors that must be a part of RNA
polymerase holoenzyme for specific binding to promoter sites
encoded in the 5′-untranslated regions (UTRs) of genes.3

Antiterminator protein factors bind to specific secondary
structures in the leader region of mRNA to restart transcrip-
tion of a gene.4 Cellular signals that can modulate TFs
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include binding of a small molecule (effector), interaction
with other proteins (e.g., phosphorylation), changing redox
state, temperature, and other conditions.5 Finally, various
regulatory RNA structures includingcis-acting metabolite-
sensing riboswitches, T-boxes, and attenuators6,7 andtrans-
acting small RNAs8 control gene expression without in-
volvement of specific proteins.

The operon is a set of adjacent genes that are transcribed
as a single polycistronic mRNA. This organization of genes
in operons achieves for bacteria a simple solution to the
problem of coregulating genes that participate in the same
metabolic process. However, the operon strategy has some
limitations, e.g., the inability to combine both an independent
regulation and a coordinated control. Regulon organization
presents a level of control above the operons and permits
coordinated control of operons that each have their own
unique control. The regulon is a group of operons controlled
by a common TF or regulatory RNA. The regulon usually
includes genes that are implicated in a common cellular
subsystem or a pathway. For example, in most species the
regulons for arginine and thiamin biosynthesis genes are
controlled by the ArgR repressor and theTHI riboswitch,
respectively.9,10 However, most responses of bacterial cells
to even a simple environmental stimulus are complex. Thus,
the operational term stimulon was defined to refer to an

ensemble of genes (often involving multiple regulons and
independent operons) that respond to a common environ-
mental stimulus, although they may not share a common
mechanism of regulation. For example, the heat-shock and
phosphate-starvation stimulons include hundreds of genes
in Escherichia coli, while only some of them are known
members of theσ32 and PhoB regulons, respectively.11

Finally, the term modulon was introduced to define a set of
genes that are either directly or indirectly controlled by a
certain regulatory system.

Fine-tuned environmental responses require efficient,
flexible, and robust transcriptional regulatory networks
(TRNs) that contain both internal checkpoints and feedback
mechanisms to orchestrate the level of gene expression. To
define a particular TRN, we need to specify which TFs bind
to the promoter regions of which genes and what is the
integrated effect of all these TFs on the expression of all
these genes.12 Reconstruction of TRNs helps us to better
understand the metabolism and functions of prokaryotic
organisms.13 An accumulated amount of information about
gene regulation networks was used to define the basic
building blocks of complex TRNs, termed network motifs,
and to undestand their design principles.14

Traditional experimental methods for analysis of tran-
scriptional gene regulation (such as gene cloning, knockout,
reporter fusion, andin Vitro transcription) and characteriza-
tion of TFBSs (electrophoretic mobility shifts and nuclease
protection assays) have been very powerful. However, they
have certain limitations in terms of both productivity (the
scale) and feasibility (e.g., for nonmodel organisms). De-
velopment of high-throughput transcriptome and proteome
approaches allows thousands of genes and hundreds of
proteins to be studied in a single experiment. DNA micro-
array technology has revealed the role of many regulatory
factors in global regulatory networks inEscherichia coli,
Bacillus subtilis, and other model bacteria.15 However, in
many cases, the complexity of the interactions between
regulons makes it difficult to distinguish between direct and
indirect effects on transcription. Another high-throughput
experimental approach, the ChIP-on-chip technique (see
section 3.1), is increasingly used for investigation of the
genome-wide DNA binding of global TFs in bacteria.16-20

The wide-ranging proteomic approach was used to assess
phosphate-starvation response inVibrio cholerae, the iron
regulatory network inRhizobium leguminosarum, and the
bacteroid proteins network inBradyrhizobium japonicum.21-23

Finally, recent advances in tandem mass spectrometry and
development of the powerful computational algorithms
enablede noVo shotgun sequencing of protein mixtures, thus
provinding another promising approach for high-throughput
protein expression analysis.24-25

A constantly growing number of complete prokaryotic
genomes allows computational biologists to extensively use
comparative genomic approaches to predictcis-acting regula-
tory elements (TFBSs and RNA elements) and to reconstruct
TRNs in bacteria.12,13,26-29 The major directions of this
analysis involve analysis and description of previously known
regulons in uncharacterized organisms andab initio predic-
tion of novel regulons. Finally, the comparative analysis of
regulons combined with other techniques of genome context
analysis (see section 3.3) helps to significantly improve the
quality and accuracy of functional gene annotations and
predict novel genes in a variety of pathways.
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The focus of this review is on novel approaches to the
analysis of bacterial regulons, including the methods of
identification of TFBSs and RNA regulatory elements based
on comparative genomics (section 2). It provides a summary
of several major studies on the computational reconstruction
of certain TRNs in bacteria and an overview of Web-
accessible databases of microbial TFs and their TFBSs
(section 3). Finally, I discuss the likely evolutionary scenarios
for bacterial regulons and the balance of conservation and
flexibility in the composition of TRNs among species
(section 4).

2. Computational Methods for Identification of
Regulatory Motifs

2.1. Structure, Function, and Representation of
Transcription Factor Binding Sites

2.1.1. Position of TFBSs in Promoter Regions
TFs regulate gene expression via specific binding to DNA

sequences (or operators) located in promoter regions. The
DNA-binding affinity and activity of TFs could be modulated
by various signals including interaction with small ligands
or covalent modification (e.g., phosphorylation by a specific
sensor kinase). When a TF binds to an operator, it can either
activate or repress transcription initiation.30 In bacteria, there
are TFs that act solely as repressors or as activators, whereas
some other TFs have a dual regulatory role in gene
expression. Positive or negative effects of such dual TFs
depend on the position of the operator site within the target
promoter region.

Most repressor sites are located between-60 and+60
relative to the transcriptional start site, suggesting that repres-
sion by steric hindrance of RNA polymerase binding to the
promoter is the most common regulatory mechanism.31-33

Alternatively, repressors may act by blocking transcription
elongation or by looping DNA in the promoter region (Figure
1). The degree of repression depends significantly on the
operator site position relative to the promoter.34 Analysis of
the data for various negatively acting regulators shows large
variability in the relative positions of operators and promoters
for each regulon. This variation in the repressor site position
is in contrast to the relatively fixed positions of activator
sites. Activators promote gene expression by binding to an
operator that is located either upstream of or adjacent to the
promoter-35 element and by recruiting RNA polymerase
to the promoter by direct protein-protein interaction (Figure
1). For example, the global catabolic activator Crp inE. coli
binds operators, which have a preference to be centered at
positions-62.5,-72.5, or-92.5 at Class I promoters or at
position-41.5 at Class II promoters.35 Some activators (e.g.,
those from the MerR family) bind at or near the promoter
elements and alter the conformation of the promoter to allow
its interaction with RNA polymerase.30

2.1.2. Structure of TFBSs
The size of a single TFBS usually varies between∼12

and 30 nt, with the most common length being 16-20 nt.
Since TF proteins often recognize and bind to DNA as
homodimers or homomultimeric protein complexes, the
TFBSs usually possess an intrinsic symmetry. Cooperative
binding of transcription factors to DNA plays an important
role in regulating gene expression, ensuring a sigmoid
response to the concentration of effector. Inverted repeats

(palindromes) and direct repeats are the most common
structures of TFBSs. Some homomultimeric TFs coopera-
tively bind more complex TFBSs composed of both inverted
and direct repeats (e.g., AraC inE. coli). However, in contrast
to eukaryotes, complex regulatory cassettes containing het-
eromultimeric TFBSs are rare in prokaryotes. On average,
TFBSs with dyad symmetry are predominant in bacteria.
Although the spacing between two repeats may vary
significantly, it is usually a specific value for a given TF.
For instance, the distance between two half-sites in direct
repeats is often a multiple of the length of one DNA helix
turn (10.5 nt). Examples of TFBS structures found in bacteria
are given in Table 1.

2.1.3. TFBS Consensus and Logo Sequences
TFs bind to their DNA motifs in regulatory regions in a

sequence-specific manner. However, the binding sites of a
particular TF located upstream of different genes in the same
genome could vary significantly, allowing for a more flexible

Figure 1. Mechanisms of regulation by transcription factors in
prokaryotes. A, repression by steric hindrance; B, repression by
blocking of the transcription elongation; C, repression by DNA
looping; D, class I activation; E, class II activation; F, activation
by conformation change. RNAP, A, and R indicate RNA poly-
merase, activator, and repressor proteins, respectively. Promoter
elements are shown by “-35” and “-10” boxes. Thin and thick
arrows indicate transcription start sites and target genes, respec-
tively. At class I promoters, the activator is bound to an upstream
site and contacts theR subunit of RNAP, thereby recruiting the
polymerase to the promoter. At class II promoters, the activator
binds to a target that is adjacent to the promoter (in most cases at
position-41.5 relative to the transcription start site), and the bound
activator interacts with theσ70 subunit of RNAP.
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transcriptional control. This degenerate nature of most TFBSs
is in contrast with much more strict conservation of recogni-
tion sequences for restriction enzymes. Different DNA-
binding properties of TFs and restriction enzymes have an
impotant biological meaning. Restriction enzymes need to
have an all or none activity to protect the cell against phages
and viruses, whereas TFs may have sites with different
sequences and different affinities to regulate gene expression
at different levels.36

The consensus sequence was commonly used to describe
the DNA binding site specificity of TFs and generally refers
to a sequence that matches all of the example sites closely
but not necessarily exactly (Figure 2A). The number of
mismatches allowed for the consensus sequence can be
decreased by using the degenerate consensus sequence. This
description of TFBSs uses an extended alphabet to show
variable or degenerate nucleotides. For instanse, Y stands
for C or T (pYrimidine), R stands for A or G (puRine), W
stands for A or T (Weak), and S stands for C or G (Strong).
The sequence logo is a more precise graphic representation
of the patterns within a multiple sequence alignment of

TFBSs (Figure 2B). The logo displays the frequencies of
nucleotides at each position as the relative heights of letters
(A, T, G, and C), along with the degree of sequence
conservation as the total height of a stack of letters, measured
in bits of information.37,38

2.1.4. Positional Weight Matrices
A nucleotide frequency positional weight matrix (PWM)

representation of the sites is an alternative to logo and
consensus sequences (Figure 2C).39 A PWM could be
constructed by aligning known TFBS sequences, e.g., by
using the program CONSENSUS.40 The PWM-based ap-
proach is more sensitive and more precise for TFBS
recognition than the consensus-based methods.41

Several methods have been proposed to determine the
positional nucleotide weights for any particular collection
of sites.42,43 The method introduced by Staden44 is very
similar to current methods. In this method, the weights are
calculated as the negative logarithms of the frequences of
each nucleotide at each position. Thus, the sum of weights
for any particular site is the negative logarithm of the

Table 1. Symmetry of Some Bacterial Transcription Factor Binding Sites

transcription factor consensus half sitea typeb site size, nt site structurec

biotin repressor BirA70 WTGTAAACC IR 32-34 f 14-16 ntr
cAMP receptor protein Crp184 WWWTGTGA IR 22 f 6 r
catabolic control protein CcpA186 WTGWAASC IR 16 f 0 r
arabinose activator AraC120 YAGCNKNWNWRTCCATA DR 38 f 4 f
gluconate repressor GntR119 SWATGTTACC IR 20 f 0 r
xylose repressor XylR121 GTTWGTTWWW IR 21 f 3 r
heat shock repressor HrcA122 TTAGCACTC IR 27 f 9 r
NAD repressor NadR69 TGTTTA IR 18 f 6 r
nickel repressor NikR234 GTATGA IR 27-28 f 15-16 ntr
methionine repressor MetJ262 RRACRTMY DR 24 f 0 f 0 f
iron repressor RirA240 SWTGA IR 19 f 9 r

a Degenerate nucleotide designations are M (A or C), W (A or T), R (A or G), K (T or G), S (G or C), and Y (T or C), and N stands for any
nucleotide.b The types of symmetry are inverted repeats (IR) and direct repeats (DR).c Arrows and numbers show the respective orientation of the
half sites and the distance between them.

Figure 2. Representation of transcription factor binding sites. (A) Alignment of NagC binding sites inE. coli203 and the derived consensus
sequence. (B) Sequence logo representation generated by the WebLogo tool (http://weblogo.berkeley.edu). The relative height of the letters
represents the frequencies of nucleotides at each position measured in bits of information. (C) PWM for the NagC binding motif, where the
repective positional weights were calculated using the following formula:129 Wb,k ) log(Nb,k + 0.5) s 0.25∑i)A,T,G,C log(Ni,k + 0.5), where
Nb,k is the count of nucleotideb in positionk.
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probability of observing that particular sequence in the
collection of known sites. Schneider defined and used the
“information content” of binding sites on nucleotide se-
quences to calculate the amount of information that is
required to locate the sites, given that they occur with some
frequency in the genome.45 Using statistical mechanics
theory, it was shown that the information content is re-
lated to the average binding energy for the collection of
sites.46

2.1.5. Search for TFBSs in Microbial Genomes

Computational algorithms for searching for potential
TFBSs in genomic sequences most often use PWMs to
evaluate the resemblance of any DNA sequence to a given
TFBS pattern.39 The score for a candidate TFBS sequence
is calculated as the sum of the respective weights for each
position. Any sequence with a score that is higher than the
predefined cutoff is considered as a potential TFBS. One
limitation of the PWM approach is the assumption that
the positions in the site contribute additively to the total
activity.

With the constructed PWM, one can scan the whole
genome and find additional genes that share the same DNA
signal within their potential regulatory regions. Various
programs, including PATSER40 and MAST,47 allow scanning
sets of DNA sequences to identify potential TFBSs by using
the generated PWMs. The Genome Explorer software for
bacterial genome analysis provides tools for both genome-
wide identification of TFBSs and comparison of gene sets
in several genomes.48

Finally, it is instructively to mention one curious example
of genomic identification of TFBSs by experimental biolo-
gists who have ignored available TFBS search tools. In this
work, the authors used the Microsoft Word 2000 Find tool
to identify putative binding sites of the ferric uptake regulator
Fur in the genome ofStaphylococcus aureusby using the
consensus sequence and by inserting the “any character”
function to enable mismatches.49

2.2. Repertoire of Transcription Factors in
Prokaryotic Genomes

2.2.1. Distribution of TFs in Microbial Genomes

The estimated number of DNA-binding transcription
factors varies in different microorganisms depending on their
genome size, lifestyle, and habitat. Earlier literature analysis
and similarity searches inE. coli K12 suggested that close
to 7.5% of genes (around 300-350) encode TFs.50 A
collection of 237 candidate TFs was identified in another
model microorganism,B. subtilis.33 The smaller number of
TF genes inB. subtilis could be explained by the higher
number of RNA attenuators, in particular riboswitches, that
contribute significantly to the regulation of numerous
fundamental metabolic pathways in Gram-positive bacteria.51

Analyses of other bacterial genomes revealed a reasonable
correlation between the number of TFs and the genome
size.33,52-55 The number of DNA-binding TFs was recently
assessed in all sequenced organisms through homology-based
prediction using profile hidden Markov models (HMMs) of
domains and collected in the DBD database.56 Thus, it is
limited to factors that are homologous to those HMMs. The
collection of HMMs was taken from two existing databases
(PFAM57 and SUPERFAMILY58) and is limited to models
that include TFs that specifically recognize TFBSs.56 Using

the DBD database, we chose 230 prokaryotic organisms and
plotted the number of TFs per genome against the total
number of open reading frames (ORFs), which serves as an
indicator of genome size in prokaryotes (see Table 1 of the
Supporting Information). Various taxonomic groups of
bacteria and archaea showed the similar trend of a nearly
linear increase in the number of TFs starting from∼1500
ORFs per genome (Figure 3A). Obligate pathogens and
endosymbionts with a small genome size (less than∼1500
ORFs, see Table 1 of the Supporting Information and Figure
3B) have a much lower proportion of TFs (average 1%)
compared to free-living and facultative pathogenic micro-
organisms (average 4.5%). The presence of only a few TFs
in intracellular parasites (Chlamydia, Rickettsiales), symbiotic
γ-proteobacteria (e.g.,Buchnera), and some obligate patho-
gens (Mycoplasma and Spirochetes) is consistent with a
reductive genome evolution that led to the loss of genes not
essential for life within the host.59

Environmental properties and metabolic capabilities of
microorganisms strongly influence the proportion of TFs
encoded in their genomes (Table 1 of the Supporting
Information). Complex lifestyles and metabolic versatility
require a higher number of TFs to better coordinate a
response to changing conditions. Pathogenic and nonpatho-
genic bacteria from the same taxonomic group usually have
similar proportions of TFs (e.g., seeVibrio choleraevs V.
fischeri, Bacillus cereusvs B. subtilis, and Pseudomonas
aeruginosavs P. fluorescens). Several free-living bacterial
species with large genomes (Myxococcus xanthus, Rhodo-
pirellula baltica, Anabaena, andNostocspp.) have charac-
teristically small proportions of TFs (Figure 3A). This
discrepancy is compensated by the presence of complex
regulatory pathways that involve serine-threonine protein
kinases and sensor histidine kinases linked toσ54 activators,
as well as many specializedσ factors.60-62

2.2.2. Families of TFs

Known microbial transcription factors are classified in at
least 50 protein families based on the sequence similarity of
their DNA-binding domains.33,52,54Major protein families that
contain a large number of TF representatives with various
regulatory roles are listed in Table 2. The largest known
family of TFs is LysR, followed by AraC and TetR. The
distribution of TFs by families varies among different
species; e.g., the LysR protein family is the most abundant
in R- and γ-proteobacteria,50 whereas the MarR family is
the largest inB. subtilis,33 and the IclR family is over-
represented inBordetellaspecies.63

The number of TF families detected in archaea is
significantly lower than that in bacteria: 19 families are
shared by bacteria and archaea, wheras 33 families of
bacterial TFs were not found in archaea.54 Significant
divergence of transcription regulatory systems in bacteria and
archaea could be explained by emergence of novel TF
families after divergency of two kingdoms. However, in
contrast to a large number of bacteria-specific TF families,
there is only one known family of archaea-specific TFs,
HTH-10. One possible reason for this fact is the limiting
number of experimental studies on transcriptional regulation
in archaea.

Almost half of the characterized TF protein families
contain regulators with only one characterized functional role/
specificity.54 Examples of TFs with unique functional roles
include ArgR, MetJ, and TrpR for arginine, methionine, and
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tryptophan metabolism, respectively; BirA and NadR for
biotin and NAD biosynthesis; HrcA and LexA for heat shock
and SOS responses; ModE and NikR for molybdenum and

nickel homeostasis; and NrdR for deoxyribonucleotide
synthesis. Some of these protein families are universally
distributed among most bacterial species (e.g., NrdR, BirA,

Figure 3. Number of TFs in prokaryotic genomes against the total number of ORFs per genome. Predicted TFs are from the DBD database.56

The different taxonomic groups listed in the right inset are represented by dots of different form and color. The number of genomes in each
taxonomic group is given in parentheses. (A) Plot for 205 prokaryotic genomes with size more than 1500 ORFs. (B) Plot for 29 genomes
of obligate pathogens and symbionts with size less than 1500 ORFs.
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ArgR), whereas others are restricted to certain taxonomic
groups (e.g., TrpR and MetJ inγ-proteobacteria, NadR
in enterobacteria). Importantly, representatives of these
unique TF families are usually present in one copy per
genome.

Two-component signal transduction regulatory systems are
widely used by prokaryotic cells to transmit and propagate
a wide variety of environmental and intracellular signals.
These regulatory systems typically comprise a sensory
histidine kinase and the cognate response regulator.64 Phos-
phorylation of the Asp residue in the N-terminal receiver
domain of the latter regulatory component induces confor-
mational changes, allowing it to form dimers and bind to
DNA operators. Most DNA-binding domains in response
regulators belong to the OmpR, LuxR/NarL, Fis/NtrC, and
LytR families. The large number of paralogous subfamilies
of histidine kinases and response regulators includes a
repertoire of recently evolved signaling genes, which may
reflect selective pressure to adapt new environmental condi-
tions.65 Both lineage-specific gene family expansion and
horizontal gene transfer play major roles in the appearance
of novel two-component regulatory systems.

2.2.3. Domain Architecture of TFs
Structural analysis revealed that the helix-turn-helix

(HTH) signature is the most common DNA-binding motif
present in all major prokaryotic TF families (Table 2). A

“recognition” R-helix in the HTH motif forms specific
contacts with DNA by fitting into the DNA major groove.
Other structural DNA-binding motifs, including zinc-finger
(e.g., in Ros66), zinc-ribbon (e.g., in NrdR), and antiparallel
â-sheets (e.g., in MetJ), are much less abundant in prokary-
otes. The position of the DNA-binding domain within the
polypeptide (e.g., N-terminal, C-terminal, or central) is
conserved within a TF family but may vary between families
(Table 2). The position of the DNA-binding domain cor-
relates with a positive or negative mode of regulation by
TF: N-terminal DNA-binding domains are consistently
present in repressors, whereas activators usually have C-
terminal DNA-binding domains.67,68

In addition to DNA-binding domains, transcriptional regu-
lators possess domain(s) involved in dimerization and/or
sensing of particular environmental stimuli. Most of these
non-DNA-binding TF domain families are found exclusively
within TFs. However, some of them are shared with proteins
of distinct cellular functions, i.e., periplasmic substrate-
binding proteins of ABC transporters (LacI family of TFs)
or sugar kinases (ROK family of TFs). Interestingly, regula-
tors of the biotin and NAD metabolic pathways inE. coli
(BirA and NadR, respectively) are bifunctional proteins with
N-terminal HTH domains and C-terminal enzymatic do-
mains, which allows them to contribute to both biochemical
transformations and gene expression of the respective
metabolic pathways.69,70

Table 2. Major Families of Transcription Factors in Prokaryotes

family TF examples PFAMa countb functional roles of regulated genes modec Pos.d

AraC MelR, RhaS, XylR, MarA,
SoxS, RhrA

PF00165 6954 carbohydrates utilization, stress response,
iron siderophore uptake

A C

ArsR CadC, CzrA, NmtR, SmtB, ZiaR PF01022 2064 homeostasis of transition metals
(Cd, Co, Zn, Ni, Zn, As, Pb)

R M

AsnC Lrp, BkdR, PutR PF01037 1527 amino acid metabolism A, R N
Cro Cro, CI, CopR, Xre PF01381 5258 bacterial plasmid copy number control R N
Crp Fnr, Dnr, NtcA, PrfA, CooA,

HcpR, ArcR
PF00325 891 anaerobic switch, catabolic repression,

stress response, nitrogen metabolism
A (R) C

DeoR GlpR, AgaR, IolR PF08220 915 carbohydrates utilization R N
Fis NtrC, NifA, NorR, FhlA,

TyrR, PrpR
PF02954 2843 nitrogen, amino acid, and secondary

metabolism, flagella (σ54-dependent)
A C

Fur Zur, Mur, Nur, Irr, PerR PF01475 888 metal ion homeostasis (Fe, Zn, Mn, Ni),
peroxide stress

R (A) N

GntR AraR, ExuR, DgoR, TreR, FadR,
HutC, CitR, PdhR, BioR

PF00392 4293 carbohydrates, fatty acid and amino acid
utilization, biotin metabolism

R N

IclR KdgR, PcaR, AllR, MhpR PF01614 1122 sugar acids and aromatic compounds
utilization, secondary metabolism

R (A) N

LacI GalR, CcpA, CytR, NagR,
ScrR, PurR

PF00356 2000 carbohydrates utilization, catabolite
repression, purine metabolism

R N

LuxR RhlR, TraR, ComA, NarP,
NarL, FixJ

PF00196 3706 quorum sensing, competence, nitrogen oxides
metabolism, anaerobic switch

A (R) C

LysR IlvY, CysB, MetR, CynR,
NodD, AmpR

PF00126 9421 secondary metabolism and amino
acid biosynthesis

A (R) N

MarR SlyA, PecS, AdcR, BadR, HucR PF01047 3280 antibiotic resistance, virulence, zinc uptake,
aromatic compounds utilization

R M

MerR GlnR, TnrA, SoxR, BmrR,
CueR, CadR, PbrR, ZntR

PF00376 2337 nitrogen metabolism, response to stress,
multidrug efflux, heavy metal resistance
(Hg, Cu, Cd, Pb, Zn)

A, R N

OmpR ArcA, PhoB, CiaR, ToxR, VirG PF00486 5010 OM porins, respiration, phosphate metabolism,
competence, virulence

A C

ROK NagC, XylR, Mlc PF00480 1198c carbohydrates utilization R N
RpiR HexR PF01418 636 carbohydrates utilization R N
Rrf2 IscR, NsrR, RirA PF02082 818 FeS cluster, iron, nitrogen metabolism R N
TetR AcrR, QacR, FabR, RutR, BioQ PF00440 6190 antibiotic resistance, fatty acids, pyrimidine,

and biotin metabolism
R N

a The PFAM database (http://www.sanger.ac.uk/Software/Pfam/)57 identification number of the TF protein family is indicated.b The total number
of proteins in the PFAM family across all prokaryotic genomes is indicated. The total number of proteins in the ROK family includes both TFs and
sugar kinases that do not have a DNA-binding domain.c The following modes of regulation are indicated: A, activator; R, repressor; A (R), mostly
activator; R (A), mostly repressor.d The position of the DNA-binding domain in the TF protein is indicated: C, C-terminal; N, N-terminal; M,
central.
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2.2.4. Global and Local TFs
Global transcription factors are defined as regulators that

control more than 20 different genes in different transcrip-
tional units and are usually involved in a number of distinct
pathways.50 Major global regulators inE. coli are the cAMP
receptor protein Crp; the anaerobic regulators Fnr and ArcA,
the leucine-responsive regulator Lrp, the histone-like DNA-
binding proteins Ihf, Fis, and Hns, the iron-responsive
regulator Fur, and the nitrite response regulator NarL.71

Global regulators identified inB. subtilisinclude the growth
phase transition factors AbrB and CodY, the carbon catabolic
protein CcpA, the late competence regulator ComK, the
regulator of initiation of sporulation Spo0A, and the nitrogen
assimilation regulator TnrA.33

Local TFs usually regulate one or several transcriptional
units encoding proteins from the same metabolic pathway.
There is a tendency of genes encoding local TFs to cluster
with TF-regulated genes on the chromosome (e.g., to form
an operon or divergon).72,73 It is quite common when a gene
cluster involved in the utilization (catabolism) pathway for
a specific compound also includes a local TF gene providing
a specific transcriptional control of this gene cluster in
response to this compound. For example, the sugar-specific
repressors from the LacI family inE. coli (e.g., LacI, GalS,
GntR, MalI, RbsR, and TreR) are encoded by the same
cluster together with target genes involved in utilization of
the specific sugar (lactose, galactose, gluconate, maltose,
ribose, and trehalose, respectively).73 Other examples of local
TFs include specific regulators of biosynthetic pathways for
cofactors (e.g., NadR, BirA inE. coli), amino acids (e.g.,
MetJ, ArgR, TrpR, TyrR), nucleotides (e.g., PurR), uptake
transporters for essential metals (e.g., Zur, ModE, MntR,
NikR), and specific stress or drug response pathways (LexA,
OxyR, AcrR, MarR).

2.2.5. Alternative Sigma Factors
Bacterial sigma factors are an essential component of RNA

polymerase and determine promoter selectivity.74 The regulon
of a single sigma factor can be comprised of hundreds of
genes. Theσ70 subunit of RNA polymerase inE. coli
specifies transcription from promoters that are responsible
for basal gene expression during vegetative growth. Sigma
factors can be classified into two structurally unrelated
families: theσ70 and theσ54 families.

The first family includes primary sigma factors (e.g.,E.
coli σ70, B. subtilisσA) and related alternative sigma factors
that mediate transcription initiation of various sets of genes
in bacteria. For instance, RpoH (σH) transcribes the genes
of the heat shock response regulon. The main regulatory role
of FliA (σ28) in many bacterial species is to transcribe the
genes required for flaggelar synthesis and bacterial motility.
The sigma factorsσB in Gram-positive bacteria and RpoS
(σS) in Gram-negativigmae bacteria are functionally similar
to each other in that they are responsible for stationary phase
and stress response gene expression. Many alternative sigma
factors also play an important role in bacterial pathogenesis
by regulating the expression of virulence-associated genes
(e.g.,σS andσ28 in Salmonella).

RpoN (σ54 or σN) has several features that distinguish it
from other sigma factors: it is not homologous to other sigma
subunits,σ54-dependent expression absolutely requires an
activator, and the activator binding sites can be far from the
transcription start site.75 A physiological theme forσ54-
dependent genes has not yet emerged, as the regulated genes

described to date control a wide diversity of processes
including nitrogen assimilation, uptake and catabolism of
amino acids, secondary metabolism, and virulence.

Extracytoplasmic function (ECF) sigma factors are a
phylogenetically distinct subfamily within theσ70 family.
ECF sigma factors are small TFs that, upon receiving a
stimulus from the environment, are released and can bind to
RNA polymerase to stimulate transcription of a specific
group of genes.76 The number and functional roles of ECF
sigma factors encoded in bacterial genomes are highly
variable. For example, FecI inE. coli and PvdS inP.
aeruginosaare involved in iron siderophore synthesis and
uptake, whereasσW in B. subtilisand the orthologous sigma
factorσE in E. coli control intrinsic resistance to antimicrobial
compounds, heavy metals, and oxidative stress.

The number and diversity of sigma factor genes per
genome are related to the environmental variation allowing
growth for a given species. The distribution of three classes
of sigma factors (σ,70 σ,54 and ECF) in bacterial genomes
was determined using HMM profiles based on experimentally
verified sigma factors (see Table 2 in the Supporting
Information).77 Most bacteria species have either one or no
σ54 genes. However, there is a larger divergence in the
number of genes from theσ70 family. For example, the large
genomes ofStreptomycesspecies have 14σ70 genes, while
the rest of the actinobacteria have far less. In cyanobacteria,
there is quite a high number ofσ70 genes (5 to 8); the same
is true for the sporulating bacilli and clostridia. ECF sigma
factors are generally far more numerous than the other two
classes, but since they are not essential, they are missing in
many organisms.Streptomycesspecies have 45 ECF sigma
factors that are mainly involved in the control of secondary
metabolism.Bacteroides thetaiotaomicroncurrently holds
the record with 48 predicted ECF genes. Other genomes with
a high amount of ECF sigma factors areM. xanthus(31),R.
baltica (29), andPseudomonas fluorescens(28). Interest-
ingly, the first two species have a relatively small proportion
of normal TFs in their large genomes.

2.3. Databases of Microbial TFs and TFBSs
With the increasing amount of information on transcrip-

tional regulation in bacteria, many public databases special-
izing in microbial regulation are becoming available (Table
3). These include web resources specializing in transcrip-
tional regulatory networks in model microorganisms, such
as E. coli (RegulonDB78), B. subtilis (DBTBS79), Coryne-
bacteria (CoryneRegNet80), andMycobacterium tuberculosis
(MtbRegList81). These databases compile an arsenal of TFs
with their regulated genes as well as their recognition TFBS
sequences, which were experimentally characterized. In
addition to integration of the published experimental data
on gene regulation, these resources provide genome-scale
computational predictions of operons, promoters, TFBSs, and
regulons. Use of these resources helps us to propose new
regulatory hypotheses for wet-lab verification.

Several databases provide information about known and
predicted TFs in multiple microbial genomes. The DBD
database56 classifies TFs by DNA-binding domain protein
families. The ExtraTrain database82 provides the distribution
of the 16 largest families of TFs in microbial genomes. The
AraC, TetR, and IclR families of TFs were reviewed and
analyzed in detail83-85 and integrated in the BacTregulators
database.86 The Sentra database87 of signal transduction
proteins lists manually curated two-component histidine
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kinases and response regulators encoded in completely
sequenced prokaryotic genomes. The cTFbase database
classifies TFs identified in 21 cyanobacterial genomes and
provides a resource for comparative analysis of putative TFs
in cyanobacteria.88

A prokaryotic database of gene regulation, PRODORIC,89

integrates different types of data including regulators and
TFBSs, promoter structures, and operon and regulon orga-
nization by screening the original literature. Another manu-
ally curated database of gene regulation in prokaryotes,
RegTransBase,90 captures experimental knowledge on regu-
latory sequences and interactions published for a variety of
microorganisms. In addition, these two web resources provide
a set of tools to predict and compare TFBSs in multiple
genomes. The TRACTOR database91 contains comparative
genomic predictions of new members of 74 knownE. coli
regulons in the genomes ofγ-proteobacteria.

2.4. Computational Tools for Discovery of TFBSs
in the Genomes

A number of computational methods have been developed
for identification of candidate TFBSs.92,93These methods are
subdivided into the consensus-building and PWM-based
approaches. The consensus-based approaches, including the
“word counting” and exhaustive enumeration algorithms, are
more useful for motif finding in eukaryotic regulatory regions
which, in contrast to bacteria, mostly include composite
regulatory signals.94-97 In PWM-based approaches, the
specificity of the protein is represented as a matrix rather
than the consensus sequence, allowing the binding site pattern
to be identified. All these methods identify a common
regulatory motif from multiple DNA fragments. The input
training set of regulatory regions might be composed based
on many sources for possibly coregulated genes, including
microarray experiments, gene knockout experiments, and
functional classes of genes that form a common metabolic
pathway from the literature.98

There are many different implementations of PWM-based
algorithms, and the most popular of them are outlined below.
Detailed operation principles, technical data, and URLs of
13 different PWM-based tools were recently reviewed by
Tompa and coauthors.99 In this study, the authors conducted
comparative assessment of these computational tools and
estimated their accuracy and correctness for TFBS discovery
in various input settings and data sets.99

One of the first algorithms builds up a multiple align-
ment of the sites by adding new sites at each iteration and
identifies the best alignment with the highest information
content.100 Expectation-maximization (EM) methods simul-
taneously optimize the PWM description of a motif and
the binding probabilities for its associated sites.101 One
popular implementation of the EM algorithm, MEME,
performs a single iteration for each site in the target sequence,
selects the best motif from this set, and then iterates only
that one to convergence.102 SignalX is another EM-based
program that uses an iterative procedure of clustering all
weak palindromic sequences in the training set of DNA
fragments to identify a palindromic signal of a given length
with the highest information content.103 A Gibbs-samp-
ling algorithm is a stochastic implementation of the EM
method that samples the space of all multiple alignments of
small sequence segments in search of the one that is most
likely to consist of samples from a common PWM.104 The
AlignACE program,105 the Gibbs Recursive Sampler,106 and
the SeSiMCMC program107 are variants of the Gibbs
sampling algorithm optimized for finding multiple distinct
TFBS motifs within a single set of unaligned DNA frag-
ments.

Another modification of the PWM-based approach uses
the fact that many TFs in bacteria bind to a palindromic motif
with intrinsic symmetry. This symmetry-based approach was
applied to single bacterial genomes to predict novel regula-
tory DNA sequence motifs represented by PWMs.108,109The
algorithm identifies all statistically significant palindromes
in upstream intergenic regions and groups overrepresented
sites into clusters of similar patterns. The set of PWMs
constructed based on these patterns was used to scan the
genome for additional candidate sites and to infer putative
regulons. In the model speciesE. coli andB. subtilis, many
derived clusters represent characterized regulatory motifs,
whereas the large group of the remaining PWMs is likely to
describe uncharacterized TFBSs.108,109A similar dimer-based
approach was used by a different research group to predict
2497 regulatory motifs (PWMs) in the genome ofStrepto-
myces coelicolor.110 Functional analysis of genes located
downstream of these DNA motifs identified several motifs
that may be biologically significant as regulatory elements.
These include a DNA motif found preferentially in UTRs
immediately upstream of genes involved in polysaccharide
degradation and sugar transport.110

Table 3. Databases for Microbial TFs and TFBSs

name URL description ref

RegulonDB http://regulondb.ccg.unam.mx/ DB of transcriptional regulation (TFs, TFBSs) in
E. coli (literature data and predictions)

78

DBTBS http://dbtbs.hgc.jp DB of transcriptional regulation (TFs, TFBSs)
in B. subtilis(literature data and predictions)

79

CoryneRegNet http://www.cebitec.uni-bielefeld.de
/groups/gi/software/coryneregnet/

DB of TFs and TRNs in corynebacteria 80

MtbRegList http://mtbreglist.dyndns.org/MtbRegList/ DB for analysis of gene expression and
regulation data inMycobacterium tuberculosis

81

cTFbase http://cegwz.com/ DB for comparative genomics of TFs in cyanobacteria 88
DBD http://transcriptionfactor.org DB of TF and families prediction (all genomes) 56
ExtraTrain http://www.era7.com/ExtraTrain DB of extragenic regions and TFs in prokaryotes 82
BacTregulators http://www.bactregulators.org/ DB of TFs in prokaryotes (specific TF families) 86
Sentra http://compbio.mcs.anl.gov/sentra DB of sensory signal transduction proteins 87
PRODORIC http://prodoric.tu-bs.de DB of prokaryotic gene regulation

(several specific organisms)
89

RegTransBase http://regtransbase.lbl.gov DB of TFBSs and regulatory interactions in
prokaryotes (literature data and predictions)

90

TRACTOR http://www.tractor.lncc.br/ DB of TRNs and TFBSs inγ-proteobacteria 91
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2.5. Comparative Genomic Approaches for
Identification and Verification of TFBSs

Identification and recognition of TFBSs in genomic
sequences is an old problem in computational molecular
biology. Until this section we considered sets of coregulated
genes from one genome and assumed that the′UTRs of these
genes contain a common TFBS motif. The problem of
identification of additional TFBSs for known TFs was
addressed in many studies, conducted mostly in model
organisms such asE. coli and B. subtilis.111-118 In these
studies, either a consensus sequence or a PWM constructed
on the experimentally known sites was used to scan the
genome of interest in order to predict novel regulon members.
However, even for relatively well-studied regulons, it is
difficult to set thresholds reliably distinguishing between true
and false sites. Besides, our ability to construct good
recognition rules is severely impaired by the limited avail-
ability of experimental data on TFBSs. The availability of
hundreds of bacterial genomes opens opportunities for using
comparative genomic approaches to identify conserved
functionally important sites (e.g., TFBSs, promoters, RNA
regulatory sites) by genomic comparison of different species.

2.5.1. Consistency Check Approach
The presence of orthologous TFs in the analyzed microbial

genomes is a prerequisite to the comparative analysis of their
regulons. Furthermore, selection of genomes for the analysis
depends on conservation of a TFBS signal between species.
Very closely related genomes (e.g., different strains of the
same species) usually have almost identical intergenic regions
that do not permit getting rid of false positives. On the other
hand, regulatory signals are usually poorly conserved or are
at least highly divergent in distant taxonomic groups (e.g.,
between Gram-positive firmicutes and Gram-negative pro-
teobacteria). Finally, possible changes in the operon struc-

tures of the coregulated genes need to be taken into account
while comparing the sets of genes with a common regulatory
motif. The consistency-check comparative approach was
successfully applied for the prediction and verification of
regulatory sites for many TFs in various taxonomic groups
of bacteria and archaea.9,69,70,119-127 An overview of these
and other comparative studies of microbial regulons for
reconstruction of regulatory networks is outlined in the next
section of this review.

The consistency-check comparative approach is based on
the assumption that regulons (sets of coregulated genes) have
a tendency to be conserved between the genomes that contain
orthologous TFs.128,129Therefore, the presence of the same
TFBS upstream of orthologous genes is an indication that it
is a true regulatory site, whereas TFBSs scattered at random
in the genome are considered false positives (Figure 4A).
Simultaneous analysis of multiple phylogenetically related
genomes allows one to make reliable predictions of TFBSs
even with weak recognition rules. The consistency check
sharply increases the specificity of predictions, although it
may lose species-specific members of regulons. This tech-
nique not only allows the transfer of data on regulatory
interactions from well-studied genomes to newly sequenced
ones, but it also makes it possible to find additional members
of regulons and map novel regulons.

2.5.2. Phylogenetic Footprinting Approach

The phylogenetic footprinting approach identifies regula-
tory elements by finding highly conserved regions in a set
of DNA sequences located upstream of orthologous genes
from multiple species.130 The term “phylogenetic footprint”
was first introduced to describe several conservedcis-
regulatory elements in primates.131 The simple assumption
of the method is that functional DNA sequences (such as
TFBSs) diverge more slowly than nonfunctional ones (spac-

Figure 4. Comparative genomic approaches for TFBSs identification. (A) Consistency check of the candidate TFBSs in a group of genomes.
First, all UTRs in the genomes are scanned by the constructed PWM to identify candidate TFBSs. Then, the predicted TFBSs are differentiated
based on their conservation in other genomes. False positive sites usually are not conserved in related genomes with orthologous TFs.
Accounting for changes in operon structure in different genomes (gene loss and split and fusion of operons) increases the rate of predicted
true positive sites. (B) Phylogenetic footprinting of orthologous UTRs on the example of thenrdA gene inPseudomonasspecies. Highly
conserved DNA regions that correspond to the NrdR-binding site, candidate-35 and-10 promoter elements, and the ribosomal binding
site are shown by thick lines.
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ers). Identification of conserved regulatory elements by this
method requires a certain degree of phylogenetic relatedness
of the analyzed upstream regions of orthologous genes (or
orthologous UTRs). The standard approach uses a global
multiple alignment of the candidate orthologous UTRs to
identify a conserved region in the alignment (Figure 4B). It
should be noted that the identification of a novel conserved
regulatory element does not automatically reveal a TF that
could recognize this site. This important problem of assign-
ment of any identified TFBS to the corresponding TF is
discussed in more detail in section 2.5.

The reliability of the phylogenetic footprinting method
depends critically on the selection of species for the analysis.
If the species are too closely related, the alignment is not
informative. On the other hand, if they are too distant, it is
difficult or impossible to construct an accurate alignment.
The problem of species selection and the number of species
required for the phylogenetic footprinting analysis of TFBSs
was addressed using a set of 166E. coli genes with
experimentally identified TFBSs and genomic data from nine
additionalγ-proteobacteria.132 It was found that just three
species were sufficient for accurate motif predictions of
TFBSs and that an appropriate phylogenetic distance between
species is an important factor to consider.

In the case when many closely related genomes are
available, one can use various computational tools for
multiple alignments of bacterial genomes for mapping of
potential TFBSs. The Menteric server (http://globin.bx.psu.
edu/enterix/) is a visualization tool for bacterial genome
alignments designed forE. coli and related enterobacteria.133

The VISTA family of computational tools (http://genome.
lbl.gov/vista/) provides precomputed full scaffold alignments
for both microbial and eukaryotic genomes.134 The phylo-
genetic shadowing approach was developed to compute and
statistically evaluate conservation profiles of multiple se-
quence alignments from closely related species.135 Micro-
FootPrinter is a phylogenetic footprinting program for
discovering conservedcis-regulatory elements in prokaryotic
genomes.136

2.5.3. Genome-Wide Application of Comparative
Approaches

With the increasing number of sequenced genomes,
phylogenetic footprinting approaches are becoming very
popular tools of TFBS discovery. The quality of the TFBS
prediction by phylogenetic footprinting can be substantially
improved by combining this approach with the existing motif
discovery tools (such as MEME, AlignACE, and Gibbs
sampling). Several algorithms based on such a combination
of phylogenetic footrpinting and motif discovery tools have
been developed for eukaryotic genomes, including Phy-
loGibbs137 and PhyME.138 Here, I will outline key studies
that use this combined appoach for identification of regula-
tory elements in bacterial genomes. In these studies, the motif
discovery tools are applied to a training set of orthologous
UTRs across species. I will illustrate these studies by multiple
examples when the predicted TFBSs and regulons became
validated in follow-up experiments.

The cross-species comparison of orthologous UTRs inE.
coli and eight relatedγ-proteobacteria by the Gibbs-sampling
algorithm revealed a large set of conserved DNA motifs (for
almost 2000E. coli genes), many of which coincide with
documented TFBSs.139 In the follow-up study, application
of a Bayesian motif-clustering algorithm to the previously

predicted by Gibbs samplingγ-proteobacterial motifs led to
accurate identification of many experimentally reportedE.
coli regulons (for example, PurR, LexA, MetJ, Crp, TrpR,
NtrC, Mlc, and ModE), prediction of their additional
members, and identification of novel regulons.140 The Baye-
sian motif-clustering algorithm is based on an explicit
statistical model that describes the relationship between the
observed motifs and the putative regulons and a Markov
chain Monte Carlo computational method.81 Several novel
regulons identified inE. coli by the combined comparative
genomic approach80,81were later experimentally confirmed.
These include fatty acid biosynthesis regulon FabR (previ-
ously YijC)141 and novel ribonucleotide reductase regulon
NrdR (YbaD).142

In genome-wide analysis of eightR-proteobacteria,143 the
recursive Gibbs-sampling algorithm was applied to a set of
orthologous upstream regions, and the resulting motifs were
filtered and clustered into regulons by the Bayesian motif-
clustering algorithm.140 The phylogenetic footprinting ap-
proach allowed the authors to identify 101 putative regulons
in Rhodopseudomonas palustris. Among them are several
regulons of particular interest: the FixK, NnrR, NtrC, and
RpoN regulons related to nitrogen metabolism; the hydro-
peroxide stress OhrR regulon; the DNA damage response
LexA regulon; the flagellar synthesis FlbD regulon; and the
photosynthetic PspR regulon.

Another comparative study of threeBacillusspecies using
a local pairwise alignment program has detected nearly 1900
phylogenetically conserved elements in the upstream inter-
genic regions of∼1500 B. subtilis genes.144 Subsequent
clustering of these genes according to the motif similarity
allowed the authors to predict 154 different DNA motifs;
each of those possibly coregulates a specific set of genes.
Many of these motifs correspond to the previously described
regulatory elements inB. subtilis, including various TFBSs
(e.g., CtsR, CcpA) and RNA attenuators (e.g., S-box, T-box).
The authors tentatively identified several new members of
known regulons (e.g.,dnaJ in CtsR) and many potential
regulons that were not yet reported. One of these novel
regulons, a hypothetical xanthine regulon for thepurE, xpt,
andpbuGgenes, was later described to operate by a novel
type of a metabolite-responsive riboswitch, the guanine-
responsive G-box.51

In a comparative genomic study of two related groups of
Gram-positive bacteria, lactobacilli and bacilli, clusters of
orthologous transcriptional units were first identified, and
the conserved DNA motifs were determined for two species
sets using the MEME algorithm.145 These motifs were
subsequently used to scan the upstream regions using the
MAST program, and nearly 200 conserved motifs in each
set of species were selected. Many of the predicted motifs
from bacilli and lactobacilli were very similar, including
several well-described regulatory motifs (e.g., T-box, CIRCE,
LexA-box). Interestingly, this method revealed 18 lacto-
bacilli-specific candidate regulatory motifs including 13 that
had not been described previously. The PhyloScan algorithm
was developed to increase the flexibility and sensitivity of
scanning for potential TFBSs and to decrease false-positive
site predictions using cross-species evidence.146

The regulon detection by PhyloScan combines the evi-
dence from matching sites found in orthologous data from
several related species with the evidence from multiple sites
within intergenic regions. The statistical significance of the
TFBS predictions is calculated directly, without employing

Reconstruction of Transcriptional Regulatory Networks Chemical Reviews K



training sets. Application of the PhyloScan algorithm to seven
Enterobacteriales genomes allowed authors to identify several
novel TFBSs for global transcription factors Crp and PurR
in E. coli.

The Regulogger computational approach discriminates true
regulon members from false-positive predictions on the basis
of conservation of regulons across multiple genomes.147 To
quantify the degree of conservation of putative TFBSs, the
Regulogger calculates for each predicted regulon member a
relative conservation score using the fraction of orthologs
that are preceded by the same candidate TFBS. Regulon
members that have orthologs with conserved candidate
TFBSs are considered true-positive predictions, and such a
set is defined as a regulog. Application of Regulogger to
the genome ofStaphylococcus aureusand six related Gram-
positive bacteria identified 125 high-scoring regulogs, many
of which are consistent with previously characterized regu-
lons (e.g., TnrA, Fnr, Fur, CtsR, LexA). Some of these
regulogs correspond to the highly conserved regions within
the known RNA regulatory elements (e.g., T-box,THI
riboswitch). The regulog approach also predicted novel
members of known regulons and revealed novel potential
regulons. One of the predicted regulogs containing various
ribonucleotide reductase genes was later investigated in detail
and shown to operate by the novel transcription regulatory
system NrdR for the ribonucleotide reductase genes in most
bacterial lineages.87,142,148

2.6. Interconnection of Transcription Factors and
Their DNA Motifs

Many putative TFs in prokaryotes have been identified
only on the basis of their homologies and are still unchar-
acterized with regard to their cognate DNA-binding motifs,
sets of target genes (regulons), and effectors. New candidate
TFBSs discovered by computational approaches such as
phylogenetic footprinting and clustering139,140 may be con-
nected to particular TFs using a combination of different
types of evidence such as (i) positional clustering of TFBSs
and TFs on the chromosome;72 (ii) correlation in the
phylogenetic pattern of co-occurrence of TFBSs (the presence
or absence of a regulon) and TFs (the presence or absence
of a candidate TF gene) in the genomes;148 and (iii) binding
specificity constraints for TFs having structurally similar
DNA-binding domains.149,150 Tan et al.151 combined these
types of information to calculate the probability of a given
TF-TFBS pair and predicted many new connections be-
tween uncharacterized TFs and candidate DNA motifs inE.
coli. Positional evidence of the first type provides the
strongest impact on the assignment of a TF to its DNA sites.
This is not surprising, since bacterial TFs are often auto-
regulated71 and the genes encoding TFs tend to colocalize
on the chromosome with the genes they regulate.151 For
instance, in many local sugar utilization regulons, the target
genes preceded by upstream TFBSs are located adjacent to
the regulatory gene encoding the corresponding TF.

Conservation of the gene neighborhood is very useful not
only for functional annotation of enzymes and transporters152

but also to predict the cellular and biological processes that
TFs potentially regulate.72 However, some known TF genes,
mostly those whose products have more than one target
TFBS in the genome, are located remotely from their target
genes (e.g., FruR and PurR inE. coli). Another limitation
of the positional approach (especially if applied to a small
group of species) is illustrated in the example of the NrdR

regulatory system for ribonucleotide reductase genes. Based
on the conserved positional clustering with riboflavin bio-
synthesis genes in most proteobacteria, the hypothetical gene
ybaD in E. coli was originally annotated as a regulator of
riboflavin biosynthesis.72,153 However, a subsequent com-
parative genomic study148 using phylogenetic co-occurrence
patterns of TFs and TFBSs in combination with the phylo-
genetic footprinting approach assigned a different role of a
universal regulator of the deoxyribonucleotide metabolism
(named NrdR) to the YbaD protein family. An extended
positional analysis of NrdR sites allowed identifying several
cases of colocalization ofnrdRgenes with target ribonucleo-
tide reductase genes in other bacterial lineages, e.g., in
Actinobacteria.148 The predicted regulatory role of NrdR was
finally confirmed in experiments conducted inStreptomyces
species.154

2.7. Analysis of RNA Regulatory Elements
Various RNA regulatory systems including riboswitches,

translational attenuators, T-boxes, and RNA-binding proteins
have been described in bacteria.7 The main mechanisms
involved in regulation bycis-regulatory RNAs are based on
the formation of alternative mRNA structures that either
terminate transcription (terminators) or inhibit initiation of
translation (sequestors). Different classes of RNA elements
use different mechanisms to sense the concentration of a
metabolite. Typically, an effector-responsive protein factor
specifically binds thecis-regulatory RNA that is rather small
and simple in structure (e.g., the tryptophan-responsive TRAP
protein in B. subtilis). A unique class of RNA elements,
T-boxes in Gram-positive bacteria, interacts directly with
specific uncharged tRNAs to promote expression of target
genes in response to amino acid concentrations. Riboswitches
are widespread RNA elements with a complex structure that
directly sense metabolites and control gene expression of
related metabolic pathways.155,156 Each riboswitch class is
defined by a core of conserved base-paired elements and
consensus nucleotides at specific positions and is highly
specific to its cognate effector metabolite. Among various
metabolites detected by known classes of riboswitches are
vitamins (coenzyme B12, thiamin pyrophosphate, and flavin
mononucleotide), amino acids (lysine, glycine, andS-
adenosylmethionine), and nucleotides (adenine, guanine, and
queuosine).

A high level of conservation of primary and secondary
structures of riboswitches and T-boxes is remarkable and
very useful for their identification by comparative genome
analysis. Various classes of riboswitches that regulate the
cobalamin, thiamin, riboflavin, lysine, methionine, and
quesosine biosynthesis pathways were discovered by com-
parative genomic analysis10,157-162 and experimentally char-
acterized by in-line probing assays.162-168 Representatives
of 13 known classes of riboswitches identified in prokaryotic
genomes are available within the Rfam database.169 RibEx,170

RegRNA,171 and Riboswitch finder172 Web tools were
designed to search any input sequence for the presence of
known regulatory RNA elements.

Discovery of new classes of RNA motifs and riboswitches
in orthologous UTRs of genes is an interesting computational
challenge. Comparison of UTRs between species resulted
in identification of many novel RNA motifs with extensive
sequence and secondary-structure conservation.173-176 Some
of these RNA motifs were experimentally validated (e.g.,
two novel S-adenosylmethioinine riboswitches, queuosine
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riboswitch).162,174-177 Since the target genes for several other
classes of new RNA motifs are mostly hypothetical, the
effector molecules and the mechanism of regulation for these
putative RNA regulatory elements remain unknown.

3. Reconstruction and Comparison of Regulatory
Networks That Control Central Metabolism in
Bacteria

During the past decade, the number of studies that use
integrative genomic approaches for the analysis of regulons
and metabolic pathways has substantially increased. Various
techniques of genome context analysis, including chromo-
somal gene clustering, protein fusions, and occurrence
profiles are extremely useful for metabolic reconstruction
and functional gene annotation (see ref 152 for a review).
In this section, the key principles and practical steps of
genomic-based reconstruction of regulatory networks in
bacteria are outlined. In the first part, single-microorganism
studies of TF regulons that combine both high-throughput
experimental approaches (such as expression profiling) and
the genomic identification of TFBSs are outlined. The second
part of this section summarizes comparative genomic studies
describing TFBSs identification and reconstruction of TF
regulons in complete microbial genomes. Finally, the last
part illustrates the power of the comparative analysis of
regulons for metabolic reconstruction and functional predic-
tions, including novel functional roles in metabolic pathways,
candidates for missing genes, and specificities of transporters.

3.1. Combining Experimental and Genomic Data
to Predict TFBS Motifs

DNA microarray technology detects changes in mRNA
levels under different conditions and is extensively used for
the analysis of transcriptional responses in bacteria.13 Expres-
sion profiling allows thousands of genes in the cell to be
studied simultaneously in a single experiment. By comparing
gene expression under different conditions or between
different genetic backgrounds (e.g., a gene knockout mutant
vs a wild-type strain), one can identify a set of genes with
the same pattern of expression, which could be potentially
controlled by the same TF. However, because of experi-
mental and biological variability, the interpretation of DNA
microarray data is often ambiguous.178 Technical imperfec-
tions of the method include random biological variations,
sample handling errors, and measuring errors. Furthermore,
covariation of expression level alone does not automatically
imply that the corresponding genes form a single regulon
(i.e., a set of genes directly controlled by a single TF). More
accurately, such genes may be considered as a part of a so-
called modulon (i.e., a set of genes either directly or indirectly
controlled by a certain regulatory system).

The combination of chromatine immunoprecipitation
(ChIP) and high-density microarrays, also known as the
ChIP-on-chip technique, has been widely exploited to
investigate interactions between eukaryotic proteins and their
DNA targetsin ViVo.179,180The method is based on capturing
of protein-DNA interactions by chemical cross-linking and
filtering them out using antibodies specific to the protein of
interest. The enriched DNA population is then labeled and
applied to DNA microarrays to detect enriched signals. In
bacteria, ChIP-on-chip was successfully used for whole-
genome identification TFBSs for global TFs, such as CtrA
in Caulobacter crescentus, Crp and Fnr inE. coli, and Spo0A

in B. subtilis.16-20 In comparison with the DNA microarray
appoach, ChIP-on-chip avoids complications due to genes
indirectly controlled by a TF or genes that are regulated by
multiple TFs. However, it also has an important limitation
due to its inability to detect all TF-DNA interactions, which
may be caused by inefficient cross-linking at some locations.
For example, ChIP-on-chip analysis of the Fnr regulon in
E. coli identified 63 binding target sites, including several
novel targets and missing many previously validated targets.17

The development of high-throughput experimental tech-
niques has allowed the generation of vast amounts of data
related to TRNs. These data combined with the information
on known TRN structures from databases and the literature
have opened the way for genome-scale reconstruction of
microbial TRNs.12 The matrix formalism was introduced to
represent a series of regulatory rules for the individual genes
of a TRN in a matrix form.181 In this form, the state of a
gene is represented as either transcribed or not transcribed
in response to regulatory signals. The matrix formalism
allows for the systematic characterization of functional states
of transcriptional regulatory systems and facilitates the
computation of the transcriptional state of the genome under
given environmental condition.181 The consistency between
known TRNs and gene-expression data inE. coli is influ-
enced by both the structural features of the network and the
functional classes of genes involved in TRNs.182

The increased availability of high-throughput data will
further improve the prospects of TRN reconstruction, and
additional data types can be used to resolve inconsistencies.
For instance, a large-scale mapping ofE. coli TRNs inferred
from a compendium of 445E. coli Affimetrix expression
arrays and 3216 knownE. coli regulatory interactions from
RegulonDB78 was performed by the context likelihood of
relatedness algorithm, allowing prediction of 1079 regulatory
interactions (with a 60% true positive rate), of which one-
third were in the previously known TRN and two-thirds were
novel predictions.183

Computational identification of TFBSs in the genomes,
combined with the gene expression data, improves the
determination of bacterial regulons and allows one to
distinguish between direct and indirect effects of a certain
TF on the gene regulation. Many specific regulons were
analyzed using high-throughput transcriptome comparisons
between wild-type and TF-knockout strains of a single
bacterial species and were supported by the genomic
identification of candidate binding sites for the respective
TFs. These include many global regulatory systems, such
as Crp, ArcA, NarL, Fnr, and Fur inE. coli;113,114,184,185CcpA,
Fnr, and TnrA inB. subtilis;115,117,186and Fur inShewanella
oneidensis187 andYersinia pestis,188 as well as some specific
regulons, such as the SOS response system LexA inB.
subtilis,189 the iron-responsive systems DtxR inCorynebac-
terium glutamicum,146,190and the system Irr inBradyrhizo-
bium japonicum.191

Comparison of gene expression between TF knockout
mutant and wild-type strains, subsequent selection of dif-
ferentially regulated genes, and comparative analysis of the
corresponding upstream gene regions help to accurately
predict candidate TFBSs. For example, analysis of the CodY
regulon inLactococcus lactisrevealed a novel overrepre-
sented motif in the upstream regions of genes derepressed
in the codY mutant strain. This motif was confirmed to
function as a high-affinity CodY-binding site using electro-
phoretic mobility shift and nuclease protection assays.192 In
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another example, theC. glutamicumsulfur metabolism
regulon McbR was analyzed by the same approach, resulting
in the identification and experimental verification of a
consensus McbR binding site.193 Whereas the DNA micro-
array detected 86 genes with enhanced transcription in the
mcbRmutant strain, the genomic analysis identified candidate
McbR-binding sites upstream of 22 genes and operons,
suggesting that the transcription of at least 45 genes involved
in the sulfur metabolism is directly controlled by the McbR
repressor. The remaining genes, which showed an enhanced
expression in themcbRmutant but which are not part of the
McbR regulon, are likely the subject of an indirect coregu-
lation.

Similar conclusions were obtained by comparing the ArcA
and Fnr modulons and regulons inE. coli that are involved
in global anaerobic respiration control.194 The data about
modulon composition were taken from two microarray
studies ofarcA and fnr mutants ofE. coli,195,196 whereas
regulons were predicted by TFBS search and comparison
betweenE. coli and related enterobacteria.194,197The Fnr and
ArcA modulons were defined as sets of genes with at least
a 2-fold change in expression and included 151 and 135
operons, respectively. However, in these groups ofE. coli
operons, candidate Fnr- and ArcA-binding sites were deter-
mined in the regulatory regions of 38 and 23 operons,
respectively. It was concluded that the Fnr-ArcA regulatory
cascade and additional regulatory systems significantly
expand the respiratory modulons in comparison with the
respective regulons.194

Another novel technique, which combinesin Vitro runoff
transcription with macroarray analysis (ROMA), was used
to analyze theσW regulon inB. subtilis.198 Comparison of
in ViVo transcriptional profiling, ROMA, and consensus
search approaches showed that these methods are comple-
mentary to each other and that each tends to miss some sites.
Maximal coverage in the definition of a bacterial regulon
was obtained by combining all three approaches. In a similar
study of theE. coli Crp regulon,35 the in ViVo and in Vitro
transcription profiling methods were combined with Crp-
binding site determination. Comparison of the ability of each
of these methods to identify known members of the Crp
regulon demonstrates that the site-search approach prevails
over in ViVo transcription profiling. The main reason of the
failure to identify many Crp-regulated genes using micro-
arrays is the complexity of the Crp regulon, where the Crp-
activated promoters are dependent on the presence of
additional regulators in response to a specific substrate.

In contrast toE. coli andB. subtilis, specific regulatory
mutants are rarely available for many other species. Never-
theless, the combination of both hierarchical clustering of
microarray data under different conditions and TFBS-finding
approaches is an efficient approach for describing novel
regulons. Mao et al.199 investigated the photosynthetic
regulons PrrA and PpsR and the anaerobic regulon FnrL in
Rhodobacter sphaeroidesby detection of genes that share
similar expression patterns under photosynthetic and/or
anaerobic conditions and by identification of possible TFBS
motifs that may be involved in their coregulation. This
approach allowed the authors to find and improve FnrL- and
PpsR-binding motifs and to predict a candidate TFBS motif
for the photosynthetic response regulator PrrA.

Finally, integration ofin silico genomic approaches with
in Vitro and in ViVo experimental methods helps identify
novel regulatory systems in poorly characterized microorgan-

isms. For instance, transcriptional regulation of the glycolytic
genes in the hyperthermophilic archaeaPyrococcusand
Thermococcuswas elucidated by experimental determination
of the transcription initiation sites and computational com-
parison of the promoter regions.200 This analysis of thermo-
coccal archaea revealed a potential TFBS motif within 20
glycolytic promoters and a candidate regulator from the
TrmB family, which is likely involved in recognition of this
DNA motif. Only a limited number of regulons have been
characterized experimentally in Archaea.201 The above-
described and otherin silico genomic studies103 demonstrated
an importance of the genomic approaches for analysis of
archaeal regulons.

3.2. Comparative Genomic Reconstruction of
Regulatory and Metabolic Networks

A general strategy to analyze known regulons consists of
the following steps: (i) search for orthologous TFs to reveal
phylogenetic distribution of the regulon, (ii) obtain binding-
site models from known sites in a model genome(s), (iii)
obtain sets of orthologous upstream gene sequences from
genomes at the appropriate phylogenetic distance, (iv) apply
pattern recognition programs, (v) construct PWMs and search
for additional sites in the genomes of interest, and (vi)
perform consistency check or cross-species comparison of
the predicted members of the regulon (see Figure 5A). The
last step schematically represented in Figure 4A is very
important for the comparative approach, which is based on
the assumption that regulatory events tend to be conserved
in closely related species with orthologous regulators. Thus,
conservation of a candidate regulatory site upstream of
orthologous genes in a group of genomes is used to eliminate
false-positive site predictions. The consistency-check stage
requires special attention to the selection of a group of
genomes for comparison and to a threshold for the TFBS
search. Also, to account for possible differences in the operon
structures of orthologous genes, it needs an accurate operon
prediction for the candidate regulon members.

Depending on the availability of experimental data, the
training set for signal identification may be obtained in
different ways. In the simplest situation, the training set is
composed of experimentally known TFBSs that have been
defined in model species, such asE. coli or B. subtilis
(strategy Ia). In the absence of such knowledge, the training
set may be composed of candidate regulatory regions of
genes that are known to be controlled by a given TF in model
species (strategy Ib). The accuracy of thede noVo identifica-
tion of a regulatory signal depends on the number of se-
quences in the training set and may be improved by inclusion
of orthologous upstream regions from related species.

To identify novel regulons in the absence of any experi-
mental data about regulation of specific genes, two alternative
comparative genomic strategies could be used (see Figure
5B). The subsystem-oriented approach (strategy IIa) is based
on the assumption that the genes from the same metabolic
pathway may be coregulated by one TF. This approach starts
with the identification of a set of functionally linked genes
within the taxonomic group of interest (e.g., genes from the
same metabolic pathway). First, all possible operons includ-
ing the genes of interest are defined and the corresponding
upstream UTRs are collected. Then, the collection of
candidate regulatory regions is used by signal-recognition
programs to predict a common DNA pattern allowing a
limited number of input sequences to be excluded from the
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pattern. In the next step, the genomes of interest are scanned
with the constructed DNA pattern to reveal the distribution
of similar sites, which are verified by the consistency-check
procedure.

An alternative approach for discovery of novel regulons
is based on the phylogenetic footprinting method (strategy
IIb). Orthologous upstream UTRs of a gene of interest are
collected from a group of closely related genomes and used
to construct a multiple alignment. The group of genomes is
selected based on the presence of orthologous target genes
and on the extent of conservation of UTRs. In an ideal case,
the multiple sequence alignments contain several highly
conserved regions that are broken by relatively unconserved
regions. These islands of conservation in UTRs are obvious
candidates to serve as promoters orcis-regulatory sites. Since
most prokaryotic TFs bind DNA as homodimers recognizing
symmetrical sites, the analyzed conserved regions might be
inspected for the presence of either inverted or direct repeats
with allowable mismatches. Candidate TFBS regions are used
to construct search profiles. In the next stage, these TFBS
regions are verified by genome-wide searches for similar sites
in intergenic regions of analyzed species. The combination
of the phylogenetic footprinting approach with clustering of

predicted TFBSs can help to identify novel regulons. For
example, the fatty acid biosynthesis regulon FabR inE. coli
was first identified by this combinedin silico approach139

and then experimentally validated.141 Finally, a novel pre-
dicted TFBS motif could be connected to a specific TF using
positional genomic evidence, phylogenetic co-occurrence
profiles, and binding specificity constraints (see section 2.6).

The above strategies of identification of TFBSs were
successfully applied to analyze many regulons involved in
the central metabolism of sugars, amino acids, nucleotides,
metals, and cofactors as well as important regulons control-
ling respiration, nitrogen metabolism, and stress response
(Table 4). The combination of metabolic maps and regulatory
networks shows many species- and taxon-specific differences
in the structure of metabolic pathways and regulons in
bacteria. Several representative examples that illustrate the
power of these comparative genomic approaches for discov-
ery and characterization of microbial regulons are outlined
in Table 5 and are briefly discussed below.

3.2.1. N-Acetylglucosamine and Chitin Utilization
The NagC regulon forN-acetylglucosamine and chitin

utilization was initially characterized inE. coli202 and further

Figure 5. Schematic representation of two strategies for comparative genomic reconstruction of regulons. (A) Strategy I for analysis of
known regulons with experimentally determined TFs. Known TFBSs are collected to construct a PWM, which is used to scan the genomes
for additional sites. If the TFBS model is unknown, the set of upstream regions of known TF-regulated genes and their orthologs in other
genomes is collected and used as an input for TFBS pattern recognition programs and a PWM construction. (B) Strategy II for discovery
of novel regulons operating by previously unknown TFs. In the subsystem-oriented approach, the training set for the TFBS recognition
program includes upstream regions of genes from the same metabolic pathway in the defined taxonomic group of bacteria. Phylogenetic
footprinting identifies highly conserved regions in multiple alignments of upstream gene regions across the closely related species that are
used to construct a PWM to search for additional TFBSs in the genomes.
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identified by comparative genomics in other species from
two taxonomic groups, the Enterobacteriales and Vibrion-
ales.203 The NagC-binding motif was constructed using
upstream regions of known NagC-controlled genes inE. coli
and their orthologs in related genomes. Scanning of the
nagC-containing genomes using the constructed motif identi-
fied additional candidate NagC-regulated genes that are
involved in the degradation and uptake of chitin and its
N-acetylglucosamine derivatives. InVibrio cholerae, the
predicted NagC regulon was in agreement with microarray

data on the induction of gene expression byN-acetylglu-
cosamine.204

In contrast to Enterobacteriales and Vibrionales, many
species from other taxonomic groups contain genes for
N-acetylglucosamine utilization but lack orthologs of NagC.
Analysis of conservednag gene clusters in other groups of
proteobacteria (Altermonadales, Pseudomonadales, Xanth-
omonadales,â- andR-proteobacteria) identified two previ-
ously uncharacterized regulators from the LacI and GntR
protein families. These two TFs, called respectively NagR

Table 4. Transcription Factors and Regulons Analyzed by Comparative Genomics Methods

regulated metabolic pathway regulonm phylogenetic distributionn strategyo

Sugar Utilization Pathways
pectin119, 206 KdgR γ (Ent, Vib) Ia
chitin203 NagC γ (Ent, Vib) Ia

NagR* γ (Alt, Xan) IIa
NagQ* γ (Pse),â, R IIa

glucuronate119 UxuR γ (Ent, Pas) Ib
gluconate119 GntR γ (Ent, Vib) Ib
arabinose120,121 AraC, AraR γ (Ent), BCl Ia
xylose120,121 XylR γ (Ent, Pas), BCl Ib
ribose120,121 RbsR γ, BCl Ib
rhamnosea RhaS, R1*, R2*, R3* γ, R, BCl, Act Ia, IIa
glycerolb GlpR γ (Ent, Vib, Pse) Ib

Metal Homeostasis
iron123,240,241,c Fur γ (Ent, Vib, Pse),δ, R Ia, Ib

Irr, RirA R Ib
IdeR Act Ia

zinc124 Zur γ (Ent, Vib), R Ib
manganese240 Mur, MntR R Ib
nickel234, 241 NikR γ, â, R, δ, ε, BCl, Arc Ia, Ib
molybdenum241,d ModE γ, δ, CFB, Arc Ia
heavy metal resistance260 CueR, CadR, HmrR, PbrR γ, â, R, BCl Ia

Cofactors and Amino Acid Metabolism
NAD69,e NadR γ (Ent) Ia

YrxA BCl IIa
NadQ* γ, â IIa
NrtR** Cya, Act IIa

biotin70,208,a BirA γ, â, ε, BCl, Arc Ia, Ib
BioR* R IIa
BioQ* Act IIa

aromatic amino acids125,129 TyrR, TrpR γ (Ent, Vib, Pas) Ia
arginine9,129 ArgR γ, BCl, TM Ia

Nitrogen Metabolism
nitrogen assimilation127,f,g NtcA Cya Ia

TnrA, GlnR BCl Ia
NtrC γ (Ent, Vib, Pse),R Ia

nitrogen fixation103,215,g NifA R Ia
NrpR Arc IIa

denitrification216 Dnr, NnrR γ, â, R Ib
nitrogen oxides respiration126 NarP γ (Ent, Pas, Vib) Ib
nitrogen oxides detoxification216 NsrR γ, â, R, BCl, Act IIb

HcpR* δ, BCl, CFB, Cya, TM IIb
NorR γ, â Ib

Other Metabolic Pathways
heat shock122 HrcA, σ32 γ, â, ε Ia
DNA damage (SOS system)h,i LexA γ, â, R, Cya, BCl Ia
ribonucleotides metabolism147,148 NrdR** bacteria IIa, IIb
purine biosynthesis129,j PurR γ (Ent, Vib, Pas) Ia
anaerobic respiration197 Fnr γ (Ent, Vib, Pas) Ia
global catabolic regulation27 Crp γ (Ent, Vib, Pas) Ia
fatty acid biosynthesis132 FabR** γ (Ent) IIb
phosphate metabolismk PhoB γ, R Ia
sporulationl Spo0A BCl Ib

a Analyzed in this study regulons.b Reference 277.c Reference 278.d Reference 279.e D.A.R., manuscript in preparation.f Reference 280.g D.A.R.
and Natalia Doroshchuk, unpublished observation.h Reference 281.i Reference 282.j Reference 283.k Reference 284.l Reference 285.m Novel
regulons tentatively predicted by comparative genome analysis and those of them that were experimentally confirmed are marked by one and two
asterisks, respectively.n Abbreviations of taxonomic groups of microorganisms:R, â, γ, δ, andε correspond toR-, â-, γ-, δ-, andε-proteobacteria;
Ent, Enterobacteriales; Vib, Vibrionales; Alt, Altermonadales; Xan, Xanthomonadales; Pse, Pseudomonadales; Pas, Pasteurellales; BCl,Bacillus/
Clostridiumgroup; Act, Actinobacteria; Arc, Archaea; CFB,Chlorobium/Bacteroidesgroup; Cya, Cyanobacteria; TM, Thermotogales.o Strategies
for regulon analysis are described in Figure 5.
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and NagQ, were tentatively predicted to control thenaggenes
in a subset of species based on positional genomic evidence
and phylogenetic co-occurrence profiles.203 For each group
of species containing one of these TFs, a conserved DNA
binding motif was identified in the training set of poten-

tially coregulated genes from the chitin andN-acetylglu-
cosamine pathways. The constructed recognition profiles
were then used to scan against a subset of genomes of
proteobacteria having a respective Nag regulator and to
identify additional conserved regulon members. The results

Table 5. Binding Motif Details for Microbial TFs Analyzed by Comparative Genomics

a Sequence logos were generated by the WebLogo tool (http://weblogo.berkeley.edu).
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of this study suggested that at least three nonorthologous
types of TFs control expression of theN-acetylglucosamine
and chitin utilization genes in various groups of proteobac-
teria (Table 5).

3.2.2. Sugar Acids Utilization

E. coli is capable of using various sugar acids (e.g.,
gluconate, hexuronates) as a source of carbon and energy.
The respective sugar acid catabolic pathways converge to
the common Entner-Doudoroff glycolytic pathway and are
controlled by three different sugar acid-responsive TFs,
GntR, UxuR, and KdgR. Comparative analysis of these sugar
acid regulons inγ-proteobacteria predicted novel regulons
members and TFBS motifs.119 Combination of metabolic
maps with regulatory networks showed the differences in
the structure of the sugar acid catabolic pathways and
regulons in different species.

The E. coli gluconate repressor GntR controls operons
involved in the gluconate catabolism (gntT, gntKU) and the
Entner-Doudoroff pathway (edd-eda). A GntR-binding site
search profile was constructed by application of the signal
detection procedure SignalX to the training set of upstream
regions of the GntR-regulated genes and their orthologs in
enterobacteria.119 The GntR consensus site obtained by this
procedure coincides with the experimentally mapped GntR
sites atgntT(Table 5). Reconstruction of the GntR regulons
by a genomic search with the GntR motif profile revealed
some differences in the regulon content of variousγ-pro-
teobacteria. For instance, the GntR regulon inYersinia pestis
consists of onlygntK andgntU genes, whereaseddandeda
are in different operons that have no candidate GntR sites.
In many cases, the candidate GntR sites occur in pairs,
suggesting possible cooperative interactions of GntR dimer
pairs.

The UxuR repressor inE. coli regulates the glucuronate
utilization genes, but its DNA binding site was unknown.
Using of signal-detection procedure and a sample of upstream
regions of UxuR-regulated genes and their orthologs, a
candidate UxuR-binding motif was identified and used to
locate additional UxuR target genes (e.g.,gntP) in the
genomes of enterobacteria.119 These comparative genomic
predictions were later confirmed in experiments where the
UxuR repressor was proved to bind its candidate operator
sites inE. coli and control the expression ofgntP in response
to fructuronate concentrations.205

Utilization of pectin and its derivatives, oligogalacturonates
and 2-keto-3-deoxygluconate (KDG), is controlled by the
KDG-responsive repressor KdgR. All previously character-
ized KdgR-binding sites in the plant pathogenErwinia
chrysanthemiwere collected from the literature and used to
construct a search profile.119,206Comparative genomic analy-
sis of the KdgR regulon in other enterobacteria andVibrio
species helped identify many new KdgR-regulated genes.
For example, the predicted oligogalacturonide transporter
OgtABCD119 was confirmed in an independent study to have
the proposed function (renamed TogMNAB) and to be
regulated by KdgR inE. chrysanthemi.207 Regulation of most
other regulon members predicted inE. chrysanthemiwas
experimentally validated usingin ViVo transcriptional fusions,
and for the first time a new phenomenon of positive
regulation by KdgR was described.206 Complete reconstruc-
tion of the KdgR regulons in variousγ-proteobacteria yielded
a metabolic map reflecting a globally conserved pathway
for the catabolism of pectin and its derivatives, but with

significant variability in transport and enzymatic capabilities
among species.206

3.2.3. Biotin Metabolism

Biotin is an obligate cofactor of numerous biotin-depend-
ent carboxylases in a variety of microorganisms. The strict
control of biotin biosynthesis inE. coli is mediated by the
bifunctional BirA protein, which acts both as a biotin-protein
ligase and as a transcriptional repressor of thebio operon.
A comparative genomic approach was used to reconstruct
the biotin biosynthesis pathways and regulatory networks in
a wide range of prokaryotic organisms.70 AlthoughbirA is a
widely distributed gene, only a fraction of BirA orthologs
possess the N-terminal DNA-binding domain with the HTH
motif (D-b-BirA). Based on phylogenetic analysis of DNA-
binding domains, all D-b-BirA proteins were divided into
two major groups, proteobacterial and nonproteobacterial.
Accordingly, two partially similar recognition profiles for
the BirA binding sites were constructed using the sets of
upstream regions of thebio genes from various genomes
(Table 5). The constructed profiles successfully detected new
candidate members of the biotin regulon bacteria that contain
D-b-BirA. In particular, the previously uncharacterized
hypothetical transmembrane protein BioY was predicted to
encode a transporter for biotin. Additional scanning of
microbial genomes showed that the occurrence of potential
BirA-binding sites upstream of biotin-related genes coincides
with the presence of D-b-BirA in a genome.70

BirA represents a rare example of a TF in which the
binding signal is conserved in various bacteria and archaea.
However, the mode(s) of biotin-dependent regulation in the
bacteria that lack D-b-BirA is still not known. This gap in
our knowledge was partially filled by comparative genomic
analysis using strategy IIa, which allowed us to identify a
novel GntR-type TF for thebio genes (named BioR) and its
binding signal in 8 out of 19 species ofR-proteobacteria.208

Here, I report, for the first time, the application of a similar
approach (strategy IIa) to a set of the biotion biosynthesis
and transportbio genes in Actinobacteria, another lineage
that lacks D-b-BirA. In 11 out of 27 genomes of actinobac-
teria, there is a novel palindromic DNA motif associated with
thebio genes (Figure 6). In many cases, these novel candidate
sites occur in tandem, suggesting cooperative binding of an
unknown TF to DNA. A candidate regulatory gene that
encodes a TetR-type TF (named BioQ) is colocalized with
the biotin synthase genebioB in five genomes (Nocardia,
RhodococcuandPropionibacteriumand twoMycobacteria
species) and with the biotin transport operonbioYMNin two
genomes (LeifsoniaandClaVibacter species). Orthologs of
the bioQ gene are also present in fourCorynebacterium
species but not in other actinobacteria. InCorynebacterium
species, thebioQ and bio genes are not clustered on the
chromosome. The phyletic distribution and genomic localiza-
tion of novel candidate TFBS motifs andbioQgenes strongly
suggest that BioQ mediates the biotin-dependent transcrip-
tional regulation of thebio genes in the 11 species of
actinobacteria. However, the mode of control ofbio genes
in other actinobacteria (includingStreptomycesand patho-
genicMycobacteriumspecies) is yet unknown.

These observations demonstrate that the biotin metabolism
in bacteria is regulated by at least three distinct systems,
including the bifunctional enzyme/repressor D-b-BirA, and
two specialized TFs from the GntR and TetR protein families,
BioR and BioQ (Table 5).
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3.2.4. Nitrogen Metabolism

Expression of nitrogen assimilation genes in bacteria is
under the control of many regulatory systems, including the
RpoN sigma factor and a set of lineage-specific TFs. In
proteobacteria, this metabolic pathway is regulated by the
two-component Ntr system, whose response regulator be-
longs to the Fis family of TFs.209 Regulators from different
protein families mediate the control of nitrogen assimilation
genes in other bacterial lineages: MerR-type regulators TnrA
and GlnR in theBacillus/Clostridiumgroup,210 the Fnr-type
regulator NtcA in cyanobacteria,211 and the TetR-type
regulator AmtR in actinobacteria.212 These and other regulons
were analyzed by various comparative genomic techniques.

The NtcA regulon in cyanobacteria was analyzed using
the comparative genomic algorithm that combines informa-
tion about cooccurrence of candidate NtcA and sigma-factor
binding sites and the presence of similar motifs in the
regulatory regions of orthologous genes in other related
genomes.213 Using the phylogenetic footprinting approach,
the authors were able to predict new members of the NtcA
regulons in the genomes of nine cyanobacteria. In addition
to multiple nitrogen assimilation genes, high-scoring NtcA
sites were found for many genes involved in the various
stages of the photosynthesis process, suggesting tight coor-
dination of these metabolic processes in cyanobacteria.213

Comparative analysis of the homologous TnrA and GlnR
regulons in theBacillus/Clostridiumgroup revealed their
significant plasticity in different bacteria.127 The TnrA and
GlnR orthologs were distinguished using the constructed
phylogenetic tree for the MerR family of transcription factors.
Streptococcus, Listeria, and Staphylococcusspecies lack

TnrA but have the highly conserved GlnR regulon, which
mainly contains genes of glutamine transport and utilization.
In Bacillusspecies, the duplicated regulators TnrA and GlnR
control many genes for utilization of glutamine and other
nitrogen-containing compounds.

Genes involved in nitrogen fixation are under control of
theσN-dependent transcriptional activator NifA in bacteria,214

whereas, in the nitrogen-fixing species of archaea, these
genes are regulated by the transcriptional repressor NrpR,
which represents a new family of regulators unique to the
euryarchaeota.215 Accordingly, these two different regulatory
systems operate by different binding motifs (Table 5). The
NifA regulon in R-proteobacteria was analyzed in conjunc-
tion with identification of RpoN (σ54) binding sites using
the training sets of experimentally characterized sites of both
factors (Natalia A. Doroshchuk and D.A.R., unpublished
observation). Simultaneous comparative analysis of upstream
NifA binding sites and downstreamσ54-dependent promoters
decreases the rate of false-positive site predictions, allowing
for more-accurate reconstruction of the nitrogen fixation
regulons in the sequenced genomes ofR-proteobacteria.
Finally, the archaeal nitrogen fixation regulon NrpR was
analyzed using the consistency-check approach and the
training set of nitrogen fixation genes.103

Two dissimilatory processes in the bacterial inorganic
nitrogen cycle, denitrification and detoxification of nitrogen
oxides, are controlled by an evolutionary variable transcrip-
tional network that involves the Fnr-like transcription factors
HcpR, Dnr, and NnrR; the two-component systems NarXL
and NarPQ; the nitric oxide-responsiveσ54-dependent activa-
tor NorR, and the nitrite-sensitive repressor NsrR.126,216

Comparative reconstruction of the nitrogen oxides regulatory

Figure 6. Novel biotin regulon BioQ in actinobacteria tentatively predicted by strategy IIa. (A) Chromosomal clusters of biotin synthesis
and transport genes (shown by arrows) and localization of candidate BioQ-binding sites (red circles). Homologous genes are marked by
matching colors. (B) Biotin biosynthesis and uptake pathway. (C) Consensus sequence logo for the predicted BioQ-binding sites.
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network has revealed multiple interconnections between the
regulons, conservation of some regulatory interactions, and
changing of other regulatory interactions, as well as exten-
sions, reductions, or even loss of some regulons.216 For
instance, the nitrogen oxides detoxification geneshcp and
hmp are regulated by various TFs (NsrR, NorR, Dnr, and
HcpR) in various bacterial species.

3.2.5. NAD Metabolism

Transcriptional regulation of NAD biosynthesis genes has
been extensively studied in enterobacteria, where at high
NAD levels the multifunctional protein NadR represses the
de noVo NAD synthesis and salvage genes.217 In addition to
the N-terminal DNA-binding domain, NadR has two enzy-
matic domains involved in the salvage of nicotinamide
riboside.218 The application of the comparative genomic
approach to the analysis of the NadR regulon in the
enterobacteriales revealed similar patterns of NadR binding
sites in this lineage and predicted the autoregulation of the
nadR gene.69 In contrast to enterobacteria, an N-terminal
DNA-binding domain of NadR is absent in other bacterial
lineages and the mechanism of regulation of the NAD
metabolism in these species is unclear. Different taxonomic
groups of bacteria may have a variety of regulatory strategies
for control of the same pathway. Application of the signal-
detection procedure and the subsystem-oriented strategy IIa
of comparative genomics allowed us to identify and recon-
struct three other novel NAD regulons in different bacterial
lineages (D.A.R., Nadia Raffaelli, and Andrei Osterman,
unpublished observations).

A different nicotinate-responsive transcriptional repressor
encoded by theyrxA gene was later identified inBacillus
subtilis, where it controls the NAD biosynthesis operon;
however, its DNA-binding site was unknown.219 We applied
the comparative approach to the genomes of other firmicutes
that haveyrxA orthologs and identified a conserved palin-
dromic motif in upstream regions of NAD biosynthesis and
salvage operons from theBacillus/Clostridiumgroup (Table
5). Based on co-occurrence and colocalization withyrxA
genes in the genomes, this novel DNA motif was tentatively
attributed to the YrxA-like NAD regulator. A search for
additional YrxA sites, complemented by genome context
analysis and cross-species comparisons, led to identification
of new candidate members of the YrxA regulon, in particular,
different types of candidate transporters for NAD metabolic
precursors (D.A.R. and Andrei Osterman, manuscript in
preparation).

Comparative analysis of potential regulatory regions of
NAD biosynthesis operons inR- and â-proteobacteria
revealed a conserved DNA motif (Table 5) and a connected
hypothetical TF, named NadQ, which is encoded by an
adjacent gene immediately upstream of thenad operon
(D.A.R., unpublished observation). Similar analysis of the
NAD metabolic genes in the genomes of cyanobacteria and
actinobacteria identified another DNA motif and a hypotheti-
cal TF, named NrtR, which is encoded in close proximity to
the NAD biosynthesis and salvage genes and has this
candidate motif upstream. Although the predicted NAD
regulators NrtR and NadQ belong to different protein
families, they share similar HTH domains on their C-terminal
parts. The candidate binding sites for NadQ and NrtR have
some resemblance to each other, consistent with the similarity
of their DNA-binding domains. Recently, the novel predicted
NAD regulator NrtR was purified fromSynechocystissp.

and confirmed in electrophoretic mobility shift assays to bind
specifically the candidate NrtR sites upstream of thenadE,
nadMV, and nadA genes (Nadia Raffaelli and D.A.R.,
manuscript in preparation).

Apart from these taxonomic groups, the mode of regulation
of NAD metabolism in other prokaryotic lineages remains
unclear and requires further study.

3.3. Analysis of Regulons to Support Metabolic
Reconstruction and Functional Predictions

Comparative analysis of regulons based on the identifica-
tion and cross-genome comparison of shared regulatory sites
(e.g., TFBSs, RNA regulatory elements) is an important
technique for functional annotation of hypothetical genes. It
predicts coregulation of a set of genes, providing evidence
that these genes may be functionally coupled. First, the
identification of novel members of metabolic regulons helps
to locate candidates for so-called missing genes in metabolic
pathways, attempting to connect known functional roles to
genes that have not yet been characterized.152 On the other
hand, the metabolic regulon reconstruction allows one to
identify novel metabolic enzymes and to predict novel
enzymatic reactions that were not known before. Finally, the
analysis of bacterial regulons promotes substantial progress
in functional annotation of hypothetical transporter genes that
could be tentatively attributed to the regulated metabolic
pathway (D.A.R. and Mikhail Gelfand, in preparation).

Integration of the comparative genomic analysis of mi-
crobial regulons with traditional approaches of genome
context analysis is an efficient method for functional gene
annotation and metabolic pathway reconstruction. The tra-
ditional approaches of genome context analysis largely fall
into one of the following three categories:152

(1) Clustering of genes on the chromosome (or gene
neighborhood) approaches are based on the known tendency
that proteins, whose corresponding genes are located “close”
to each other in multiple genomes, are expected to be
“functionally coupled” and form the same metabolic path-
way.220,221

(2) Gene fusion-based approaches attempt to discover pairs
or sets of genes in one genome that are merged to form a
single gene in another genome, providing further evidence
of potential functional coupling.222,223

(3) The phylogenetic profiling approach is based on the
assumption that functionally associated proteins are expected
to have very similar occurrence profiles across various
organisms.224

Several examples below illustrate how the comparative
analysis of regulons helps in metabolic recontruction and,
in particular, how useful is it to predict novel functional roles,
missing genes, and transporters in microbial metabolic
pathways.

3.3.1. L-Rhamnose Utilization
The first example, presented here for the first time,

describes in detail the general strategy for reconstruction of
a metabolic pathway and associated regulatory mechanisms.
To reconstruct theL-rhamnose utilization system in bacteria,
we used a subsystem-based approach combining a number
of comparative genomic techniques as implemented in the
SEED platform.203,225,226The utilization ofL-rhamnose inE.
coli is catalyzed viaL-rhamnose mutarotase (RhaM),L-
rhamnose isomerase (RhaA),L-rhamnulose kinase (RhaB),
andL-rhamnulose-1-phosphate aldolase (RhaD). The detailed
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results of this analysis are captured in the SEED subsystem
available online (http://theseed.uchicago.edu/FIG/subsys.cgi)
and in Figure 7.

The transcriptional activator RhaS inE. coli belongs to
the AraC family and controls theL-rhamnose transporterrhaT
and the catabolic operonrhaBADM.227,228Orthologs ofrhaS
and theseL-rhamnose catabolic genes are present in some
otherγ-proteobacterial genomes. The analysis of upstream
regions of rha genes in this taxonomic group results in
construction of the RhaS search profile and identification of
additional RhaS targets (Figure 7). For example,Salmonella
typhimuriumandErwinia carotoVora are predicted to possess
a RhaS-regulated hypothetical transport system (named
rhiABC), which is similar to the C4-dicarboxylate transport
system Dcu. Candidate RhaS regulons in twoErwinia species
and Klebsiella pneumoniaealso include therhiT-rhiN
operons involved in the uptake and catabolism of rhamno-
galacturonides,L-rhamnose-containing oligosaccharides.229

Based on the gene-occurrence pattern and candidate coregu-
lation, RhiABC is tentatively predicted to encode an alterna-
tive transporter for rhamnogalacturonides, which replaces
RhiT in S. typhimurium.

The RhaS regulon inγ-proteobacteria is also predicted to
include various genes that are likely involved in utilization
of L-lactaldehyde, a final product of theL-rhamnose catabo-
lism. The rhamnose operons inK. pneumoniaeand S.
typhimurium include an additional gene (namedrhaZ)
encoding the hypothetical iron-containing alcohol dehydro-
genase (PF00465 protein family in PFAM57). E. carotoVora
has a single RhaS-regulated genealdA encoding alcohol
dehydrogenase from another protein family (PF00171). In
contrast, the RhaS regulons inErwinia chrysanthemiand
Mannheimia succiniproducensinclude the lactaldehyde re-
ductasefucO, whereasaldA andrhaZ are absent from their
genomes. These observations suggest thatγ-proteobacteria
use three different enzymes and two different pathways for
the final stage of theL-rhamnose pathway.

Analysis of other taxonomic groups outside theγ-proteo-
bacteria tentatively identifies previously uncharacterized
members of the LacI, DeoR, and AraC families as alternative
transcriptional regulators of theL-rhamnose pathway (Figure
7). In actinobacteria, a LacI-type regulator (named here R2)
is identified in a chromosomal cluster with therha genes.
The predicted palindromic R2-binding signal is characteristic
of DNA-binding sites of LacI family regulators. Two TFs
from the DeoR family (R3 and R3′, 28% similar to each
other) are inferred based on chromosomal clustering with
rha genes in the Bacillaceae andR-proteobacteria groups,
respectively. The deduced binding motifs consist of two or
three imperfect direct repeats (AACAAAA for R3 and
TGATTGA for R3′) separated by three base pairs. Finally,
another potential regulator from the AraC family with a very
weak similarity to RhaS (named R1) is identified in some
species from theBacillus/Clostridiumgroup. Thus, at least
five nonorthologous types of TFs appear to regulate the
L-rhamnose utilization genes in bacteria.

In addition to TFs, a high level of variation is also observed
for the components of transport machinery. TheL-rhamnose-
specific transporter RhaT is a conserved member ofrha
operons and RhaS regulons inγ-proteobacteria. An alterna-
tive system ofL-rhamnose transport via a committed ABC
cassette (named RhaFGHJ) is predicted to substitute RhaT
in R-proteobacteria andStreptomycesspp., whereasK.
pneumoniaehas both of them encoded in therha gene

cluster. Another novel transporter forL-rhamnose (named
RhaY) is tentatively identified in actinobacteria and in the
Bacillus/Clostridiumgroup (Figure 7). RhaY has no similar-
ity to RhaT and belongs to the PF00083 family of sugar
transporters from the MFS superfamily.

The reconstruction of bacterialL-rhamnose utilization
pathways reveals that all but one enzymatic pathway
component occur in many alternative forms, with the
L-rhamnulose kinase RhaB being the only invariant compo-
nent of the pathway. A nonorthologous isomerase (named
RhaI) is inferred by the genome context analysis in actino-
bacteria,R-proteobacteria, andB. licheniformis. Instead of
the canonical form of aldolase (RhaD), therha clusters in
actinobacteria, bacilli, andR-proteobacteria contain a chi-
meric gene (e.g.,yuxGin B. subtilis), which encodes a two-
domain protein with an N-terminal class II aldolase domain
and a C-terminal short chain dehydrogenase domain (named
RhaE and RhaW, respectively). The phylogenetic occurrence
profile suggests that RhaW may encode the missingL-
lactaldehyde dehydrogenase. Thus, this bifunctional protein
is tentatively predicted to catalyze two final reactions in the
L-rhamnose utilization pathway.

3.3.2. Other Catabolic Pathways

A similar approach was applied for the comparative
genomic analysis of other sugar catabolic pathways in
bacteria.119-121,203,206In the N-acetylglucosamine utilization
subsystem, a similarly high level of variations and non-
orthologous gene displacements was observed for specific
TFs and transport systems. Most notably, the PTS-mediated
transport ofN-acetylglucosamine in enterobacteriales and
vibrionales appears to be functionally replaced by a specific
MFS-type permease in altermonadales and xanthomonadales
or an ABC cassette inR-proteobacteria in conjunction with
a novel bacterialN-acetylglucosamine kinase enzyme. In
addition to that, two nonorthologous versions of theN-acetyl-
glucosamine-6-phosphate deaminase NagB were found and
experimentally verified.203

Analysis of the arabinose utilization subsystem identified
a novel nonorthologous variant ofL-ribulokinase in a number
of Gram-positive bacteria.121 Reconstruction of the xylose
regulon XylR in enterobacteriales resulted in identification
of operons comprising putative transporters and hydrolases
for utilization of xylose oligosaccharides.120 Analysis of the
KdgR regulon revealed several novel transport systems and
enzymes (e.g., sugar isomerase SpiX) involved in the
utilization of products of pectin degradation, such as galac-
turonate, glucuronate, and KDG.119,206

The comparative analysis of the fatty acid degradation
regulon FadR revealed new members of this regulon in the
E. coli genome (fadIJ, formerlyb2342-41) and demonstrated
that the candidate FadR-regulated geneyafHencoding acyl-
CoA dehydrogenase is identical to the genefadEpreviously
identified by genetic techniques.230 The identity ofyafHand
fadE in E. coli was then experimentally confirmed by
targeted gene disruption, and the FadR-dependent regulation
of its transcription was further confirmed.231

3.3.3. Biosynthesis of Coenzyme B12

Biosynthesis of adenosylcobalamin (coenzyme B12) re-
quires about 25 enzymes encoded bycbi andcobgenes that
catalyze thede noVo synthesis of a tetrapyrrole-derived corrin
ring, insertion of a cobalt ion, adenosylation and attachment
of an aminopropanol arm to the corrin ring, and assembly
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Figure 7. Reconstruction of theL-rhamnose utilization system in bacteria. (A) Occurrence and features of genes involved inL-rhamnose
utilization. Species in several taxonomic groups of bacteria are shown as rows. The presence of genes for the respective functional roles
(columns) is shown by capital letters corresponding to the four identified rhamnose regulons: S, RhaS regulon (as inE. coli); R1, R2, R3,
and R3′ correspond to the novel regulons of the same names. Other genes that were not identified within the above rhamnose regulons are
marked by “U”. Genes clustered on the chromosome (operons) are outlined by matching background colors. Tentatively predicted functional
roles are marked by asterisks. Functional roles corresponding to the predicted bifunctional enzymes RhaE-RhaW are underlined. The four
Rhizobiaceae genomes that have the same set of genes and genome context areMesorhizobium loti(ML), Agrobacterium tumefaciens
(AT), Rhizobium leguminosarum(RL), and Sinorhizobium meliloti(SM). (B) The reconstructedL-rhamnose utilization pathway. (C)
Chromosomal clusters ofL-rhamnose utilization genes (arrows) and localization of candidate binding sites (circles) for rhamnose-specific
TFs. The genes corresponding to the rhamnose-specific regulators RhaS, RhaR, R1, R2, and R3 are shown by black arrows with S, R, R1,
R2, and R3 letters, respectively. Other homologous genes are marked by matching colors. (D) Consensus sequence logos for predicted
binding sites of rhamnose-specific TFs. The corresponding TF protein family name is given in parentheses.
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of the nucleotide loop that bridges the lower ligand di-
methybenzimidazole and the corrin ring.232 Mostcbi andcob
genes in bacteria are organized in extended operons and
controlled by B12 riboswitch elements, conserved mRNA
leader sequences that directly bind an effector molecule,
adenosylcobalamin.159,165 The genomic identification and
comparative analysis of B12 riboswitches combined with
other genome context techniques identified a large number
of new candidate B12-regulated genes with tentatively as-
signed functional roles in the B12 biosynthesis pathway.233

For example, nine different types of candidate cobalt
transporters were identified within the bacterial B12 regulons
in different lineages, emphasizing the importance of cobalt
uptake for thede noVo coenzyme B12 biosynthesis.198

Experimental analysis confirmed cobalt transport activity for
several representatives of two families of metal uptake
transporters, CbiMNQO and NiCoT.234,235

Metabolic reconstruction of the B12 biosynthesis pathway
revealed a large number of missing genes, most of which
were identified as non-orthologous displacements.233 Most
remarkably, various nonorthologous gene displacements for
thecobCgene involved in the nucleotide loop assembly were
identified in archaea,R-proteobacteria, and Actinobacteria
(namedcobZ, cblXY, andcblZ, respectively). Later, thecobZ
gene ofMethanosarcina mazeiwas confirmed to encode a
nonorthologous replacement of theR-ribasole-5-phosphate
phosphatase (CobC) enzyme of enterobacteria.236

A novel functional role of theL-threonine kinase PduX
has been proposed for the pathway of synthesis of the lower
ligand of coenzyme B12. In some Gram-positive bacteria,
the pduXgene of unknown function was found within the
B12 biosynthesis gene clusters adjacent to thecobDgene. In
Streptomyces coelicolor, the singlepduXgene is predicted
to be regulated by a B12 riboswitch. The PduX proteins
belong to the GHMP kinase superfamily and are weakly
similar toL-homoserine and mevalonate kinases. The lower
ligand of B12 is synthesized by the CobD aminotransferase,
which requiresL-threonine-3-phosphate as a substrate. Based
on these facts, the novel B12-regulated genepduX was
proposed to encodeL-threonine kinase involved in B12

biosynthesis,233 and experimental verification of the PduX
function is currently underway (Aaron Best, personal com-
munication).

3.3.4. New Mechanisms for Alternative Cofactor
Adaptation

Comparative analyses of several cofactor-specific regulons
revealed several cases where distinct isofunctional genes
appear to be regulated according to the availability of
respective cofactors (Table 6).

B12 riboswitches were detected upstream of themetE,
nrdAB, and nrdDG genes encoding the B12-independent
isozymes of methionine synthase and ribonucleotide reduc-
tase in various genomes from diverse taxonomic groups of
bacteria (e.g.,R-proteobacteria and actinobacteria). These
microbial genomes also encode the MetH and NrdJ isozymes
that perform the same functional roles but require B12 as a
cofactor. Thus, it was proposed that when vitamin B12 is
present in the cell, expression of B12-independent isozymes
is inhibited, and only relatively more-efficient B12-dependent
isozymes are used.233 Although the repression of B12-inde-
pendent isozymes by the excess of coenzyme B12 looks
rational, this regulatory strategy was not known before the
comparative genomic identification of B12 riboswitches

upstream of thenrd andmetEgenes. Recently, this hypoth-
esis about regulation by B12 riboswitches was experimentally
confirmed formetEin Bacillus clausii237 and fornrdAB in
Streptomyces coelicolor.238 Interestingly, the methionine
synthetasemetE in B. clausii is subject to dual regulation
by tandem riboswitches that respond toS-adenosylmethionine
and coenzyme B12.237

Several genes encoding iron-containing enzymes (e.g.,sdh,
acnA, fumA, sodB) are positively regulated in high iron
concentrations by Fur inE. coli through repression of
synthesis of a small antisense RNA.239 Another regulatory
strategy for iron metabolism, where an alternative iron-
independent enzyme is negatively regulated by high iron
concentrations, was reported for the non-iron fumarate
hydratase FumC and [Mn] superoxide dismutase SodA in
γ- and R-proteobacteria.123,240 In addition, [Fe]-Fur was
predicted to repress a flavodoxin gene inDesulfoVibrio
species, which may be used in an electron-transfer chain as
an alternative to ferredoxins present in the genomes.241

Finally, the nickel repressor NikR was predicted to regulate
thehydoperon encoding [Fe] hydrogenase inDesulfoVibrio
desulfuricans, whose genome also encodes [NiFe] hydroge-
nase.241

A similar regulatory strategy has been proposed for
ribosomal proteins in the comparative genomic study of
bacterial zinc regulons.124 Repression by the zinc repressor
Zur was predicted for genes encoding paralogs of L36, L33,
L31, and S14 ribosomal proteins. The original copies of these
proteins contain zinc-ribbon motifs and thus likely bind Zn,
whereas these motifs are not present in zinc-regulated
paralogs that substitute the main proteins during zinc
starvation. Since ribosomes are highly abundant in the cell,

Table 6. Cross-talk in Transcriptional Regulation of Isozymes
with Different Cofactor Requirements

isozymea cofactor regulon and its effectorb

Ribonucleotide Reductase (R, BCl, Act, CFB)
NrdJ [B12]
NrdAB or NrdDG [B12]-riboswitch (represses)

Methionine Synthase(R, BCl, Act, CFB)
MetH [B12]
MetE [B12]-riboswitch (represses)

Fumarate Hydratase (γ)
FumA [Fe] [Fe]-Fur (activates)
FumC [Fe]-Fur (represses)

Fumarate Hydratase (R)
FumA [Fe]
FumC [Fe]-RirA (represses)

Superoxide Dismutases (γ)
SodB [Fe] [Fe]-Fur (activates)
SodA [Mn] [Fe]-Fur (represses)

Electron-Transfer Proteins (δ)
ferredoxin [Fe]
flavodoxin [Fe]-Fur (represses)

Hydrogenases (δ)
[Ni-Fe] Hyd [Ni-Fe]
[Fe] Hyd [Fe] [Ni]-NikR (represses)

GTP Cyclohydrolase I (BCl,γ, â)
FolE [Zn]
YciA [?] [Zn]-Zur (represses)

a The taxonomic distribution of the observed transcriptional regula-
tory cross-talk is indicated, where the abbreviations of the taxonomic
groups are the same as those in Table 4.b Regulatory effector molecules
are shown in square brackets. Positive or negative mechanism of
regulation is indicated in parentheses.
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this alternation may lead to an increased concentration of
zinc ions available for other zinc-binding proteins in the cell.
Therefore, this regulatory system would contribute to the zinc
homeostasis in the cell under zinc starvation. This regulatory
model of zinc-dependent regulation of ribosomal proteins
by Zur was experimentally confirmed inB. subtilis242,243in
S. coelicolor.244,245

Taken together, these data suggest that a flexible strategy
of transcriptional regulation of isozymes and other isofunc-
tional proteins with different cofactor requirements may
represent a common theme in the environmental adaptation
of bacteria.

3.3.5. Prediction of Transporter Specificities

Transport systems are essential components of the cell.246

They are involved in uptake of all nutrients into the
cytoplasm, supporting the utilization of exogenous sources
of carbon and nitrogen and also providing the source of
essential microelements (e.g., vitamins, metal ions). Clas-
sification of enzymes and reconstruction of metabolic
pathways from genomic data have led to the development
of metabolic databases such as MetaCyc247 and KEGG.248

In contrast to metabolic pathways, much less effort has been
expended on genomic reconstruction of transport systems.
The Transport DB collects known and predicted transport
systems encoded in complete microbial genomes and an-
notated based on a series of experimental and bioinformatic
evidence.249 However, most potential transport systems are
still annotated as hypothetical and need to be characterized.

Projection of transporter annotations by homology only
is not reliable in many cases, as, in comparison with enzymes,
the substrate specificity of transporters is much more
changeable during evolution. The use of reporter gene fusions
in a high-throughput platform offers the possibility of
screening hundreds of compounds against all candidate
transporter operons to identify specific inducers for transport
systems and predict their solute specificity.250 Particular
genome context evidence (chromosomal clustering, coregu-
lation, and co-occurrence profiles) and careful phylogenetic
analysis of transport protein families contribute significantly
to functional annotation of hypothetical transporters (D.A.R.
and Mikhail Gelfand, in preparation).

Comparative genomic analysis of specific metabolic regu-
lons has led to substantial progress in functional annotation
of hypothetical transporter genes. For instance, candidate
uptake transporters for the amino acids arginine, lysine,
methionine, and glycine inShewanella oneidensis(ArgP,
LysW, MetT, and GlyP, respectively) and for the vitamins
riboflavin, biotin, and thiamin inB. subtilis (YpaA, BioY,
and YuaJ, respectively) were predicted based on coregulation
with the respective amino acid/vitamin biosynthetic genes
by a specific metabolite-responsive riboswitch or TF regu-
lon.10,70,157,158,160,174,208,251The predicted specificities of YpaA
(re-named RibU) and BioY transporters were later confirmed
by direct measurements of riboflavin and biotin uptake,
respectively.252-255

4. Patterns and Mechanisms in Evolution of
Transcriptional Regulatory Networks

Although the comparative genomics of microbial regulons
is an emerging field of research, a substantial amount of data
have already been accumulated for the description of the most
common and important types of events associated with the

evolution of TRNs in bacteria.26,73 Duplications and losses
of TFs and their TFBSs result in regulon expansions,
shrinkages, mergers, and split-ups. New regulons could be
introduced by duplication and specialization of a TF paralog.
Similar to metabolic enzymes, microbial TFs are subject to
horizontal gene transfer and nonorthologous gene displace-
ment events, leading to considerable rewiring of TRNs. The
inference of these evolutionary events is strongly supported
by the observation of multiple cases when nonorthologous
TFs control equivalent pathways or, vice versa, orthologous
regulators control distinct pathways in different species.

In this section, several approaches for analysis of evolu-
tionary dynamics of TRNs are described and illustrated by
examples of how the inferred evolutionary events could
contribute to the flexibility and interchangeability of regulons
in bacteria.

The best-characterized TRN currently available, that of
the model bacteriumE. coli (documented in RegulonDB78),
was used in a number of studies to analyze the conservation
patterns of this network across completely sequenced prokary-
otic genomes. A high level of conservation of coregulation
between two well-characterized model bacteria was first
reported by the comparison of the operon map ofB. subtilis
with the regulon map ofE. coli.256 In three other studies,
the conservation of individual components of TRNs inE.
coli was analyzed by identification of orthologs of TFs and
their target genes.53,257,258All three investigations reported
an extreme flexibility of TRNs in bacteria. TFs are typically
less conserved than the target genes and appear to evolve
independently. The majority ofE. coli regulons get rapidly
lost over the increase of phylogenetic distance, as other
microorganisms tend to have their own sets of TFs.53,257

Despite a generally poor conservation of the regulatory
interactions across genomes, certain regulons (e.g., ArgR,
Fur, BirA, LexA) have been conserved across different
taxonomic groups.257

However, the above approach does not take into account
the presence and distribution of TFBSs in the genomes,
limiting its ability to predict the loss and gain of regulatory
interactions, novel regulon members, and the rewiring of
regulons.

Combining identification of orthologous TFs with the
genome-scale search for their cognate TFBSs is a powerful
approach to the analysis of coevolution of TFs and TFBSs.
This integrated approach allows us to describe the divergence
and adaptation of regulons in conjunction with duplication,
birth, or loss of TFBSs.70,124,215,240,259-261 Several examples
below illustrate a remarkable variability of TRNs associated
with a particular metabolic pathway, that allows us to make
first steps toward the reconstruction of possible evolutionary
scenarios for these TRNs.

4.1. Methionine Metabolism
Methionine metabolism in bacteria is regulated by a variety

of RNA and DNA regulatory systems (Table 7A). Analysis
of the distribution of these regulatory systems in bacterial
species helps to elucidate possible evolutionary scenario(s)
for regulation of this metabolic pathway.

In γ-proteobacteria, two TFs, MetJ and MetR, are impli-
cated in the control of methionine metabolism. TheS-
adenosylmethionine repressor MetJ inE. coli controls all
methionine biosynthesis and transport genes by binding to
operators that contain two to five tandem repeats of an 8-bp
sequence.262 The homocysteine-responsive activator MetR
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controls the expression ofmetE, metH, metA, and metF
genes, which are under the dual control of MetJ and MetR.263

Computational analysis of the distribution of MetJ-binding
sites in bacteria whose genomes have ametJ ortholog
revealed significant conservation of the MetJ regulon in
γ-proteobacteria (D.A.R., unpublished observation). In a
limited number of species (e.g., in 3 out of 11Shewanella
species), the MetJ regulon is extended to include the
methionine degradation and salvage genes (mdeA, mht). The
MetR regulon possibly has emerged earlier than MetJ, since
it is present also in variousâ-proteobacteria.

In contrast, in the actinobacteriumC. glutamicum, the
McbR repressor responds toS-adenosylhomocysteine and
coregulates the methionine biosynthesis, sulfur assimilation,
and cysteine biosynthesis genes.193 Comparative analysis
confirmed major conservation of the McbR regulon in three
otherCorynebacteriumspecies.264Although two other species
from the Corynebacteriaceae group,Nocardia farcinicaand
Mycobacterium smegmatis, have amcbRortholog preceded
by a candidate McbR binding site, the McbR regulon was
not identified in other cctinobacteria. Thus, it is tempting to
speculate that the global sulfur metabolism regulon McbR
was only recently evolved in the common ancestor of
corynebacteria.

Three different classes ofS-adenosylmethionine-responsive
RNA regulatory elements regulate the methionine metabo-
lism in various taxonomic groups. The SAM-I riboswitch
(or the S-box system) is widely distributed in theBacillus/

Clostridium group and is also present in some additional
diverse bacterial lineages.251 Most SAM-II riboswitches were
found inR-proteobacteria and the CFB group.175 Thus, it is
likely that SAM-I and SAM-II were already present in the
last common ancestors of firmicutes andR-proteobacteria,
respectively. However, among firmicutes, SAM-I riboswitch-
es were only identified in the Bacillales and Clostridiales
lineages but not in the Lactobacillales and Streptococcaceae,
where they were likely substituted by other methionine-
specific regulatory systems.251

The loss of the SAM-I regulatory system in the Strepto-
coccaceae group is correlated with the emergence of two
novel LysR-type TFs that control the methionine and cysteine
metabolism inStreptococcusandLactococcusspecies (Table
7A). MtaR was first identified as a regulator of methionine
transport in the group B streptococci, but its binding site
was unknown.265 Comparative genomic analysis of the
Streptococcusgenomes allowed us to identify a potential
binding motif (MET-box) in the regulatory regions of
methionine biosynthesis and transport genes.251 The co-
occurrence of MET-boxes andmtaRorthologs suggests that
MET-boxes are likely MtaR-binding sites. TheO-ace-
tylserine-responsive TF CmbR inL. lactiswas characterized
as a master regulator of the sulfur amino acid metabolism
that controls all genes likely involved in methionine and
cysteine synthesis and transport exceptcysEandmetEF.266

Interestingly, the latter operon is the only potential target of
MtaR in L. lactis.251 Further comparative analysis of the

Table 7. Regulatory Systems for Methionine and Aromatic Amino Acid Metabolism in Bacteria

system typea effectorb phylogenetic distributionc regulated genesd

A. Methionine
MetJ TF (MetJ) SAM γ (Ent, Pas, Vib, Alt) metK(SAM synthesis);metABCFEHY(Met synthesis);

metNPQ, metT(Met transport);metJ(autoregulation)
MetR TF (LysR) homocysteineγ (Ent, Vib, Alt, Pse),

â (Bor, Bur, Ral)
In Ent: metAEFH(Met synthesis);metR(autoregulation)

McbR TF (TetR) SAH Act (corynebacteria) metK(SAM synthesis); metBFEHXY(Met synthesis);
cysNDHIJEK(sulfur assimilation)

SAM-I
(S-box)

riboswitch SAM BCl (Bac, Clost),γ (Xan),
δ (Geo), TM, DR, FN, CT

metK(SAM synthesis); metBCFEHIXY(Met synthesis);
metNPQ, metT(Met transport)

SAM-II riboswitch SAM R, â (Bor), CFB metK(SAM synthesis); metACHXY(Met synthesis)
MtaR/

MET-box
TF (LysR) Met BCl (Strep, LL) In Strep:metNPQ(Met transport);

metBEFIY(Met synthesis). In LL: metEFonly
CmbR/

CYS-box
TF (LysR) O-acetylserine BCl (LL, Strep) Experimental data in LL only:cysM, tcy(Cys

synthesis, transport);yrhBA(Met to Cys synthesis);
metNPQ(Met transport);metBIY(Met synthesis)

Met-T-box antiterminator Met-tRNA BCl (LB, Bac, Clost) In LB:metBCFEIY(Met synthesis);metNPQ(Met
transport). In Bac, Clost:metS(tRNA synthesis)

SAM-III riboswitch SAM BCl (LB, Strep, LL) metK(SAM synthesis)

B. Aromatic Amino Acids
TrpR TF (TrpR) Trp γ (Ent, Pas, Vib, Alt),

chlamydia
In Ent, Pas, Vib:aro, trp (Trp synthesis);mtr (Trp transport);

trpR (autoregulation). In Alt:aro, tyr (Tyr synthesis);
tyrP (Tyr transport);trpR. In Chlamydia: trp (Trp synthesis)

TyrR TF (TyrR) Tyr, Phe γ (Ent, Pas, Vib, Alt, Pse) In Ent, Pas, Vib:aro, tyr, tyrP, aroP(Tyr, Phe synthesis
and transport);tyrR (autoregulation). In Pse: Phe and
Tyr catabolism. In Alt: amino acid catabolism;tyrR

Phe-atten attenuator Phe-tRNA γ (Ent, Vib, Alt) pheA(Phe synthesis)
Trp-atten attenuator Trp-tRNA γ (Ent, Vib, Alt, Pse),R trp (Trp synthesis)
TRAP RNA-binding protein Trp BCl (Bac - except Bcer) trp (Trp synthesis);trpP (Trp transport)
Trp-T-box antiterminator Trp-tRNA BCl (Bcer, LB, LL,

Strep, Clost)
trp (Trp synthesis);trpP, trpXYZ(Trp transport)

Tyr-T-box antiterminator Tyr-tRNA BCl (LB, Bcer) aro, tyr (Tyr synthesis);tyrT (Tyr transport)
PCE-box uncertain TF uncertain BCl (Bac - except Bcer) aro (Tyr, Phe synthesis)
ARO-box uncertain TF uncertain BCl (LL, Strep) aro (Tyr, Phe synthesis)

a TF protein families are indicated in parentheses.b Abbreviations for effectors: Met, methionine; Trp, tryptophan; Tyr, tyrosine; Phe, phenylalanine;
SAM, S-adenosylmethionine; SAH,S-adenosylhomocysteine.c Abbreviations for taxonomic groups are the same as those in Table 3. Additional
abbreviations are as follows: Bac, Bacillales; Bcer,Bacillis cereusgroup; LB, Lactobacilli; Strep, Streptococci; LL,Lactococcus lactis; Clost,
Clostridiales; Bor,Bordetella spp.; Bur, Burkholderia spp.; Ral,Ralstonia spp.; Geo,Geobacterspp.; DR, Deinococcus radiodurans; FN,
Fusobacterium nucleatum; CT, Chlorobium tepidum. d Functional roles of genes and operons from the amino acid regulons are indicated in parentheses.
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CmbR regulon suggests that it mostly controls the cysteine
metabolism inStreptococcusspecies and also has some
overlap with the MtaR regulon (Galina Kovaleva, personal
communication). The consensus binding sites of CmbR
(CYS-box) and MtaR (MET-box) differ from each other but
follow the general symmetry for LysR-type regulators.

In the Clostridiales and Bacillales groups, the methionine-
specific T-box RNA elements regulate expression of only
one gene, the methionyl-tRNA synthetasemetS. In contrast,
the Met-T-box regulation is extensively used only in the
Lactobacillales group, where it exclusively controls methio-
nine genes in the absence of the SAM-I riboswitch regulon.
This suggests that the family of Met-T-boxes initially
associated with themetSgenes has been likely expanded in
the Lactobacillales lineage to include most of the methionine
metabolism genes.251 Indeed, the phylogenetic analysis of
T-box families suggests that these RNA regulatory elements
are subject to frequent duplications, deletions, and horizontal
transfer between species (Alexei G. Vitreschak, personal
communication).

TheS-adenosylmethionine synthetase genemetKis regu-
lated by the SAM-I riboswitch in Bacillales and Clostridiales;
however, this gene is not a member of the MtaR and Met-
T-box regulons in the Lactobacillales (including the Strep-
tococcaceae family), probably because they do not use
S-adenosylmethionine as an effector.251 This gap was recently
filled by identification of a novelS-adenosylmethionine-
responsive riboswitch (SAM-III) for translational regulation
of metK in the Lactobacillales.176 Limited phylogenetic
distribution of the SAM-III riboswitch and its limited
appearance in the genomes (it was found only upstream of
metK) suggest that this regulatory element has emerged
relatively recent in the common ancestor of the Lactobacil-
lales.

4.2. Aromatic Amino Acid Metabolism
A similar variability in regulatory mechanisms was identi-

fied for the aromatic amino acid (ARO) biosynthesis pathway
(Table 7B). Biosynthesis of tyrosine, phenylalanine, and
tryptophan starts from the common chorismate biosynthesis
pathway encoded by thearo genes and then divides into the
terminal pathways that are specific for each aromatic amino
acid.

In γ-proteobacteria, the control of this pathway is mediated
by two aromatic amino acid-responsive TFs, the tyrosine/
phenylalanine-specific regulator TyrR and the tryptophan
repressor TrpR.125 In addition, the phenylalanine and tryp-
tophan operons are controlled by Phe- and Trp-specific
transcriptional attenuators, respectively.267 Although the TFs
and their cognate DNA signals are conserved inγ-proteo-
bacteria, the content of TrpR and TyrR regulons varies
widely. In the Enterobacteriales, Pasteurellales, and Vibri-
onales lineages, TrpR and TyrR control the biosynthesis and
transport of tryptophan and tyrosine/phenylalanine, respec-
tively. Some genes are under dual control of two different
regulatory systems; for instance,aroL andmtr are regulated
by both TyrR and TrpR, whereas thetrp operon is controlled
by the TrpR repressor and tryptophan attenuator.125 An
ortholog of TyrR in the Pseudomonadales was characterized
as PhhR, an activator of the phenylalanine degradation
operon, which binds to a TyrR-box-like motif in the presence
of phenylalanine or tyrosine.268 The comparative genomic
analysis of TyrR- and TrpR-like regulons inShewanella
species that belong to the Altermonadales group ofγ-pro-

teobacteria revealed large-scale shifts in the metabolic con-
tent of regulons (D.A.R., unpublished observation). In
Shewanella, TyrR is predicted to regulate degradation and
transport of various amino acids (e.g., branch chain amino
acids, proline, phenylalanine), whereas TrpR likely controls
the tyrosine biosynthesis and transport. Finally, the tryp-
tophan-responsive TrpR repressor was experimentally char-
acterized in Chlamydia species, where it regulates the
tryptophan synthase operon.269

Tryptophan biosynthesis and transport genes in theBacil-
lus/Clostridiumgroup are regulated at the RNA level by two
different mechanisms, the Trp-specific T-box RNA elements
and the RNA-binding TRAP protein.269,270 The TRAP-
mediated regulation is used in allBacillus species except
the B. cereusgroup. In contrast, other lineages in the
Bacillus/Clostridiumgroup (includingB. cereus) use Trp-
T-boxes for tryptophan control. The common pathway of
aromatic amino acid biosynthesis (encoded byaro genes) is
likely regulated by two different conserved DNA elements,
termed PCE in theBacillus species and ARO-box in the
Streptococcales.144,259Note, though, that theB. cereusgroup
does not have PCE elements and uses tyrosine-specific
T-boxes to controlaro genes. In other firmicutes, Tyr-T-
boxes mostly regulate tyrosine-specific aminoacyl-tRNA
synthetase (Alexei G. Vitreschak, personal communication).
These observations suggest that T-boxes in some Gram-
positive species have undergone multiple duplications, lead-
ing to the expansion of the respective amino acid regulons
from aminoacyl-tRNA synthetases to the biosynthesis and
transport.

4.3. Fructose Regulon in γ-Proteobacteria

The fructose repressor FruR, which belongs to the LacI
family of TFs, demonstrates a noteworthy example of regulon
expansion. This TF has a pleiotropic regulatory role inE.
coli and closely relatedSalmonellaspecies.271 It responds
to the level of fructose-6-phosphate (Fru-6P) repressing the
fructose utilization operonfruBKA. Therefore, it was initially
named FruR. Later, it was also implicated in global regulation
of more than 20 operons involved in the central carbohydrate
pathways (e.g., glycolysis, gluconeogenesis, the Entner-
Doudoroff pathway, and the TCA cycle), which led to an
alternative name, Cra, for catabolite repressor-activator
protein.272Comparative analysis of the FruR regulons in other
species of the Enterobacteriales revealed an intermediate
situation, with a smaller number of genes being controlled
by FruR compared toE. coli.73 For example, the FruR
regulon inErwinia and Yersiniaspecies does not include
the mtlADR, pckA, fbp, andaceBAKoperons that are FurR
regulated inEscherichiaandSalmonellaspp. In other groups
of γ-proteobacteria (e.g., Vibrionales and Pseudomonadales),
FruR appears to be just a local regulator of thefruBKA
operon.73 These observations suggest a possible evolutionary
scenario for FruR. The initially local fructose uptake regulon
was expanded in various species of the Enterobacteriales at
different extents to become a global TF mediating Fru-6P-
dependent catabolic regulation of the central carbon metab-
olism genes.

4.4. Iron and Manganese Regulatory Networks

Global control of iron and manganese homeostasis, includ-
ing uptake, storage, and usage of these metals, is mediated
by TFs from at least three major protein families, Fur, DtxR,
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and Rrf2.273 The DtxR family of metalloregulators includes
the manganese repressor MntR in proteobacteria and firmi-
cutes and the iron-responsive regulators IdeR and DtxR in
actinobacteria. TFs of the Rrf2 family are widespread in
bacteria, where they regulate diverse metabolic processes,
such as metabolism of nitrogen oxides (NsrR), Fe-S cluster
biogenesis (IscR), and iron homeostasis (RirA). Metalloregu-
lators from the Fur superfamily respond to specific metal
ions (iron, zinc, manganese, nickel) and regulate respective
metabolic pathways.

Fur, the global iron-responsive TF, is the most widely
distributed regulator of iron homeostasis, since it is present
in Gram-negative proteobacteria (γ-, â-, ε-, andδ-subdivi-
sions), Gram-positive bacteria, and cyanobacteria. Some
lineages ofR-proteobacteria (e.g.,Caulobacter, Magneto-
spirillum) are predicted to have a similar regulon, suggesting
that the last common ancestor ofR-proteobacteria used a
Fur-like protein to control iron metabolism.240 However,
recent experimental274,275and comparative genomic240 analy-
ses demonstrated that the iron and manganese regulons in
the Rhizobiales and Rhodobacterales groups ofR-proteo-
bacteria are significantly different from other microbial
lineages (Table 8).

An evolutionary scenario suggested for the Rhizobiales
and Rhodobacterales lineages uncludes the following events
(Table 8):240 (i) change of the effector molecule (from Fe2+

to Mn2+) and the regulon content (from the iron metabolism
genes to the manganese uptake genes) for the Fur proteins,
which were therefore renamed “Mur”; (ii) recruitment of two
novel TFs to control of the iron metabolism, the [Fe-S]-
responsive repressor RirA and the heme-responsive regulator
Irr, that sense the physiological consequence of the iron
availability rather than iron concentrationper se; and (iii)
the secondary loss of Mur and its substitution by MntR in
at least two species,Mesorhizobium lotiand Rhodobacter
capsulatus(possibly achieved by horizontal gene transfer).

Interestingly, the candidate consensus DNA-binding sites
of Fur and Mur inR-proteobacteria still resemble each other
and show a similarity to the classical Fur-box consensus from
γ-proteobacteria and firmicutes. Futhermore, the Fur/Mur
sites show faint similarity to RirA-binding sites (consensus
TG-N11-CA), suggesting that iron-regulatory signals in
R-proteobacteria may have evolved from canonical Fur sites.
Indeed, theoretical calculations of bacterial TFBSs demon-
strate that TFBSs even weakly conforming to the require-
ments of cognate TFs may provide a selective advantage for
the regulon to function and further positive selection may
perfect a TFBS to a higher-affinity state.276

Comparative genomic reconstruction of the iron and
manganese regulatory networks based on the identification
of several classes of TFBS motifs inR-proteobacteria

revealed the significant variability and cross-connectivity of
these TRNs as follows: (i) the proposed mechanisms of
regulation are different between various lineages and species
(Table 8); (ii) the functional content of regulons is variable
due to lineage-specific regulon extensions and reductions;
(iii) there is an overlap between regulons and potential
regulatory cascades involving the two different iron-
responsive TFs, Irr and RirA.240

5. Directions for Future Studies
This review illustrates major advances in comparative

genomic reconstruction of regulons associated with metabolic
pathways in microorganisms. This area is still very young,
and many unresolved questions and open problems listed
below have to be addressed in the coming years.

(1) Development of new powerful comparative genomics
tools for in silico analysis, annotation, and computational
prediction of TRNs in the multitude of sequenced microbial
genomes. Key components of prokaryotic TRNs, TFs, and
their TFBSs need to be systematically classified and captured
in specialized databases.

(2) Further accumulation of high-quality expression data
generated by transcriptomics and proteomics techniques, and
protein-DNA interaction (ChIP-on-chip) in a broad range
of species and experimental conditions.

(3) Capture of experimental and computational data about
TRNs within a framework of genomic integrations supporting
reconstruction and comparative analysis of regulatory and
metabolic networks. Such a broad integration will strongly
impact annotation and reconstruction of both TRNs and
metabolic pathways including prediction of previously un-
characterized genes (regulators, enzymes, transporters).

(4) Systematic comparison and cross-evaluation of high-
throughput experimental data andin silico reconstructed
microbial regulons. Assessment of advantages and limitations
for each of these techniques.

(5) Development of theoretical models for the evolution
of TRNs in prokaryotes. Incorporation of horizontal transfer
and duplication into evolutionary models. Systematic analysis
of coevolution of TFs and their TFBSs.

6. Abbreviations
ABC ATP binding cassette
ChIP chromatine immunoprecipitation
ECF extracytoplasmic function sigma factors
EM expectation-maximization method
HMM hidden Markov model
HTH helix-turn helix
NAD nicotinamide adenine dinucleotide
ORF open reading frame

Table 8. Major TF Regulons for Iron and Manganese Homeostasis in Bacteria

taxonomic group iron regulonsa manganese regulonsa

Cyanobacteria Fur
Actinobacteria IdeR (DtxR family)
firmicutes Fur MntR (DtxR family)
γ (Enterobacteriales, Xanthomonadales) Fur MntR
R (Rhizobiales) Irr (Fur family), RirA (Rrf2 family) Mur (Fur family)
exception: Bradyrhizobiaceae group Irr Mur
exception:Mesorhizobium loti Irr, RirA MntR
R (Rhodobacterales) Irr, iron-rhodo-box (uncertain TF) Mur
exception:Rhodobacter capsulatus Irr, iron-rhodo-box MntR
R (other groups),â, δ, ε, γ (other groups) Fur

a TF protein families are indicated in parentheses.
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PWM positional weight matrix
TF transcription factor
TFBS transcription factor binding site
TRN transcription regulatory network
UTR untranslated region
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