The index at infinity of some twice degenerate
compact vector fields

Krasnosel’skii A.M.t* Mawhin J.I

T Institute for Information Transmission Problems, Russian Academy of
Sciences,
19 Ermolovoy st., 101447 Moscow, Russia; amk@ippi.ac.msk.su;
T Institut de Mathématique Pure et Appliquée, Université Catholique de
Louvain,
Chemin du Cyclotron, 2, B-1348, Louvain-La-Neuve, Belgium;
mawhin@Qamm.ucl.ac.be

1 Introduction

Various problems concerning quasilinear equations can be reduced to the
computation of some topological characteristics of compact vector fields. We
can mention the problems of solvability, multiple solutions, different types of
bifurcations, justification of approximate methods.

The usual approach to compute those topological characteristics (degree,
rotation, index) goes as follows. Consider the dominating terms of the vector
field. If these terms make up a nondegenerate field (in some sense), and
if this field has an appropriate form, then we can calculate the required
characteristics from the behavior of these dominating terms. If the field
given by the dominating terms is degenerate, then we have to consider the
“next order” terms. If these “next order” terms are nondegenerate on the
set where the dominating terms are degenerate, then we can again find our
characteristics, using now both the dominating and “next order” terms. And
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if the “next order” terms are also degenerate, then then it is necessary to
consider higher order terms.

Usually the first step of this programme is the most productive.

In the case of the index of an isolated singular point of a completely
continuous vector field, this programme was done for asymptotically linear
fields by Leray and Schauder [12] when the linear part is nondegenerate, and
by [8], [9] and [4], chapter X, when it is not the case. For index calculation
at infinity, the case of a nondegenerate linear part still follows from Leray-
Schauder’s result [12]. The case of fields with degenerate linear part was
considered by various authors in seventies after the pioneering works of E.N.
Landesman, A.C. Lazer and D.E. Leach [10, 11] (see [2],[4],[15],[16] for ref-
erences). In the present paper we consider situations where both the linear
and Landesman-Lazer terms (“next order” terms) are degenerate.

2 Definitions

Denote by 2 a domain in a finite dimensional space with a continuous finite
measure j. We consider the space L? = L*(RR; () of square integrable real
functions x(t) : 2 — R with a usual norm || - || and a inner product (-, )
generated by the measure p.

Through all this paper we denote by A : L? — L? a linear, compact and
normal (AA* = A*A) operator (see [1] for the properties of such operators).
The main example is a compact self-adjoint operator. Another example is the
inverse of some linear differential operator L(p) = p'+a;p ' +...+a; (p=
d/dt, a; independent of ¢) with periodic boundary conditions. All the results
are new even for a self-adjoint operator A.

Let g(t,x) : 2xR — R be a bounded continuous function. Consider the
vector field

Or =z — Az +g(-, x)). (1)

This vector field is considered on the spheres S, = {x € L* : ||z|| = p} of
sufficiently large radii p.

If0x # 0 for ||z|| > po, then for all p > p, the rotation of © on S, (or
the topological degree of © on the open ball B(p)) is defined (see [8]). This
rotation does not depend on p, and its value is called the indez at infinity of
© and is denoted by ind (O).

If 1 ¢ o(A) (where o(A) is the spectrum of A), then ind (©) = (—1)?
[12],[8], where [ denotes the sum of the multiplicities of all real eigenvalues
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of A which are greater than one. This notation will be used throughout the
paper.

If 1 € 0(A), then the linear part I — A (dominating term) is degenerate,
and it is necessary to use some sharp properties of the bounded nonlinearity
g(t,z). Let By = Ker(I — A) = {e(t) : Ae = e} and let P be the orthogonal
projector on Ey, Ey = Ei-, Q = I — P the orthogonal projector on E.

3 The Landesman-Lazer case

Let our nonlinearity g(¢,z) have the form

g(t,z) = f(t,x) + csign (x) — b(t), (2)
with
dim_sup |f(t, )] = 0. (3)

Since ¢(t,x) is continuous, the function f(t,x) has of course a jump at zero
to compensate the jump at zero of sign (x). The representation (2) means
that

lim g(t,x) = +c — b(t).

r—+o0

The last assumption is especially natural for g(¢,x) = g(x) — by(¢). In this
case it is equivalent to the existence of lim g(x) at +o00 and at —oo, with

¢ = 3(g(+00) = g(=00)), b(t) = bi(t) — 3(g(+00) + g(—00)).
The representation (2) is equivalent to the other representation

g(t,x) = f(t,z) + cs(x) —b(t)

with continuous terms, where s(x) = sign(x), |z| > 1 and s(z) =z, |z| < 1.
Further computations are simpler with the representation (2).

The important property of such type of nonlinearities f(¢,x) + ¢ sign ()
is the following one: if

u{teQ: e(t)=0}=0 (4)
then
lim  sup ||f(¢ Ee(t)+h(t))+ csign(Ee(t) + h(t)) — csign(e(t))]] = 0. (5)

£+ ||| <est

The following statement can be found in [7]. Similar results can be traced to
[17],[14] and [4], Chapter VIII.



Statement 1 Let (4) be valid for all e(t) € U = {e(t) € Ey : |le|| = 1} and
Ve = P(csign (e(t)) — b(t)) #0, e(t) € U. (6)

Then ind (©) = (—1)% - v where 7 is the rotation of the finite dimensional
field ¥ on the sphere U.

This statement is applicable to the case when the dominating (linear)
terms are degenerate, but the “next order” term csign(e(t)) is nondegenerate
in the sense of (6).

4 The problem

Condition (6) fails in two principal cases.

The first one is the case where ¢ = 0 and Pb(t) = 0. Its study was
started by Gaetano Villari [18] for periodic solutions of third order ordinary
differential equations, by the second author [13] for the Neumann problem,
by S. Fucik [3] for the Dirichlet problem, and was developed in a more general
and systematic way in [5, 6].

The main type of results for this case is the following one.

Let f(t,x) satisfy

f(t,x) - sign (x) 2 @(t, |z]),  |x] = uo (7)

f(t,:L‘) ’ Sjgn (%) < —(p(t, |ZL’D, |ZL" > U, (8)

for some uy > 0. Here @(t,u) : Q x {u > up} — Rt € G(up), where G(up) is
the class of nonnegative, Carathéodory and nonincreasing functions (¢, u)
which are positive for ¢ € Qy C Q, with u(y) > 0. If ¢(¢,u) tends to
0 as u — oo slowly enough, then the index at infinity of the vector field
x— A(x + f(-,z) — b) is equal to £1.

The possible restrictions on ¢(t,u) are defined by the behavior at zero of
the distribution function x,. of e € U defined by

Xe(0) = p{t € Q2= fe(t)] < 6} (9)

The theorems in [5, 6] are based upon some results on integral functional
inequalities, similar to some inequalities widely used in this paper.
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The second case when (6) fails occurs when ¢ # 0 and the following
equality holds:

P(csign (eg(t)) — b(t)) =0, (10)
for some fixed ey € U, and We # 0 for the other e € U. Here again, if f(¢,x)
satisfies (7) or (8) for an appropriate (¢, u), it is possible to compute ind(O).
This is the case we shall consider in this paper.

5 The case where dim Fy=1

We first consider the case where dim Ey = 1. Then U contains only two
elements respectively denoted by eg(t) and —ey(t). We suppose that (4) is
valid for e = ey and that (10) holds.

To make proofs simpler, let us suppose that the operator A acts contin-
uously from L? to L.

Theorem 1 Let either ¢ > 0 and (7) or ¢ < 0 and (8) hold for some ug. Let
o(t,u) € G(ug) and assume that, for every R > 0 and u, > wug, one has

lim Xeo(9)
5—0 [ leo(t) ] (t, u. + RO~eo(t)|)dp

Then ind (©) = (—1)"sign (c).

—0. (11)

Theorem 2 Let either ¢ < 0 and (7) or ¢ > 0 and (8) hold for some uy.
Let o(t,u) € G(up) and let condition (11) hold for every R > 0 and u, > uy.
Then ind (©) = 0.

Condition (11) can be rewritten in particular cases in a rather simple form.
It always holds if |eg(t)| > dy > 0: in this case x,,(6) = 0 for 0 < § < .
This occurs in particular for the first (constant) eigenfunction of the periodic
and the Neumann problems.

Let ¢(t,u) = p(u) for u > ug. Condition (11) can be rewritten as

lim Xeo (5) _
=0 [ Ep(uy + ROIE)dxe, (€)

For example, if ¢10% < xeo(0) < 20 for small values of §, then (12) is
equivalent to

(12)

/ u* to(u) du = co.
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A sufficient condition for (12) can also be given in the form

lim Xeo(9)

= 0.
6—0 gp(u* + Rlé‘*l)

6 The case where dim £y >2

In this section we study the vector field (1) in the case where dim Ker(/ —
A) > 1. This case differs from the case dim Ker(I — A) =1 for the following
reasons. When we estimate norms of the possible singular points x of the
homotopy (14), the projection Pz had the form ey with the same e as in
(10). This situation was based upon the equality dim Fy = 1. Now, when
dim Ey > 1, this projection may have the form e with e # ey. This is the
main reason why we do not get any extension of Theorem 2 for the case
where dim Fy > 1.
Again let A act continuously from L? to L°.

Theorem 3 Let either ¢ > 0 and (7) or ¢ < 0 and (8) hold for some ug. Let
o(t,u) € G(ug) and, for every R > 0 and u. > g, let us assume that

lim sup Xe(9)
=0 ccU fQ |6(t)’(10(ta Uy + R571|6(t)’)dlu

—0. (13)

Then ind (©) = (—1)Pvy, where ~yo is the rotation of the finite dimensional
vector field Woe = cPsign (e(t)) on U. In particular, ind (©) # 0.

The last conclusion follows from the fact that the field ¥ye is odd, so that
its rotation vy is also odd (see e.g. [8]).

As it was the case for condition (11), condition (13) can be reduced to
rather simple forms in special situations.

7 Proofs of Theorems 1 and 2

Consider the homotopy

P(x,\) =2 — A(x + f(-, ) + csign (x) — Ab(+)). (14)



For A = 1 the field ®(z, \) coincides with ©x. Homotopy (14) is considered
either for A € [Ag, 1] (Ao < 1) or for A € [1,A] (Ao > 1). We choose
0 < X < 1 to prove Theorem 1 and Ay > 1 to prove Theorem 2. The
following lemma will be used in both proofs.

Lemma 1 Under the assumptions of Theorems 1 or 2, there exists some
p > 0 such that the homotopy ®(x,\) is nonzero for ||z| > p.

To prove the lemma consider a zero z(t) = eg(t) + h(t) of the homotopy
(14) for some fixed A. Since 1 is a regular value of the linear operator A in

FE4 we have, for some r,
[Allzee <1 (15)

The estimate (15) follows from the equality
h=Ah+ AQg(t,z) — NAQD(t)
with
r = | All gz, (T = A)l g, | (suplg(t, 2)] + max{1, Ao} max [b(t)[) \/p(€2).

Consequently it is sufficient to prove an a priori estimate for the real number
¢ to prove Lemma 1.
The case £ — —oo is impossible due to the following relations:

Po(x,\) = —Pf(t,x(t)) — cPsign (z(t)) + AcPsign (eo(t))

— ¢(1+ \)Psign (eo(t)) = c(1+ N) /Q leo(t)| du # 0.

Let & — +oo. We shall prove Lemma 1 for the case (7) only, the other
case (8) being absolutely analogous. It follows from the choice of A that
(1 — A)e > 0. Since equation P®(z, \) = 0 is, according to (10), equivalent
to

/Q eolt) f(t,x(t)) da + ¢ / eo(t)(sign (2(1)) — sign (co(t)))dn

(1 N)e / leo(t)]dp = 0,

the following inequality is true:

/Qeo(t)f(t,w(t))duﬂ%/eo(t)(sign ((t)) — sign (eo(t)))dp < 0. (16)
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And since sign (x(t)) # sign (eo(t)) if and only if
teT ={t: Leo(t)+h(t) <0, eot) > 0} [ J{t: Eeo(t)+h(t) =0, eo(t) < 0}

and, for & > 0,
Tc{teQ: Ee(t) <|h(t)]}

C{teQ: {leo(t) <r}C{teQ: {leo(t) <7 +uet=Q"
inequality (16) implies

/Q eot) f(t, Eco(t) + h(t)) dpt < c1(S). (17)

Here and below in proofs, the ¢; are some positive constants.
Let us estimate the integral in the left-hand side of (17). If we set

G ={teQ: sign(ey(t)) = sign (x(t)), [2()] = uo},

(so that obviously Q\G C Q*), we have

/Q eolt) f(t, €eo(t) + h(t)) du
> / leo(t) £ (¢, Eeo(t) + h(t)) sign (€eo(t) + (1)) — cop(2)

> / leolt)] o (. 1€colt) + h(t)]) dpt — cop(€)
G

> / leolt) (o + 1+ Eleat)]) dp — cspu(C).
Q

The last inequality and (17) imply the estimate

/Q leolt)]o(ts uo + 7+ Elea(®))dpt < can(Q),

and hence the estimate

[ leat®liote o+ 7+ €leattin < coxe (%) .
Q

Because of (11), this is impossible for ¢ — +oo and the proof of Lemma 1 is
complete.



Now we can prove Theorems 1 and 2.

According to the Statement from Section 3, if Ay # 1 then ind (®(z, \o))
is well-defined and ind (®(z,\g)) = (—1)%y. It easy to calculate that for
¢>0and )y € [0, 1] we have v = 1 and

ind (®(z, Ag)) = (—1)”,
for ¢ < 0 and Ay < 1, we have v = —1 and
ind (@ (z, \)) = (~1)7",
and for \y > 1, we have
ind (®(z, Ag)) =7 =0.

Both Theorems 1 and 2 follow then from the homotopy invariance of the
Leray-Schauder degree.

8 Proof of Theorem 3

Consider again the homotopy (14) for A € [0, 1]. If A = 1, then ®(z, \) = Oz,
if A\ =0, then ®(z,\) = x — A(z+ f(-,2) + csign(x)). The last field satisfies
all the conditions of the Statement from Section 3 and its index at infinity
equals (—1)?vp. Now Theorem 3 follows from the following lemma.

Lemma 2 For )\ € [0,1] all possible zeros of the homotopy (14) are a priori
bounded.

The lemma will be proved for the casec > 0 and (7). Let again z(t) =
€e(t) + h(t), where € > 0, e(t) € U and h(t) = Qz(t). For some r > 0 the
estimate (15) is again true. This means that we need only to estimate the
values of £. Since

0= P®(z,\) = —P(f(t,x) — csign (x) + Acsign (ep)),

we have

/Q e(t)(f(t, 2(t)) + e sign (x(t)) — Ac sign (eo(t)))dpt = 0



and

/Qe(t)f(taw(t))du + C/ e(t)(sign (x(t)) — sign (e(t)))dp

+c/ﬂe(t) [sign (e(t)) — Asign (eo(t))]dp = 0. (18)

We estimate the three terms in the left-hand side of (18) separately.
Analogously to the estimates in the proof of Lemma 1 we obtain

/ e(t) f(t, (1)) dpt > / e(®)l ot s + Ele(B))dpt — espu(Q)
Q Q

where u, = ug +r, Q* = {t € Q: £le(t)] < u.}. To estimate the second
term, we note that {t € Q : sign (z(t)) # sign (e(t))} C Q* and

0/96(15)(818% ((t)) — sign (e(t)))dp = —c /Q le(t)]dp > —cop(E27).

The third term is always nonnegative: ¢ > 0 and

/Q e(t)[sign (e(t)) — Asign (colt))ldp =

_ / ()| dp — A / (1) sign (ea(t)e(t))dp > (1 — A) / e(8) dpe.

Now we obtain the estimate
U
[ lelettsu. + €letn < e (?)
Q

which contradicts (13) when £ — 4o00.
Lemma 2 and consequently Theorem 3 are proved.

9 Applications

Applications of Theorems 1 and 3 to the solvability of nonlinear boundary
value problems are very clear: under the conditions of these theorems the
equation x = A(x + g(-,x)) has at least one solution in L*>°. For example, if
we consider the following simple periodic problem

a2+

Z'(t) = Tmsgn x—b(t), z(0) = x(T),
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where b is continuous and T-periodic, the classical Landesman-Lazer condi-
tion implies its solvability for every b such that

S
1<b_T/0 b(t)dt < 1.
Now, with the notations of Section 5, we can take eg(t) = 1

sqrtT or ey(t) = —1/+/T. Consequently, Theorem 1 implies the existence
of a solution if b = 1 or b = —1, so that now the solvability holds for
each b € [—1,1]. Of course, such a simple result would also follow from the
conditions given in [13] for example, but Theorem 1 allows the obtention
of similar results when the kernel is not made of constant functions and
[ satisfies a sign condition of type (7) or (8) for a suitable ¢. Notice that
Theorem 1 and the invariance of the index for small perturbations also implies
that given b(t) = b(t) — b, the existence holds for b belonging to some open
interval containing [—1, 1].

To illustrate Theorem 2, we can consider the simple periodic problem

_ Jal = =t

2'(t) = ————sgn z — b(t), 2(0) = z(T),

(1) = T s @ bit) 2(0) = 2(T)
where b is continuous and T-periodic. Again, the classical Landesman-Lazer
condition implies its solvability for every b such that

_ 1 ([T
—1 = — 1.
<b Téb@ﬁ<

Now, as

x| — ||/
1+ |z

for all x € R, the Landesman-Lazer condition is also necessary for the exis-

tence. The conclusion of the nullity of the index in Theorem 2 when b = +1

is consistent with that conclusion.

The applications to problems on asymptotic bifurcation points are also
easy (see [8] for the definition and for the principle of changing index, which
allows to study bifurcation at infinity by topological methods).

We formulate only one further example: a multiplicity statement for the
solutions of an equation with a parameter near an asymptotic bifurcation
point of special type. This type of bifurcation was described in [7] without
the multiplicity result. We keep the terminology from the previous sections.

-1< sgn r < 1

11



Consider the equation
r=A(x+ f(-,x) + csign (x) — Ab(-)). (19)
This equation coincide with ®(z, \) = 0 where ® is the homotopy (14).

Theorem 4 Let (10) hold for some e € U. Let all the assumptions of
Theorem 3 be valid. Then:

(i) A =1 is an asymptotic bifurcation point for (19);

(ii) for all X € [0, 1] at least one solution of (19) exists;

(iii) all the solutions zy of all the equations (19) for A € [0,1] satisfy an a
priori estimate ||x)]] < p < 00;

(iv) for A > 1 and X close to 1 equation (19) has at least two solutions.

Proof. Conclusion (i) follows from the changing index principle and was
given in [7]. Conclusion (ii) follows from the main result in [7] when A € [0, 1],
and from Theorem 3 when A = 1. Conclusion (iii) is equivalent to Lemma 2.
Conclusion (iv) follows from the next construction. For A = 1, the index at
infinity of the field ®(z, A) is odd. This means that at least one solution of
(19) exists in the ball {||z|| < r + 1}. Hence, for A\ greater then 1 and close
to 1, we have at least one solution of (19) in the same ball. But the index
at infinity of (14) for A > 1 is equal to zero ([7]). This means that at least a
second solution exists.

10 Remarks

A. Tt is possible to consider twice degenerate vector fields with non-normal

linear part. The main additional assumption for that case is the sign-coinci-
dence (see [6]) of the subspaces Ker(/ — A) and Ker(I — A*).

B. Continuous functions can be replaced by proper discontinuous ones.
Functions of two variables may be assumed to satisfy Carathéodory condi-
tions, functions of one variable may be assumed to be integrable or square
integrable.

C. Instead of ¢ sign (z) the Landesman-Lazer term may have the form
c(t) sign (x) with positive (or negative) ¢(¢). This is equivalent to the as-
sumptions

lim g(t,2) = g=(1)

r—100
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for some g+ : 2 — R.

D. We assumed that A acts from L? to L®. This assumption can be
omitted, but in this case the estimates of u{t € Q: le(t)| < |h(t)|} in the
proofs of Lemmas 1 and 2 are more difficult, and, moreover, the possible
restrictions (of the type of (11)) on the behavior of ¢(¢,x) at infinity are
stronger than the ones in the Theorems 1-3. One can consult [6] in this
direction.

E. In the proof of Lemma 1 we can use some weaker inequalities instead
of the estimates
flt,x) > p(t,x), x>ug (20)

and
flt,x) < —p(t,—x), —x > um, (21)

equivalent to (7). More precisely, we used (20) for t € {t € Q: ey(t) > 0}
and (21) for t € {t € Q: eg(t) < 0}. In this way it is possible to generalize
both Theorems 1 and 2. As an example we give here a variant of Theorem 1
for the case where eg(t) > 0.

Theorem 5 Let ¢ > 0 and, instead of (7), assume that the estimate (20) is
valid for some ug. Let p(t,u) € G(up) and let equality (11) hold for every
R >0 and u, > ug. Then ind (©) = (—1)".

F. We considered nonlinear vector fields with a superposition operator as
nonlinearity. It is possible to consider other types of nonlinearities, for exam-
ple, nonlinearities with delays, derivatives or hysteresis. It is only necessary
to suppose that this nonlinearity satisfies an analog of (5).

G. The dependence on the parameter in (19) is very particular. With the
use of Theorems 1-3 it is possible to consider much more general cases, when
f(t,z) and c also depend on the parameter and the term Ab(t) is replaced by
b(t, \).

H. The generalization of Theorems 1-3 for equations in L*(Q;R"™) is an
interesting open problem, as well as the extension of Theorem 2 to the case
where dim Eyy > 1 (at least for particular cases of linear and nonlinear parts).

I[. In (13), the supremum with respect to all e € U can be replaced by
the supremum with respect to e € U close to e, in the sense that ||sign (e) —
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sign(eg)||z2 < o. This remark with Remark E makes it possible to generalize
Theorem 3.

J. If dim Ey > 1 and (10) holds for ey(t) in some subset of U containing

more than one point, then Theorem 3 is also valid. This case is rather
natural. For example, if eq is strictly positive, then (10) is valid for functions
e(t) close to eg. In the proofs we did not use that (10) is valid only for one
element eg € U.
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