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that cars look essentially different from different points of view. Despite all 
cars having similar main components, proportions are quite different and that 
increases difficulties of recognition.

There are programs for car recognition that are based on total search of cars in 
every point of an image and comparison of a given fragment with all possible 
appearances of a car (at different angles and different distances). We acknowledge 
that with gigantic speed and memory size of computers that problem can give 
satisfactory solutions in many applications. But from the history of AI we know 
that that kind of solution has very restricted areas of application. What we try 
to do is to find more intellectual tools that could deliver more general solutions.
 Let us deconstruct a modern vehicle to its ancient ancestor – keep only the 
wooden board and wheels – it is still a vehicle. There are some limitations that 
put restrictions of width of the base to wheels’ diameter (roughly from 2 to 5). 
That means that the space under the vehicle is always in deep shadow. That 
feature doesn’t depend on construction of the vehicle (with the exception of 
exotic cases). It is obvious that finding the darkest spots on the image will create 
a number of false alarms (deep shadows in trees, open doors in buildings, black 
paintings, etc). But it is also obvious that a number of natural restrictions can be 
applied. If the dark spot is inside the “green” area, or on the top of the image it is 
very unlikely to be an indicator of a car. There are also some general indications 
that there is a car over the dark spot: the car is mostly represented by a number 
of spots, and there are some geometrical restrictions on these spots (in size and 
relative locations). The majority of car images have straight lines. Some false 
alarms can be disaffirmed on the level of reinterpretation. Finding out if this 
approach would work could be done only by testing. An illustration is presented 
in Fig. 15.

                                  
   

         Fig. 10  Generated description:                          Fig. 11 Generated description:         
         Blue Sky, Mountains, Green.                             Sky, Green, Ground. 
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Fig. 12  Generated description: 
Blue Sky, Mountains, Snow, Green,
One tree on the right, Ground.               

Fig. 13  Generated description: 
Green, Blue Sky, Ground, One tree 
on the right, Water, Mountains.    

Fig. 14   Generated description: 
Gray Sky, Ground, City, Buildings.        

Fig. 15   Generated description: 
Green, Blue Sky, Ground, City, One tree
on the left, one tree in the center, cars.

Fig. 16   Generated description: 
Green Ground, Blue Sky, Clouds, 
One tree on the right, Distant forest      

Fig. 17  Generated description: 
Green, Blue Sky, Ground, One tree 
in the center, trees on the left, Distant 
Forest        
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Fig.18   Generated description: 
Green, Blue Sky, One tree on the 
left, One tree on the right, One tree
in the center, Trees in the centre, 
Distant Forest, Water, Mountains.                                          

Reinterpretation

As Gestalt psychology claims, interpretation of a part of an image depends on 
interpretation of the rest of the image. All described above is mainly interpretation 
of each spot independently of other objects in the image. But even on that basic 
level of image understanding we were forced to reinterpret some notions. When 
searching for the “sky” we take in consideration whether the candidate for the 
sky is surrounded by trees. When looking for a car and finding one, we look 
around for more cars using fewer restrictions. If a car was found, we would look 
for ground with softer criteria. If sky is found, we would look on geometry of 
surrounding spots, and sometimes divide the sky spot into two spots: sky and 
water. If white spots are surrounded by sky, the spots are interpreted as clouds, 
but if white spots are surrounded by mountains, these spots are interpreted as 
snow.

Of course many other rules of reinterpretation must be (and will be) implemented 
at the first level of image understanding. According to Gestalt psychology, when 
dividing an image into parts two conditions have to be satisfied: 1) each part has 
to be meaningful, and 2) the whole has to be meaningful. On the first level we 
take care of the parts, on the next level we must take care of the meaning of the 
whole picture.

From the description of the DC algorithm it is clear that at first it outlines big 
spots. In the outdoor scenes it will be “sky”, or “ground”, or “green”, or “water” and 
they could be immediately categorized as one of these notions. As was mentioned 
above, knowing one of these notions helps in segmentation and interpretation of 
other spots (completely in accordance with laws of Gestalt psychology). That is a 
big advantage of our “top-to-bottom” scheme of segmentation over “bottom-to-
top” ones (like starting with gradients, or combining objects from pixels, which 
allows interpretation to start only after segmentation is finished).
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Conclusion

1. Following basic ideas of Gestalt psychology and Linguistics we developed 
a working program that demonstrates image understanding in the domain of 
outdoor scenes by generating the first order description of the scene. 

2. In that program we implemented a number of new ideas in image processing:  

a) top-to-bottom segmentation by a Dual Clustering (DC) algorithm, 
b) interpretation of an object depending on the nature of surrounding objects 

and their relative position (in complete accordance with Gestalt principle), 
c) defining algorithms for generalized notions – concepts (like “sky”, “green”, 

“ground” etc.) that could not be defined in the tradition of classical pattern 
recognition based on a set of examples.

As a result we overcame two of three obstacles in image processing, which we 
mentioned in the introduction (dividing the image not in random pieces but in 
meaningful parts and generalizing complicated images through adequate short 
description). But we didn’t succeed in generalizing 3-D objects that look different 
at different angles (except “cars”).

3. The developed program opens two possibilities in constructing an image 
search engine – a program that searches the internet for images similar to one 
presented by the user. The weak version works as follows. Our program processes 
the given image and produces the description – a short set of words. That set of 
words is used as input to Google’s image search. In response Google returns a 
big set of images from the internet. The first 100 images are processed by our 
program that generates for each of the images a generalized description. Each of 
these descriptions is compared to the description of the initial image presented 
by the user and some measure of proximity is calculated. Finally, the 100 images 
are arranged according to the proximity and all images with proximity higher 
than some threshold are presented to the user.

The strong version of the proposed image search works as follows. Each image 
that appears on the internet is processed by our program and the generated 
description is stored with the image. So, a search for images similar to that given 
by user consists of straight comparison of the descriptions. 

4. While working on that program we found that our program recognizes some 
concepts (like sky, clouds, mountains, ground, trees) on the gray images. It 
happens because our interpretation of objects is based more on structural and 
positional features and less on color. More than that: it turns out (for the same 
reasons) that some of the concepts we can recognize even on black-and-white 
images (like line drawings). All this means that we achieved deeper understanding 
of the nature of image perception.
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5.  The results demonstrate once more that the principles of Gestalt psychology 
developed by the founding fathers mainly on dotted and lined images are 
completely applicable to any images.  More than that - the history of Artificial 
Intelligence proves that progress in imitating abilities of human vision couldn’t 
be achieved without implementing principles of Gestalt psychology. 

Summary

During the last 50 years there were many attempts in computer image recognition. 
At present the hot spot of Artificial Intelligence is image search on the internet. Still 
the results are far from being adequate. The main cause of stagnation in that field was 
the neglect of knowledge accumulated in psychology of perception in general and in 
Gestalt psychology in particular. In this paper we demonstrate that by using principles 
of Gestalt psychology combined with basics of Linguistics (concepts of “language of 
meaning” and “adequate language”) it is possible to come up with a computer program 
which works humanlike in quite a big domain of real images of outdoor scenes. The 
program demonstrates images by generating the first order description of the scene.

In that program we implemented a number of new ideas in image processing: a) top-
to-bottom segmentation by Dual Clustering (DC) algorithm, b) interpretation of an 
object depending  on the nature of surrounding objects and their  relative position (in 
complete accordance with Gestalt principle), c)  defining algorithms for generalized 
notions – concepts (like “sky”, “green”, “ground” etc.) that could  not be defined in 
the tradition of classical pattern recognition based on a set of examples. The developed 
program opens possibilities in constructing an image search engine – a program that 
searches the internet for images similar to one presented by the user.

The results demonstrate once more that the principles of Gestalt psychology developed 
by the founding fathers mainly on dotted and lined images are completely applicable to 
any images.  More than that - the history of Artificial Intelligence proves that progress 
in imitating abilities of human vision couldn’t be achieved without implementing 
principles of Gestalt psychology. 
Keywords: Image understanding, generalization, adequate language, visual concepts.  

Zusammenfassung

In den vergangenen 50 Jahren wurden viele Versuche auf dem Gebiet der automatisierten 
Bilderkennung  gemacht. Der Schwerpunkt heutiger Forschung im Bereich der künst-
lichen Intelligenz ist die Bildsuche im Internet. Die Ergebnisse sind jedoch bei weitem 
nicht ausreichend.  Der Hauptgrund für den Stillstand in diesem Bereich war die 
Vernachlässigung der Erkenntnisse, die allgemein von der Wahrnehmungspsychologie 
und speziell der Gestaltpsychologie zusammengetragen wurden. In dieser Arbeit zeigen 
wir, dass es durch die Anwendungen der Prinzipien der Gestaltpsychologie in Kombination 
mit Grundlagen der Linguistik (Konzepte „Sprache der Bedeutung“ und „adäquate 
Sprache“) möglich ist, ein Computerprogramm, das in einem durchaus großen Bereich 
von realen Bildern in freier Umgebung menschenähnlich funktioniert, zu entwickeln. Das 
Programm zeigt Bilder, indem es eine Beschreibung erster Ordnung der Szene entwickelt.
Wir haben in dieses Programm eine Reihe neuer Ideen zur Bildverarbeitung 
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implementiert: a) Top-down Segmentierung durch einen Dual-Clustering-Algorithmus 
(DC); b) Deutung eines Objekts abhängig von der Art der umgebenden Objekte und 
ihrer relativen Position zueinander (in vollständiger Übereinstimmung mit Gestalt-
Prinzipien); c) Ableitung eines Algorithmus für generalisierte Begriffe (wie Himmel, 
Grün, Boden etc.), die nicht in der Tradition klassischer Mustererkennung, basierend auf 
Beispielen, definiert werden konnten. Das entwickelte Programm eröffnet Möglichkeiten 
zur Konstruktion einer Bilder-Suchmaschine – eines Programmes, das das Internet nach 
Bildern durchsucht, die einem vom Anwender vorgegebenen Bild ähneln.

Die Ergebnisse zeigen einmal mehr, dass die Grundsätze der Gestaltpsychologie, die 
durch die Gründungsväter entwickelt wurden und sich hauptsächlich auf punktierte 
und linierte Bilder bezogen, vollständig auf beliebige Bilder anwendbar sind. Mehr noch 
– die Geschichte der Künstlichen Intelligenz zeigt, dass Fortschritte in der Imitation 
menschlichen Sehens ohne die Anwendung von gestaltpsychologischen Prinzipien nicht 
erreicht werden konnten.
Schlüsselwörter: Bilderkennung, Verallgemeinerung, adäquate Sprache, visuelle 
Konzepte.
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