designs by Mathon [13] and Jimbo [14]. Here, we use it to produce good larger DTS from smaller DTS.

An additive triangle of size $n$ is a collection $T$ of $n(n+1) / 2$ integers $s_{j}^{k}, k=1,2, \cdots, n ; j=1,2, \cdots, n+1-k$,

$$
\begin{array}{ccccc} 
& & s_{1}^{n} & & \\
& s_{1}^{n-1} & & s_{2}^{n-1} & \\
& \% & & \ddots & \\
s_{1}^{2} & & \ldots & & s_{n-1}^{2} \\
s_{1}^{1} & s_{2}^{1} & \cdots & & s_{n}^{1}
\end{array}
$$

such that

$$
\begin{equation*}
s_{j}^{k}=\sum_{i=j}^{j+k-1} s_{i}^{1} \tag{5}
\end{equation*}
$$

where $s_{j}^{k}$ is called the entry in the $(k, j)$-position of $T$.
From definitions above, we can show that an additive sequence of permutations of order $2 r+1$ and length $n$ is equivalent to $2 r+1$ additive triangles of size $n$ with entries from $X^{1}$ such that each integer of $X^{1}$ is the entry $s_{j}^{k}, k=1,2, \cdots, n$; $j=1,2, \cdots, n+1-k$, of exactly one of them [15]. Each triangle $\Delta_{i}$ of a DTS determines an additive triangle of size $n$ whose entries are $s_{j}^{k}=a_{i, j+k}-a_{i j}, k=1,2, \cdots, n ; j=1,2, \cdots, n+1-$ $k$, called a difference triangle of $\Delta_{i}$ with $n=J$. Following the construction for perfect systems of difference sets with ASP, we describe a method to obtain D'S from known D'SS and ASP. Let $U_{1}, \cdots, U_{2 r+1}$ be the additive triangles corresponding to an additive sequence of permutations of order $2 r+1$ and length $n=J$. For $i=1,2, \cdots, I$ and $j=1,2, \cdots, 2 r+1$, define additive triangles $T_{i}+U_{j}$ as follows: for $k=1,2, \cdots, J$ and $p=1,2, \cdots, J$ $+1-k$, the entry in the $(k, p)$-position of $T_{i}+U_{j}$ is $(2 r+1) s_{p}^{k}$ $+s_{p}^{k}$, where $T_{i}$ has entry $s_{p}^{k}$ and $U_{j}$ has entry $s_{p}^{k}$ in the ( $k, p$ )position. The resulting $m I$ additive triangles $T_{i}+U_{j}$ correspond to a new ( $t I, J$ )-DTS with $t=2 r+1$ and $m=t m_{1}+r$, where $m_{1}$ is the maximum element of ( $I, J$ )-DTS. For a similar proof, see [12], [15].

Example 2: An ASP of order 5 and length 4 is as follows: $X^{1}=\left(-2,-1,0,1,2, \quad X^{2}=(0,1,2,-2,-1), \quad X^{3}=\right.$ ( $2,-2,-1,0,1$ ), and $X^{4}=(-1,0,1,2,-2)$. It is known that there are a $(3,4)$-DTS with $m_{1}=32$ and a (4,4)-DTS with $m_{1}=41$. Therefore, we have a $(15,4)$-DTS with $m=162$ and a ( 20,4 )-DTS with $m=207$. New results on $M(I, J)$ oblained with this construction are also given in Table I. The best known results are included for comparison.

## IV. Conclusion

With the disjoint difference sets formed from the lines of Euclidean geometries and difference families, and additive sequence of permutations, we present further results on the size of difference triangle sets. With these results, we can construct better convolutional self-orthogonal codes. DTS and related DDS have some applications. The results can be extended to apply to other applications [4], [6].
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# Constructions, Families, and Tables of Binary Linear Covering Codes 

Alexander A. Davydov and Anna Yu. Drozhzhina-Labinskaya


#### Abstract

We present constructions and infinite families of binary linear covering codes with covering radii $R=2,3,4$. Using these codes, we obtain a table of constructive upper bounds on the length function $l(r, R)$ for $r \leq 64$ and $R=2,3,4$, where $l(r, R)$ is the smallest length of a binary linear code with given codimension $r$ and covering radius $R$. We obtain also upper bounds on $l(r, R)$ for $r=\overline{21,28}, R=5$. Parameters of the constructed codes are better than parameters of previously known codes.


## Index Terms—Covering radius, covering codes, binary linear codes.

## I. Introduction

Covering codes are being extensively studied, see, e.g., [1]-[17]. We consider binary linear covering codes.
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Denote by $E^{n}$ the space of $n$-dimensional vectors over the Galois field GF( 2 ). Let an $[n, n-r] R$ code be a binary linear code of length $n$, codimension $r$, and covering radius $R$. An [ $n, n-r] R$ code is an $(n-r)$-dimensional subspace of $E^{n}$. The covering radius of an $[n, n-r(C)] R$ code $C$ is the least integer $R$ such that the space $E^{n}$ is covered by spheres of radius $R$ whose centers are codewords. The density of this covering is denoted by $\mu(n, R, C)$ and is defined as follows:

$$
\begin{align*}
\mu(n, R, C) & \triangleq 2^{n-r(C)} \sum_{i=0}^{R}\binom{n}{i} / 2^{n} \\
& =\sum_{i=0}^{R}\binom{n}{i} / 2^{r(C)} \geq 1 . \tag{1.1}
\end{align*}
$$

This parameter characterizes a quality of the covering.
Let $U$ be an infinite family of codes with covering radius $R$, and let $U_{n}$ be a code with length $n$ of this family. For the family $U$, we consider the following asymptotic parameter [9]:

$$
\begin{equation*}
\bar{\mu}(R, U) \triangleq \liminf _{n \rightarrow \infty, U_{n} \in \dot{U}} \mu\left(n, R, U_{n}\right) . \tag{1.2}
\end{equation*}
$$

Further, we use the notation $\bar{\mu}(R)$ instead of $\bar{\mu}(R, U)$ because the family $U$ is defined by context.
The length function $l(r, R)[3]$ is the smallest length of a binary linear code with codimension $r$ and covering radius $R$.

For the family of the $\left[2^{r}-1,2^{r}-1-r\right] 1$ Hamming codes with $R=1$, we have $\bar{\mu}(1)=1$. Infinite families of binary linear codes with $R \geq 2$ are considered, e.g., in [3], [5], [7], [9], [10], [16]. Tables of upper bounds on $l(r, R)$ are given in [1] and [3]. The constructions DS (direct sum) and ADS (amalgamated direct sum) for covering codes are described in [10]. Other constructions of covering codes are proposed in [7]. They use a starting code to generate an infinite code family.

In this work we modify a construction from [7] and generate infinite families of codes with covering radii $R=2,3,4$ having better parameters than known families. Thus we improve upper bounds on $l(r, R)$. The constructed codes are normal as defined in [10].

In Section II, we give the general form of a covering code parity-check matrix proposed in [7]. We call this form "Construction A." In order to obtain a real matrix from the general form, one should design some submatrix and some set of field elements. In Sections III-V, for $R=2,3,4$, we propose a number of techniques for design of this submatrix and this set and obtain code families. We constructed in Examples 3.1, 4.2, and 5.5 infinite families of $[n, n-r] R$ codes with parameters:

$$
\begin{align*}
R & =2, \quad r=2 t, \quad t \geq 4, \quad n=27 \times 2^{t-4}-1, \\
\bar{\mu}(2) & \approx 1.4238,  \tag{1.3}\\
R & =3, \quad r=3 t-1, \quad t \geq 14, \quad n=821 \times 2^{t-9}-1, \\
\bar{\mu}(3) & \approx 1.3744,  \tag{1.4}\\
R & =4, \quad r=4 t-2, \quad t \geq 16, \quad n-991 \times 2^{t-9}-1, \\
\bar{\mu}(4) & \approx 2.3392 . \tag{1.5}
\end{align*}
$$

In Section VI we give in Table I the new upper bounds on $l(r, R)$ for $r \leq 64, R=2,3,4$, and new upper bounds on $l(r, R)$ for $r=\overline{21,28}, R=5$.

## II. Defintion, Notations, and Construction A

Here all matrices and columns are binary. An upper index in the notation of a matrix (column) is the number of binary rows (components) in it, except for the symbol of transposition $t r$. An element $h$ of $\operatorname{GF}\left(2^{m}\right)$ written as an element of a binary matrix

TABLE I
Constructive Upper Bounds on the Length Function $l(r, R)$ FOR $R=2,3,4$


Key to Table I: Unmarked bounds are obtained in this work.
${ }^{\text {a }}$ Ref. [10].
${ }^{\mathrm{b}}$ Ref. [1].
${ }^{c}$ Ref. [9].
${ }^{\text {d}}$ Ref. [7]
${ }^{\text {e }}$ Ref. [8].
(column) denotes the $m$-dimensional column vector that is the binary representation of $h$. For definiteness, $h=h_{m} \alpha^{m-1}$ $+\cdots+h_{2} \alpha+h_{1}=\left(h_{m} \cdots h_{2} h_{1}\right)^{t r}$, where $h_{i} \in \mathrm{GF}(2), i$ $=\overline{1, m}$, and $\alpha$ is a primitive element of $\mathrm{GF}\left(2^{m}\right)$. We assume that formally the number of summands of a column sum may be equal to zero and then we treat this sum to be equal to the zero column.
Fact 2.1 [5]: The covering radius of a binary linear code of codimension $r$ with a parity check matrix $I I$ is the Icast intcger $R$ such that any binary column of length $r$ is a sum of at most $R$ columns of $H$.
Definition 2.1: Let $C$ be a binary linear $[Q, Q-s] R$ code of length $Q$, codimension $s$, covering radius $R$, with a parity-check matrix $\Phi^{S}$. Let $l$ be an integer, $R \geq l \geq 0$. Let $l$ have the following properties: for any binary column $\pi$ of length $s$ (including the zero column), there exists an integer $z(\pi)$ such that $R \geq z(\pi) \geq l$, and the column $\pi$ can be represented by a sum of $z(\pi)$ distinct columns of the matrix $\Phi^{S}$. By definition, a sum of 0 columns is treated as the zero column. Then this code $C$ is called an $R, l$-object of the space $E^{Q}$ and is denoted by a $[Q, Q-s] R, l$ code. A $[Q, Q-s] R, l$ code with $l>0$ is also a $[Q, Q-s] R, l_{1}$ code with $l_{1}=0,1, \cdots, l \quad 1$.

Remark 2.1: The $R, l$-objects are a subclass of the $R, l$-subsets introduced in [7, p. 321].

Clearly, a $[Q, Q-s] R$ code is always a $[Q, Q-s] R, 0$ code. But if $l>0$, then the structure of the code parity-check matrix answers the question: can the $[Q, Q-s] R$ code be treated as a $[Q, Q-s] R, l$ code?
Example 2.I: We consider the following parity-check matrices:

$$
\begin{gather*}
\Phi_{1}^{4}=\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1
\end{array}\right],  \tag{2.1}\\
\Phi_{2}^{4}=\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1
\end{array}\right]=\left[\begin{array}{lll}
\varphi_{1} & \cdots & \varphi_{5}
\end{array}\right], \\
\Phi^{5}=\left[\begin{array}{lllllll}
1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0
\end{array}\right]=\left[\begin{array}{lll}
\varphi_{1} & \cdots & \varphi_{7}
\end{array}\right],  \tag{2.2}\\
\varphi_{i} \in \operatorname{GF}\left(2^{5}\right), \quad i=\overline{1,7} .
\end{gather*}
$$

The matrix $\Phi_{1}^{4}$ defines the $[5,1] 2,0$ repetition code. It cannot be treated as a $[5,1] 2,1$ or a $[5,1] 2,2$ code since the column ( 0000$)^{\text {tr }}$ is not equal to a sum of one or two columns of $\Phi_{1}^{4}$. The matrix $\Phi_{2}^{4}$ defines a $[5,1] 3$ code $C$. We have $(0000)^{2 r}=\varphi_{3}+\varphi_{4}+\varphi_{5}$. Hence $C$ is a $[5,1] 3,0$ and a $[5,1] 3,1$ code. It cannot be treated as a $[5,1] 3,2$ or a $[5,1] 3,3$ code since the column (1000) ${ }^{t r}$ cannot he represented by a sum of two or three columns of $\Phi_{2}^{4}$ and for $l=2,3$ the representation $(1000)^{t r}=\varphi_{1}$ cannot be used. The matrix $\Phi^{5}$ defines a code with $R=3$. It is a $[7,2] 3,2$ code, since $(00000)^{i r}=\varphi_{1}+\varphi_{2}+\varphi_{7}, \quad \varphi_{1}=\varphi_{2}+\varphi_{7}, \quad \varphi_{3}=\varphi_{4}+\varphi_{5}+$ $\varphi_{6}, \cdots$.
An addition of columns to a parity-check matrix of a code can increase $l$ for fixed covering radius $R$.
Example 2.2: $\mathrm{A}[Q, Q-s] 4$ code with minimum distance 3 is a $[Q, Q-s] 4,2$ code (see this example below). If we add to a parity-check matrix $\Phi^{s}$ of a $[Q, Q-s] 4,0$ code a column which is a sum of two columns of $\Phi^{s}$, we construct a $[Q+1, Q+1$ $s] 4,2$ code. From the $[8,1] 4,0$ repetition code, we obtain a [ 9,2$] 4,2$ code with the parity-check matrix

$$
\Phi^{7}=\left[\begin{array}{llllllll:l}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1  \tag{2.4}\\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0
\end{array}\right]-\left[\begin{array}{lll}
\varphi_{1} & \cdots & \varphi_{9}
\end{array}\right]
$$

Here $(0000000)^{t r}=\varphi_{1}+\varphi_{2}+\varphi_{9}, \varphi_{1}=\varphi_{2}+\varphi_{9}, \varphi_{2}=\varphi_{1}+$ $\varphi_{9}, \varphi_{9}=\varphi_{1}+\varphi_{2}, \varphi_{i}=\varphi_{i}+\varphi_{1}+\varphi_{2}+\varphi_{9}, i=3,8$.
Definition 2.2: Let $\Phi^{s}$ be a parity-check matrix of a binary linear $[Q, Q-s] R, l$ code of length $Q$, codimension $s$, covering radius $R$. A partition $K$ of the column set of the matrix $\Phi^{s}$ into nonempty subsets is called ( $R, l$ )-sufficient if for any binary column $\pi$ of length $s$, there exists an integer $z(\pi)$ such that $R \geq z(\pi) \geq l$ and the column $\pi$ can be represented by a sum of $z(\pi)$ columns of $\Phi^{s}$ from distinct subsets. No two columns from the same subset should occur in this sum.
We denote by $h\left(\Phi^{s}, l ; K\right)$ the number of subsets in an ( $R, l$ )sufficient partition $K$ for a matrix $\Phi^{s}$. The value of $R$ is defined
by context. Obviously, $R \leq h\left(\Phi^{s}, l ; K\right) \leq Q$. If $h\left(\Phi^{s}, l ; K\right)=Q$, i.e., every subset contains one column, then the partition $K$ is called trivial.
We consider also the following minimum over all partitions:

$$
\begin{equation*}
h\left(\Phi^{s}, l\right) \triangleq \min _{K} h\left(\Phi^{s}, l ; K\right) . \tag{2.5}
\end{equation*}
$$

Example 2.3: The $[4,1] 2,0$ repetition code parity-check matrix is

$$
\begin{align*}
\Phi^{3}=\left[\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1
\end{array}\right] & =\left[\varphi_{1} \varphi_{2} \varphi_{3} \varphi_{4}\right], \\
\varphi_{i} & \in \operatorname{GF}\left(2^{3}\right), \quad i=\overline{1,4} . \tag{2.6}
\end{align*}
$$

The partition $\left\{\varphi_{1}, \varphi_{2}, \varphi_{3}\right\},\left\{\varphi_{4}\right\}$ is (2,0)-sufficient. $h\left(\Phi^{3}, 0\right)=2<$ $Q$.
Remark 2.2: Assume that we treat the same code with a parity-check matrix $\Phi^{s}$ as an $R, l_{1}$-object and $R, l_{2}$-object with $t_{1}>t_{2} \geq 0$. Let $K_{1}$ be an ( $R, l_{1}$ )-sufficient partition of $\Phi^{s}$. Then there exists an ( $R, l_{2}$ ) -sufficient partition $K_{2}$ such that $h\left(\Phi^{s}, l_{2} ; K_{2}\right) \leq h\left(\Phi^{s}, l_{1} ; K_{1}\right)$; in any case, we can take $K_{2}=K_{1}$. So,

$$
\begin{align*}
h\left(\Phi^{s}, l_{2}\right) \leq h\left(\Phi^{s}, l_{1}\right) \quad \text { for } l_{2} & <l_{1} \\
\forall l, K \quad h\left(\Phi^{s}, 0\right) & \leq h\left(\Phi^{s}, l ; K\right) . \tag{2.7}
\end{align*}
$$

Example 2.4: For the matrix $\Phi_{2}^{4}$ of (2.2), the trivial partition $K_{1}$ gives $h\left(\Phi_{2}^{4}, 1 ; K_{1}\right)=5$. The following partition $K_{2}$ is (3,0)sufficient: $\left\{\varphi_{1}\right\},\left\{\varphi_{2}\right\},\left\{\varphi_{3}, \varphi_{4}, \varphi_{5}\right\}$. We havc $h\left(\Phi_{2}^{4}, 0 ; K_{2}\right)=3<5$.
For the matrix $\Phi^{5}$ of (2.3), the trivial partition $K_{1}$ gives $h\left(\Phi^{5}, 2 ; K_{1}\right)=7$. The following partition $K_{2}$ is (3, 1)-sufficient: $\left\{\varphi_{i}\right\}, i=1,2,6,7,\left\{\varphi_{3}, \varphi_{4}, \varphi_{5}\right\}$. Here $h\left(\Phi^{5}, 1 ; K_{2}\right)=5<7$.
Remark 2.3: The number of subsets $h\left(\Phi^{s}, l ; K\right)$ is equal to the chromatic number $h(J)$ of graph $\Gamma(J)$ considered in [7, Section 3, Remark 1].
Let $0^{s}$ be a zero matrix with $s$ rows. The number of columns in $0^{s}$ is determined by context. We introduce matrices $B^{m R}(b)$ with $b \in \operatorname{GF}\left(2^{m}\right) \cup\{*\}:$

$$
\left.\begin{array}{c}
B^{m R}(b) \triangleq\left[\begin{array}{ccc}
e_{1} & \cdots & e_{M} \\
e_{1} b & \cdots & e_{M} b \\
e_{1} b^{2} & \cdots & e_{M} b^{2} \\
\vdots & \ddots & \vdots \\
e_{1} b^{R-1} & \cdots & e_{M} b^{R-1}
\end{array}\right], \text { if } b \in \mathrm{GF}\left(2^{m}\right), \\
B^{m R}(*) \triangleq\left[\begin{array}{c}
0^{m(R-1)} \\
\hdashline---- \\
e_{1} \cdots
\end{array} e_{M}\right. \tag{2.8}
\end{array}\right],
$$

where $M=2^{m} ; \quad e_{j} \in \operatorname{GF}\left(2^{m}\right), e_{j} b^{u} \in \operatorname{GF}\left(2^{m}\right), j=\overline{1, M}, u$ $=\overline{1, R-1} ; b^{i}$ is the $i$ th power of $b ; 0^{m(R-1)}$ is the zero $m(R-1) \times M$ matrix; $e_{i} \neq e_{j}$ if $i \neq j, i, j \in\{\overline{1, M}\}$ (i.e., $\left.\left\{e_{1}, \cdots, e_{M}\right\}=\operatorname{GF}\left(2^{m}\right)\right)$. The element $b$ is called an indicator of matrix $B^{m R}(b)$.
We consider the general form of a covering code parity-check matrix construction proposed in [7]. Here we call it "Construction A."
Construction $A$ : Let a starting code $V_{0}$ be a binary linear $[Q, Q-s] R, l_{0}$ code of covering radius $R$ with a parity-check matrix

$$
\begin{equation*}
\Phi^{s}=\left[\varphi_{1} \varphi_{2} \cdots \varphi_{Q}\right], \quad \varphi_{i} \in \mathrm{GF}\left(2^{s}\right), \quad i=\overline{1, Q} . \tag{2.9}
\end{equation*}
$$

Let $K$ be an $\left(R, l_{0}\right)$-sufficient partition of the column set of $\Phi^{s}$ into $h\left(\Phi^{s}, l_{0} ; K\right)$ subsets. A new code $V$ is an $[n, n-r] R_{V}, l$
code of covering radius $R_{V}$ with a parity-check matrix $H_{\epsilon}^{r}(K)$ which has the following construction:

$$
H_{\epsilon}^{r}(K) \triangleq\left[\begin{array}{c:c}
0^{s} & P^{s}\left(\varphi_{1}\right) \cdots P^{s}\left(\varphi_{Q}\right)  \tag{2.10}\\
\hdashline D_{\epsilon}^{m R} & B^{m R}\left(b_{1}\right) \cdots B^{m R}\left(b_{Q}\right)
\end{array}\right], \quad r=s+m R,
$$

where $m \geq 1$ is an integer; $\epsilon$ is an index of matrices $D_{\epsilon}^{m R}$ and $H_{\epsilon}^{r}(K) ; D_{\epsilon}^{m R}$ is an $m R \times N(m)$ matrix (its structure and the number of columns $N(m)$ are defined separately); $0^{s}$ is the zero $s \times N(m)$ matrix; and $P^{s}\left(\varphi_{i}\right)$ is an $s \times 2^{m}$ matrix with equal columns $\varphi_{i}$, i.e., $P^{s}\left(\varphi_{i}\right)=\left[\varphi_{i} \cdots \varphi_{i}\right]$. The assignment of indicators $b_{i}$ depends on the partition $K$ in the following way: if columns $\varphi_{i}$ and $\varphi_{j}$ from $\Phi^{s}$ belong to distinct subsets of the partition $K$, then the inequality $b_{i} \neq b_{j}$ should be true; if columns $\varphi_{u}$ and $\varphi_{t}$ belong to the same subset of $K$, then we are free to assign the equality $b_{u}=b_{t}$ or the inequality $b_{u} \neq b_{t}$.

Nole that for the trivial partition $K$, all indicators $b_{i}$ should be distinct, i.e., $b_{i} \neq b_{j}$ if $i \neq j$. Note also that the index $\epsilon$ is useful to distinguish variants of matrices $D_{\epsilon}^{m R}$ and $H_{\epsilon}^{r}(K)$.

Denote by $\beta$ the set of indicators of the matrices $B^{m R}\left(b_{i}\right)$ in (2.10):

$$
\begin{equation*}
\beta \triangleq \bigcup_{i=1}^{Q}\left\{b_{i}\right\} \tag{2.11}
\end{equation*}
$$

Construction A defines the general form of the parity-check matrix of a new code $V$. To obtain a concrete matrix from the general form in (2.10), we should construct submatrix $D_{\epsilon}^{m R}$ and give the set of indicators $\beta$ and the value of parameter $m$. These problems are considered in detail in Sections III-V for codes with $R=2,3,4$.

Directly from the construction in (2.10) it follows that the new [ $n, n-r] R_{V}, l$ code $V$ has codimenison $r=s+m R$, length $n=2^{m} Q+N(m)$, where $N(m)$ is the number of columns in submatrix $D_{\epsilon}^{m R}$, and covering radius $R_{V} \geq R$. In Sections III-V, we design submatrix $D_{\epsilon}^{m R}$ and set $\beta$ such that the equality $R_{V}=R$ holds.

Without going into detail, note that indicator set $\beta$ and bounds for the $m$ value will be designed by one of the following ways:

## Case A1:

$$
\begin{equation*}
\beta \subseteq \mathrm{GF}\left(2^{m}\right) \cup\{*\} \backslash T, \quad 2^{m}+1-|T| \geq h\left(\Phi^{s}, l_{0} ; K\right) . \tag{2.12}
\end{equation*}
$$

Case A2:
$\beta=\mathrm{GF}\left(2^{m}\right) \cup\{*\} \backslash T, \quad Q \geq 2^{m}+1-|T| \geq h\left(\Phi^{s}, l_{0} ; K\right)$.

Here $T$ is some set, and $|T|$ is the cardinality of $T$. We will give $T$ for every concrete situation (see Theorems 3.1-5.1). For Case A2, we must use all elements of the set $\operatorname{GF}\left(2^{m}\right) \cup\{*\} \backslash T$ as indicators $b$.
We use Construction A iteratively. We can use a parity-check matrix $H_{\epsilon}^{r}(K)$ of a code $V$ obtained on the $i$ th step as a parity-check matrix $\Phi^{r}$ of a starting code $V_{0}$ for the $(i+1)$ th step. In this process, we may consider the same starting code $V_{0}$ with distinct values of $l_{0}$ to use both Case A1 and Case A2 and different variants of these cases. (See, (2.7), Remark 2.2, and Examples 4.2, 5.1, 5.6.) Estimates of $l$ and $h\left(H_{\epsilon}^{r}(K), l\right)$ for new codes $V$ are important for the remarked iterative process. We
give these estimates in Theorem 3.1-5.1. (In [7], such estimates are not described.)

We introduce notations for submatrices of matrix $H_{\epsilon}^{r}(K)$ in (2.10):

$$
L_{i}^{r} \triangleq\left[\begin{array}{c}
P^{s}\left(\varphi_{i}\right)  \tag{2.14}\\
\hdashline B^{m R}\left(b_{i}\right)
\end{array}\right], \quad i=\overline{1, Q} ; \quad \Psi_{\epsilon}^{r} \triangleq\left[\begin{array}{c}
-\overline{0^{s}} \\
\hline D_{\epsilon}^{m R}
\end{array}\right] .
$$

We denote by $L(f)$ the union of columns of all submatrices $L_{i}^{r}$ having the same indicator $b_{i}=f$, where $i \in\{\overline{1, Q}\}, f \in \beta$. Let $W^{m}$ be a parity-check matrix of the $\left[2^{m}-1,2^{m}-1-m\right] 1$ Hamming code containing all nonzero columns of length $m$. Let $\gamma, w, d \in \mathrm{GF}\left(2^{m}\right)$ be columns of this matrix. Denote by $W_{\gamma}^{m}$ the matrix $W^{m}$ with column $\gamma$ omitted.

Example 2.5: The matrix $D^{6}$ is obtained by ADS of two Hamming codes:

$$
\begin{align*}
D^{6} & =\left[\begin{array}{cccccc:c:cccccc}
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hdashline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1
\end{array}\right] \\
& =\left[\begin{array}{c:c:c}
W_{\gamma}^{3} & \gamma & 0^{3} \\
\hdashline & - & - \\
0^{3} & \gamma & W_{\gamma}^{3}
\end{array}\right], \tag{2.15}
\end{align*}
$$

Let $U \triangleq\left(\pi, u_{1}, \cdots, u_{R}\right)^{t r}, \pi \in \operatorname{GF}\left(2^{s}\right), u_{i} \in G F\left(2^{m}\right), i=\overline{1, R}$, i.e., $U$ is a column of $\mathrm{GF}\left(2^{r}\right), r=s+m R$. Proofs of the equality $R_{V}=R$ in Theorem 3.1-5.1 are based on Fact 2.1. We should represent any column $U$ as a sum of at most $R$ columns of matrix $H_{\epsilon}^{r}(K)$. The basic idea of the proof lies in the following. Let $\pi=\varphi_{j_{1}}+\cdots+\varphi_{j_{z}}$, where $\varphi_{j_{1}}, \cdots, \varphi_{j_{z}}$ belong to distinct subsets of $K$ and $R \geq z^{z}>0$. Then by definition of matrix $H_{\epsilon}^{r}(K)$ (see (2.10)), all indicators $b_{j_{1}}, \cdots, b_{j_{z}}$ are distinct. This allows us to solve some system of $z$ linear equations and to find $z$ columns (one column of each submatrix $L_{j_{1}}^{r}, \cdots, L_{j_{z}}^{r}$ ) such that their sum $S$ coincides with $U$ in $z$ elements $u_{\tau_{1}} \cdots, u_{\tau_{z}}$. If $R>z$, we add $R-z$ columns of submatrix $\Psi_{\epsilon}^{r}$ to the sum $S$. The added columns contain zeros in positions corresponding to $u_{\tau_{1}} \cdots, u_{\tau_{2}}$. If $l_{0}=0$, then for $\pi=0$ we have $z=0$. For Case A 1 in the situation $l_{0}=0$, the submatrix $D_{\epsilon}^{m R}$ is a parity-check matrix of a code with covering radius $R$. For Case A2 when $\pi=0$ (and in some other situations), we calculate some indicator $b_{\xi}$ and use the sum of two columns of submatrix $L_{\xi}^{r}$. The indicator $b_{\xi}$ always exists since $\beta=\mathrm{GF}\left(2^{m}\right) \cup\{*\} \backslash T$.

The new codes $V$ are normal by Theorem 32 of [6], which shows that if a linear binary code has length $n \leq 12$, or minimal distance $d \leq 3$, or covering radius $R \leq 2$, then this code is normal. We show that codes $V$ with $R-3,4$ have $d=3$. We can use codes $V$ in construction ADS [10].
For some examples in Sections III-V, we tested codes using a computer. For most of these examples there are proofs based on Fact 2.1. To save space we omit these proofs. For short we may write $H_{\epsilon}^{r}$ instead of $H_{\epsilon}^{r}(K)$. For $R=2,3,4$, we write $m R$ by $2 m, 3 m, 4 m$. If in a column sum $S$ representing a column $U$ some summand is equal to the zero column, then this summand is treated to be absent. In summands of the form $\left(\varphi_{f}, 0, w\right)^{t r}$, $(0,0, w, 0)^{r r}$, etc., the value of $w$ is defined by context.

## III. Codes with Covering Radius $R=2$

Theorem 3.1: Let a starting code $V_{0}$ be a $[Q, Q-s] 2,0$ code with a parity-check matrix $\Phi^{s}$ of the form (2.9). Let $K$ be a
(2,0)-sufficient partition of $\Phi^{s}$ into $h\left(\Phi^{s}, 0 ; K\right)$ subsets. We define a new code $V$ by a parity-check matrix $H_{\epsilon}^{r}(K)$ of the form (2.10), where indicator set $\beta$ (see (2.11)), parameter $m$, and submatrix $D_{\epsilon}^{2 m}$ are chosen by one of the following ways:

Case A1:

$$
\begin{gather*}
\beta \subseteq G F\left(2^{m}\right) \cup\{*\}, \quad 2^{m}+1 \geq h\left(\Phi^{s}, 0 ; K\right) \\
D_{1}^{2 m} \triangleq\left[\begin{array}{cc}
W^{m} & 0^{m} \\
0^{m} & W^{m}
\end{array}\right] \tag{3.1}
\end{gather*}
$$

Case A2:

$$
\beta=\mathrm{GF}\left(2^{m}\right), \quad Q \geq 2^{m} \geq h\left(\Phi^{s}, 0 ; K\right), \quad D_{2}^{2 m} \triangleq\left[\begin{array}{c}
0^{m}  \tag{3.2}\\
W^{m}
\end{array}\right]
$$

Then $V$ is a normal $[n, n-r] 2,0$ code with $r=s+2 m$ and parameters:

Case A1:

$$
\begin{equation*}
n=2^{m}(Q+2)-2, \quad h\left(H_{1}^{r}(K), 0\right) \leq h\left(\Phi^{s}, 0 ; K\right) \tag{3.3}
\end{equation*}
$$

Case A2:

$$
\begin{equation*}
n=2^{m}(Q+1)-1, \quad h\left(H_{2}^{r}(K), 0\right) \leq 2 \times 2^{m}+1 \tag{3.4}
\end{equation*}
$$

Proof: We prove Cases A1 and A2 considering examples of representation for columns $U=\left(\pi, u_{1}, u_{2}\right)^{t r} \in \mathrm{GF}\left(2^{r}\right), \pi \in$ $\mathrm{GF}\left(2^{s}\right), u_{1}, u_{2} \in \mathrm{GF}\left(2^{m}\right)$.

1) $\pi=\varphi_{i}+\varphi_{j} ; \varphi_{i}$ and $\varphi_{j}$ belong to distinct subsets of $K$; $b_{i} \neq b_{j}$.

Cases $A 1$ and A2: Let $b_{i}, b_{j} \neq *$. We find $x$ and $y$ solving the system $x b_{i}^{\delta-1}+y b_{j}^{\delta-1}=u_{\delta}, \delta=1,2$. Now $U=\left(\varphi_{i}, x, x b_{i}\right)^{t r}+$ $\left(\varphi_{j}, y, y b_{j}\right)^{t r}$.
Case A1: $b_{j}=* . U=\left(\varphi_{i}, u_{1}, u_{1} b_{i}\right)^{t r}+\left(\varphi_{j}, 0, w\right)^{t r}, w=u_{1} b_{i}$ $+u_{2}$.
2) $\pi=\varphi_{i}$.

Cases $A 1$ and 12 : If $b_{i} \neq{ }^{*}$, then $U=\left(\varphi_{i}, u_{1}, u_{1} b_{i}\right)^{t r}+$ $(0,0, w)^{t r}$.

Case A1: $b_{i}=* . U=\left(\varphi_{i}, 0, u_{2}\right)^{t r}+\left(0, u_{1}, 0\right)^{t r}$.
3) $\pi=0$.

Case A1: $U=\left(0, u_{1}, 0\right)^{t r}+\left(0,0, u_{2}\right)^{t r}$.
Case A2: Let $u_{1} \neq 0$. Since $\beta=\operatorname{GF}\left(2^{m}\right)$, indicator $b_{\xi}=u_{2} / u_{1}$ always exists and $U=\left(\varphi_{\xi}, 0,0\right)^{t r}+\left(\varphi_{\xi}, u_{1}, u_{1} b_{\xi}\right)^{t r}$. If $u_{1}=0$, $U=\left(0,0, u_{2}\right)^{t r}$.
To estimate $h\left(H_{1}^{r}(K), 0\right)$, we partition columns of $H_{1}^{r}(K)$ (except submatrix $\Psi_{1}^{r}$ ) in accordance with the partition $K$ of matrix $\Phi^{s}$ : if columns $\varphi_{i}, \varphi_{j}$ of $\Phi^{s}$ belong to distinct subsets of $K$, then columns of submatrices $L_{i}^{r}, L_{j}^{r}$ belong to distinct subsets of the partition of $H_{1}^{r}(K)$. For definiteness we assume that the first (resp., second) subset does not contain submatrices $L_{i}^{r}$ with $b_{i}=0$ (resp., $b_{i}=*$ ). Taking into account the case $\pi=\varphi_{i}$, we inscribe the columns of $\Psi_{1}^{r}$ of the form $(0,0, w)^{t r}$ (resp., $(0, w, 0)^{t r}$ in the first (resp., second) subset. To estimate $h\left(H_{2}^{r}(K), 0\right)$, we obtain $2 \times 2^{m}$ subsets partitioning every union $L(f)$ in two subsets such that the first subset contains all columns of the form $\left(\varphi_{i}, 0,0\right)^{t r}$ and the second subset contains the rest of the columns. The $\left(2 \times 2^{m}+1\right)$ th subset consists of columns of $\Psi_{2}^{r}$. From the considered representations of $U$, it follows that these partitions of $H_{1}^{r}(K)$ and $H_{2}^{r}(K)$ are ( 2,0 )-sufficient.
By Theorem 32 of [6], the code $V$ is normal since it has $R=2$.

Note that Case A1 corresponds to condition 2 of Theorems 2 and 4 in [7].
Example 3.1: In the first step of an iterative process, the [ 5,1$] 2,0$ code with the parity-check matrix $\Phi_{1}^{4}$ of (2.1) is a starting code $V_{0}$ with $h\left(\Phi_{1}^{4}, 0\right)=5$. We design three new codes
$V_{1}, V_{2}, V_{3}$ for $m=2,3,4$, respectively. Directly using Case A1 of (3.1) and (3.3) with $m=2$, we design a $[26,18] 2,0$ code $V_{1}$ with $h\left(H_{1}^{8}, 0\right) \leq 5$. For $m=3,4$, we construct the parity-check matrix $H_{c}^{r}(K)$ of the form (2.10) with special indicator sets $\beta$ and submatrices $D_{\epsilon}^{2 m}$. For $m=3$, we take $D_{11}^{2 m}=D^{6}$ (see (2.15)) and $\beta=\left\{0, \alpha, \alpha+1, \alpha^{2}+1, \alpha^{2}+\alpha\right\}$, where $\alpha$ is a primitive element of GF $\left(2^{3}\right)$. We obtain $[53,43] 2,0$ code $V_{2}$ with $h\left(H_{11}^{10}, 0\right)$ $\leq 9$. (The same code is described in Theorem 5 of [7].) For $m=4$, we take $\beta=\left\{0,1, \alpha, \alpha^{2}, *\right\}$, where $\alpha$ is a primitive element of $\operatorname{GF}\left(2^{4}\right)$, and

$$
=\left[\begin{array}{lllllll:l}
000 & 0000 & 1111 & 111 & 1111 & 0000 & 0000 & 1  \tag{3.5}\\
000 & 1111 & 0000 & 111 & 1111 & 0000 & 0000 & 1 \\
011 & 0011 & 0011 & 011 & 0011 & 0011 & 0000 & 1 \\
101 & 0101 & 0101 & 101 & 0101 & 0101 & 0000 & 1 \\
000 & 0000 & 0000 & 000 & 0000 & 1111 & 1111 & 0 \\
000 & 0000 & 0000 & 000 & 1111 & 0000 & 1111 & 0 \\
000 & 0000 & 0000 & 101 & 0011 & 0110 & 0011 & 0 \\
000 & 0000 & 0000 & 011 & 0110 & 0101 & 0101 & 0
\end{array}\right] .
$$

This $8 \times 27$ matrix is a modified form of the parity-check matrix of the $[26,18] 2,0$ code $V_{1}$ with the last additional column. We obtain a $[107,95] 2,0 \operatorname{code} V_{3}$ with $h\left(H_{12}^{12}, 0\right) \leq 32$. We tested the codes $V_{2}$ and $V_{3}$ and the estimates of $h\left(H_{11}^{10}, 0\right)$ and $h\left(H_{12}^{12}, 0\right)$ using a computer.

For $i \geq 2$ on the $i$ th step of the iterative process, we directly use Case A2 of (3.2) and (3.4). Codes designed on the ( $i-1$ )th step are starting codes for the $i$ th step. Let $f(r) \triangleq 27 \times 2^{t-4}-1$ for $r=2 t$. The $[Q, Q-s] 2,0$ codes $V_{1}, V_{2}$, and $V_{3}$ have $Q=$ $f(s)$. Hence (see (3.4)) all $[n, n-r] 2,0$ codes obtained by the iterative process have $n=f(r)$.

In the second step, the condition $Q \geq 2^{m} \geq h\left(\Phi^{s}, 0 ; K\right)$ holds for $m=3,4, m=4,5$, and $m=5,6$ if a starting code is $V_{1}, V_{2}$, and $V_{3}$, respectively. We obtain codes $C_{1}, C_{2}$ with $n=215,431$, $r=14,16, h\left(H_{2}^{r}, 0\right) \leq 17,33$ (for starting code $V_{1}$ and $m=3,4$ ), codes $C_{3}, C_{4}$ with $n=863,1727, r=18,20$ (for starting code $V_{2}$ and $m=4,5$ ), and codes $C_{5}, C_{6}$ with $n=3455,6911, r=22,24$ (for starting code $V_{3}$ and $m=5,6$ ).

Take a $[f(s), f(s)-s] 2,0$ code with $s=2 k \geq 8$ as a starting code for Case A2 with $m-\mu$. We obtain a $[f(r), f(r)-r] 2,0$ code $C$ with $r=2 t, t=\mu+k, h\left(H_{2}^{r}(K), 0\right) \leq 2 \times 2^{\mu}+1$. We next use $C$ as a starting code for Case $A 2$ with $m=M$. The inequality in (3.2) has the form $27 \times 2^{t-4}-1 \geq 2^{M} \geq 2 \times 2^{\mu}$ +1 . It holds for $M=\overline{\mu+2, t}$. Using these values of $M$, we construct $t-\mu-1=k-1$ new [ $f(\rho), f(\rho)-\rho] 2,0$ codes $Y$ with $\rho=2 \tau, \tau=\overline{t+\mu+2,2 t}$. Since $k \geq 4$, codes $Y$ with $\tau=$ $2 t-1,2 t$ will always be obtained. So, if we have a series of codes $C$ with $t=\overline{a, 2 a-2}$, we can design a sequence of codes $Y$ with $\tau=\overline{2 a-1,4 a-4}$. Now we can take this sequence of codes $Y$ as starting codes and obtain a series of new [ $f(r), f(r)$ $-r] 2,0$ codes with $r=2 t, t=\overline{4 a-3,8 a-8}$, etc.

Codes $C_{1}, \cdots, C_{6}$ designed in the second step form a required series of codes $C$ with $t=\overline{7,12}$. So, we proved that the considered iterative process forms an infinite family of $[n, n-r] 2,0$ codes with $R=2, r=2 t, t \geq 4, n=27 \times 2^{t-4}-1, \bar{\mu}(2) \approx$ 1.4238 (see (1.3)).

Really we obtain also codes $Y$ with $\tau \leq 2 t-2$ and can construct for the described family different codes with the same parameters.

Remark 3.1: Taking the $[4,1] 2,0$ code of (2.6) as a starting code and directly using Case A2, we can design codes with $R=2, r=2 t-1 \geq 7, r \neq 9,13,17,25,33, n=5 \times 2^{t-2}-1$,
that have the same parameters as the codes of [9]. But these codes and the codes of [9] differ in structure.

## IV. Codes with Covering Radius $R=3$

Denote by $A^{2 m}$ a parity-check matrix of a code with covering radius $R=2$ and codimension $r=2 m$. Let $\lambda_{2 m}$ be the length of this code.
Theorem 4.1: Let a starting code $V_{0}$ be a $[Q, Q-s] 3, l_{0}$ code with parity-check matrix $\Phi^{s}$ of the form (2.9). Let $K$ be a ( $3, l_{0}$ )-sufficient partition of $\Phi^{s}$ into $h\left(\Phi^{s}, l_{0} ; K\right)$ subsets. We define a new code $V$ by a parity-check matrix $H_{\epsilon}^{r}(K)$ of the form (2.10), where indicator set $\beta$ (see (2.11)), parameter $m$, and submatrix $D_{\epsilon}^{3 m}$ are chosen by one of the following ways:

Case A1:

$$
\begin{align*}
\text { i) } & =0, \quad \beta \subseteq \mathrm{GF}\left(2^{m}\right) \backslash\{0\}, \quad 2^{m}-1 \geq h\left(\Phi^{s}, 0 ; K\right) \\
D_{10}^{3 m} & \triangleq\left[\begin{array}{cc}
W^{m} & 0^{m} \\
0^{2 m} & A^{2 m}
\end{array}\right],  \tag{4.1}\\
\text { ii) } l_{0} & =1, \quad \beta \subseteq \mathrm{GF}\left(2^{m}\right), \quad 2^{m} \geq h\left(\Phi^{s}, 1 ; K\right), \\
D_{11}^{3 m} & \triangleq\left[\begin{array}{cc}
0^{m} & 0^{m} \\
W^{m} & 0^{m} \\
0^{m} & W^{m}
\end{array}\right], \tag{4.2}
\end{align*}
$$

iii) $l_{0}=2, \quad \beta \subseteq \mathrm{GF}\left(2^{m}\right) \cup\{*\}, \quad 2^{m}+1 \geq h\left(\Phi^{s}, 2 ; K\right)$,
$D_{12}^{3 m} \triangleq\left[\begin{array}{c}0^{m} \\ W^{m} \\ 0^{m}\end{array}\right]$.
Case A2:
$\forall l_{0}, \quad \beta=\operatorname{GF}\left(2^{m}\right) \cup\{*\}, \quad Q \geq 2^{m}+1 \geq h\left(\Phi^{s}, l_{0} ; K\right)$,

$$
\begin{equation*}
D_{2}^{3 m} \triangleq D_{12}^{3 m} \tag{4.4}
\end{equation*}
$$

Then $V$ is an $[n, n-r] 3, l$ code with $r=s+3 m$ and parameters:
Case A1:
i)

$$
\begin{equation*}
n=2^{m}(Q+1)+\lambda_{2 m}-1, \quad l \geq 1 \tag{4.5}
\end{equation*}
$$

ii) $\quad n=2^{m}(Q+2)-2, \quad l=2$,

$$
\begin{equation*}
h\left(H_{11}^{r}(K), 1\right) \leq h\left(\Phi^{s}, 1 ; K\right)+2 \tag{4.6}
\end{equation*}
$$

iii)

$$
n=2^{m}(Q+1)-1, \quad l=2
$$

$$
\begin{equation*}
h\left(H_{12}^{r}(K), 2\right) \leq h\left(\Phi^{s}, 2 ; K\right)+1 \tag{4.7}
\end{equation*}
$$

Case A2:

$$
\begin{align*}
& n=2^{m}(Q+1)-1, \quad l=2 \quad \text { for } m \geq 2, \\
& h\left(H_{2}^{r}(K), l_{0}\right) \leq 2\left(2^{m}+1\right)+1 \tag{4.8}
\end{align*}
$$

Besides, if $m \geq 2$ or $n \leq 12$, then $V$ is a normal $[n, n-r] 3$ code.

Proof: We prove Cases A1 and A2 considering examples of representation for columns $U=\left(\pi, u_{1}, u_{2}, u_{3}\right)^{t r}, \pi \in \mathrm{GF}\left(2^{s}\right)$, $u_{1}, u_{2}, u_{3} \in \operatorname{GF}\left(2^{m}\right)$.

1) $\pi=\varphi_{i}+\varphi_{j}+\varphi_{k} ; \varphi_{i}, \varphi_{j}$, and $\varphi_{k}$ belong to distinct subsets of $K ; b_{i}, b_{j}$, and $b_{k}$ are distinct.

Cases A1 i-A1iii, A2: Let $b_{i}, b_{j}, b_{k} \neq *$. We find $x, y, z$ solving the system $x b_{i}^{\delta-1}+y b_{j}^{\delta-1}+z b_{k}^{\delta-1}=u_{\delta}, \delta=1,2,3$. Now $U=\left(\varphi_{i}, x, x b_{i}, x b_{i}^{2}\right)^{t r}+\left(\varphi_{j}, y, y_{j}^{b}, y b_{j}^{2}\right)^{t r}+\left(\varphi_{k}, z, z b_{k}, z b_{k}^{2}\right)^{t r}$. If $b_{k}=*$, the system takes the form $x b_{i}^{\delta-1}+y b_{j}^{\delta-1}=u_{\delta}, \delta=1,2$, and the third summand is $\left(\varphi_{k}, 0,0, w\right)^{t r}$.
2) $\pi=\varphi_{i}+\varphi_{j} ; \varphi_{i}$ and $\varphi_{j}$ belong to distinct subsets of $K$; $b_{i} \neq b_{j}$. If $b_{i}, b_{j} \neq *$, then $U=\left(\varphi_{i}, x, x b_{i}, x b_{i}^{2}\right)^{i r}+$ $\left(\varphi_{j}, y, y b_{j}, y b_{j}^{2}\right)^{t r}+F$, where $x, y$ are a solution of the system $x b_{i}^{\delta-1}+y b_{j}^{\delta-1}=u_{\delta} ; \delta=2,3$ and $F=(0, w, 0,0)^{4 r}$ for Case A1 i; $\delta=1,3$ and $F=(0,0, w, 0)^{t r}$ for Cases A1ii, A1iii, and A2. Nole that $\beta \cap\{0\}=\varnothing$ for Case A1i.

If $b_{j}=*$, then $U=\left(\varphi_{i}, u_{1}, u_{1} b_{i}, u_{1} b_{i}^{2}\right)^{t r}+\left(\varphi_{j}, 0,0, \gamma\right)^{t r}+$ $(0,0, w, 0)^{t r}$.
3) $\pi=\varphi_{i}$. (Here we do not consider Case A1iii.)

Cases Ali and Alii: $U=\left(\varphi_{i}, u_{1}, u_{1} b_{i}, u_{1} b_{i}^{2}\right)^{t r}+P$, where $P$ is a sum of at most two columns of submatrix $\Psi_{\epsilon}^{r}$ (see the definition of $A^{2 m}$ ).
Case A2: Let $b_{i} \neq *, u_{2} \neq u_{1} b_{i}, u_{3} \neq u_{1} b_{i}^{2}$. Take $b_{\xi}=\left(u_{3}\right.$ $\left.+u_{2} b_{i}\right) /\left(u_{2}+u_{1} b_{i}\right) \neq b_{i}, x=\left(u_{1} b_{\xi}+u_{2}\right) /\left(b_{i}+b_{\xi}\right), y=\left(u_{1} b_{i}\right.$ $\left.+u_{2}\right) /\left(b_{i}+b_{\xi}\right)$. Then $U=\left(\varphi_{i}, x, x b_{i}, x b_{i}^{2}\right)^{t r}+\left(\varphi_{\xi}, 0,0,0\right)^{t r}+$ $\left(\varphi_{\xi}, y, y b_{\xi}, y b_{\xi}^{2}\right)^{t r}$.
Let $b_{i} \neq *, u_{2}=u_{1} b_{i}, u_{3} \neq u_{1} b_{i}^{2}$. Take $b_{\xi}-*, w-u_{3}+$ $u_{1} b_{i}^{2}$. Then $U=\left(\varphi_{i}, u_{1}, u_{1} b_{i}, u_{1} b_{i}^{2}\right)^{t r}+\left(\varphi_{\xi}, 0,0,0\right)^{t r}+$ $\left(\varphi_{\xi}, 0,0, w\right)^{t r}$.
Let $b_{i}=*, u_{1} \neq 0$. Take $b_{\xi}=u_{2} / u_{1}, w=u_{3}+u_{1} b_{\xi}^{2}$. Then $U=\left(\varphi_{i}, 0,0, w\right)^{t r}+\left(\varphi_{\xi}, u_{1}, u_{1} b_{\xi}, u_{1} b_{\xi}^{2}\right)^{t r}+\left(\varphi_{\xi}, 0,0,0\right)^{t r}$.
4) $\pi=0$. (Here we do not consider Cases A1ii and A1iii.)

Case Ali: $D_{10}^{3 m}$ is a parity-check matrix of a code with $R=3$.
Case A2: Let $u_{1} \neq 0, u_{2}^{2} \neq u_{1} u_{3}$. Take $b_{\xi}^{2}=u_{3} / u_{1}, w=u_{2}+$ $u_{1} b_{\xi}$. Then $U=\left(\varphi_{\xi}, u_{1}, u_{1} b_{\xi}, u_{1} b_{\xi}^{2}\right)^{t r^{\xi}}+\left(\varphi_{\xi}, 0,0,0\right)^{t r}+$ $(0,0, w, 0)^{t r}$.

For $\pi=\varphi_{i}, \pi=0$, the indicators $b_{\xi}$ exist since $\beta=\mathrm{GF}\left(2^{m}\right)$ $\cup\{*\}$.
The estimate of $h\left(\dot{H}_{2}^{r}(K), l_{0}\right)$ in (4.8) is obtained in perfect analogy to the cstimatc in (3.4). To cstimate $h\left(H_{11}^{r}(K), 1\right)$ in (4.6), we partition columns of $H_{11}^{r}(K)$ (except submatrix $\Psi_{11}^{r}$ ) in accordance with partition $K$ of matrix $\Phi^{s}$, i.e., if columns $\varphi_{i}$ and $\varphi_{j}$ of $\Phi^{s}$ belong to distinct subsets of $K$, then columns of submatrices $L_{i}^{r}$ and $L_{j}^{r}$ belong to distinct subsets of the partition of $H_{11}^{r}(K)$. Also, we form two subsets from columns of $\Psi_{11}^{r}$ having the form $(0,0, w, 0)^{t r}$ and $(0,0,0, w)^{t r}$, respectively. The estimate of $h\left(H_{12}^{r}(K), 2\right)$ in (4.7) is similar. Since $h\left(\Phi^{S}, l_{0}\right) \geq R$ $=3$, we have $m \geq 2$ in Cases A1i and A1ii. Clearly, for $m \geq 2$ the zero column is a sum of three columns of $W^{m}$, every column of $W^{m}$ is a sum of two columns of $W^{m}$, and every column of the submatrix $L_{i}^{r}$ is a sum of three columns of it. Hence, we have $l \geq 1$ in (4.5) and $l=2$ in (4.6) and (4.8). In (4.7) we have $l=2$ since $l_{0}-2$. For $m \geq 2$, the new code $V$ has minimal distance $d=3$ (see $W^{m}$ in (4.1)-(4.4)). By Theorem 32 of [6], an [ $\left.n, n-r\right]$ code is normal if $d \leq 3$ or $n \leq 12$.

Cases A1i and A1ii correspond to conditions 4 and 5 of Theorems 2 and 4 in [7].
Example 4.1: $V_{0}$ is the $[7,2] 3,2$ code of Examples 2.1 and 2.4. Case Aliii for $m \geq 3$ gives an infinite family of $[n, n-r] 3, l$ codes with

$$
\begin{gather*}
R=3, \quad l=2, \quad r=3 t-1, \quad t \geq 5, \\
n=2^{t+1}-1, \quad \bar{\mu}(3)=2.6667 . \tag{4.9}
\end{gather*}
$$

Example 4.2: The [23, 12]3, 0 Golay code is a code $V_{0}$ for Case A1i. We take the parity-check matrices of codes in (1.3) obtained in Example 3.1 as $A^{2 m}$ and obtain a family of $[n, n-r] 3, l$ codes with

$$
\begin{align*}
& R=3, \quad l \geq 1, \quad r=3 t-1, \quad t \geq 9 \\
& n=411 \times 2^{t-8}-2, \quad \bar{\mu}(3) \approx 1.3794 \tag{4.10}
\end{align*}
$$

The first code of the family uses the parity-check matrix $H_{11}^{10}$ of the $[53,43] 2,0$ code obtained in Example 3.1 as matrix $A^{2 m}$. We tested using a computer that this first code is an $[820,794] 3,2$ code with $h\left(H_{10}^{26}, 2\right) \leq 820, h\left(H_{10}^{26}, 0\right) \leq 33$. We use it as $V_{0}$ for Case A2, $m=5,9$, and Case A1iii, $m \geq 10$. Thus we obtain a
family of [ $n, n-r] 3,2$ codes with $R=3, r=3 t-1, t \geq 14$, $n=821 \times 2^{t-9}-1, \bar{\mu}(3) \approx 1.3744$ (see (1.4)).

Example 4.3: $V_{0}$ is the $[5,1] 3,1$ code with parity-check matrix $\Phi_{2}^{4}, h\left(\Phi_{2}^{4}, 0\right) \leq 3$ (see Examples 2.1 and 2.4 ). We use Case A2, $m=1,2$, and obtain an $[11,4] 3,1$ code with the parity-check matrix

$$
H_{2}^{7}=\left[\begin{array}{c:ccccc}
0 & 11 & 00 & 00 & 00 & 00 \\
0 & 00 & 11 & 00 & 00 & 00  \tag{4.11}\\
0 & 00 & 00 & 11 & 00 & 11 \\
0 & 00 & 00 & 00 & 11 & 11 \\
0 & 01 & 01 & 00 & 00 & 00 \\
1 & 00 & 01 & 00 & 00 & 00 \\
0 & 00 & 01 & 01 & 01 & 01
\end{array}\right]=\left[h_{1} \cdots h_{11}\right]
$$

$h\left(H_{2}^{7}, 0\right) \leq 7$, and a $[23,13] 3,2$ code with $h\left(H_{2}^{10}, 0\right) \leq 11$. Using the $[11,4] 3,1$ code as $V_{0}$ for Case $\mathrm{A} 2, m=3$, we obtain a $[95,79] 3,2$ code. The designed [23, 13] 3,2 code has a larger length than the $[22,12] 3,0$ shortened Golay code, but its parameters $l$ and $h\left(H_{2}^{10}, 0\right)$ are belter. Using the $[23,13] 3,2$ code as $V_{0}$ for Case A2, $m=4$, and Case A1iii, $m \geq 5$, we generate an infinite family of $[n, n-r] 3, l$ codes with

$$
\begin{gather*}
R=3, \quad l=2, \quad r=3 t-2, \quad t \geq 8 \\
n=3 \times 2^{t-1}-1, \quad \bar{\mu}(3) \approx 2.25 \tag{4.12}
\end{gather*}
$$

Example 4.4: $V_{0}$ is the $[7,1] 3,0$ repetition code. For Case A1i, $m \geq 4$, we take the parity-check matrices of codes in (1.3) as $A^{2 m}$ and generate an infinite family of $[n, n-r] 3, l$ codes with parameters

$$
\begin{gather*}
R=3, \quad l \geq 1, \quad r=3 t, \quad t \geq 6 \\
n=155 \times 2^{t-6}-2, \quad \bar{\mu}(3) \approx 2.3676 . \tag{4.13}
\end{gather*}
$$

Now we consider some special forms of submatrix $D_{\epsilon}^{3 m}$ and $\beta$.

Example 4.5: $V_{0}$ is the $[7,1] 3,0$ code, $m=3, \beta=\mathrm{GF}\left(2^{3}\right) \backslash\{0\}$, and $D_{\epsilon}^{3 m}$ has the form

$$
\begin{array}{r}
D_{13}^{3 m}=\left[\begin{array}{cc}
W^{3} & 0^{3} \\
0^{6} & Y^{6}
\end{array}\right], \quad Y^{6}=\left[\begin{array}{c:c}
W_{\gamma}^{3} & P^{3}(\gamma) \\
P^{3}(\gamma) & W_{\gamma}^{3}
\end{array}\right] \\
\gamma=(001)^{t r} \tag{4.14}
\end{array}
$$

$P^{3}(\gamma)$ is a matrix of six equal columns $\gamma$. We verified using a computer that a $[75,60] 3,2$ code $V_{31}$ with $h\left(H_{13}^{15}, 2\right) \leq 23$ is obtained. Now again $V_{0}$ is the $[7,1] 3,0$ code, $m=3, \beta=$ $\mathrm{GF}\left(2^{3}\right) \backslash\{1\}$, and $D_{\epsilon}^{3 m}$ has the form

$$
D_{14}^{3 m}=\left[\begin{array}{c:c:c:c}
W_{\gamma}^{3} & 0^{3} & 0^{3} & \gamma  \tag{4.15}\\
0^{3} & W_{\gamma}^{3} & 0^{3} & \gamma \\
0^{3} & 0^{3} & W_{\gamma}^{3} & \gamma
\end{array}\right], \quad \gamma=(001)^{t r} .
$$

We tested using a computer that a $[75,60] 3,1$ code $V_{32}$ with $h\left(H_{14}^{15}, 1\right) \leq 14$ is obtained. So, we have two distinct codes $V_{31}$ and $V_{32}$ with the same parameters $n$ and $r$, but with distinct values of $l$ and $h\left(H_{\epsilon}^{15}, l\right)$. We next use directly Theorem 4.1 in the following situations: Case A2, $m=4, V_{0}$ is code $V_{32}$; Case A2, $m=5,6, V_{0}$ is code $V_{31}$ or $V_{32}$; Case A1iii, $m \geq 7, V_{0}$ is code $V_{31}$. We obtain a family of $[n, n-r] 3, l$ codes with

$$
\begin{align*}
& R=3, \quad l=2, \quad r=3 t, \quad t \geq 9 \\
& n=19 \times 2^{t-3}-1, \quad \bar{\mu}(3) \approx 2.2327 \tag{4.16}
\end{align*}
$$

Example 4.6: $V_{0}$ is the $[11,4] 3,1$ code of Example 4.3. We construct a ( 3,1 )-sufficient partition for matrix $H_{2}^{7}$ as follows: $\left\{h_{1}\right\}, \cdots,\left\{h_{6}\right\},\left\{h_{8}\right\},\left\{h_{7}, h_{9}, h_{10}, h_{11}\right\} . h\left(H_{2}^{7}, 1\right) \leq 8$. We take $m=4$, $\beta=\left\{0, \alpha, \alpha^{2}, \alpha^{2}+\alpha, \alpha^{3}, \alpha^{3}+\alpha, \alpha^{3}+\alpha^{2}, \alpha^{3}+\alpha^{2}+\alpha\right\}, \alpha$ is a primitive element of $\mathrm{GF}\left(2^{4}\right)$,

$$
D_{15}^{3 m}=\left[\begin{array}{c:c:c}
0^{4} & 0^{4} & 0^{4}  \tag{4.17}\\
W_{\gamma}^{4} & \gamma & 0^{4} \\
0^{4} & \gamma & W_{\gamma}^{4}
\end{array}\right], \quad \gamma=(0001)^{t r}=\alpha^{0}
$$

We tested using a computer that a $[205,186] 3,1$ code is obtained.

Example 4.7: Let $D_{\epsilon}^{3 m}=D_{11}^{3 m}, B^{3 m}(\#) \triangleq D_{12}^{3 m}, \beta=\mathrm{GF}\left(2^{m}\right) \cup$ $\{*, \sharp\}, m=3$ (see (4.2) and (4.3)). $V_{0}$ is the [14, 6]3, 0 code [10] with the parity-check matrix

$$
\Phi^{8}=\left[\begin{array}{llllll}
100 & 000 & 00 & 00 & 11 & 01 \\
010 & 000 & 00 & 00 & 11 & 10 \\
001 & 000 & 00 & 01 & 01 & 01 \\
000 & 100 & 00 & 01 & 01 & 10 \\
000 & 010 & 00 & 10 & 01 & 01 \\
000 & 001 & 00 & 10 & 01 & 10 \\
000 & 000 & 10 & 11 & 10 & 01 \\
000 & 000 & 01 & 11 & 10 & 10
\end{array}\right]=\left[\varphi_{1}, \cdots, \varphi_{14}\right],
$$

Let $K$ be a partition of $\Phi^{8}$ of the form $\left\{\varphi_{i}, \varphi_{i+1}\right\}, i=1,3,5,13$, $\left\{\varphi_{j}\right\}, j=\overline{7,12}$. We tested using a computer that $K$ is ( 3,0 )-sufficient. Take $b_{1}=b_{2}=1, b_{3}=b_{4}=\alpha, b_{5}=b_{6}=\alpha^{2}, b_{7}=\alpha^{3}$, $b_{8}=\alpha^{4}, b_{9}=\alpha^{5}, b_{10}=\alpha^{6}, b_{11}=*, b_{12}=\sharp, b_{13}=b_{14}=0$, where $\alpha$ is a primitive element of $\operatorname{GF}\left(2^{3}\right)$. We tested using a computer that $[126,109] 3,2$ code is obtained.

## V. Codes with Covering Radius $R=4$

Theorem 5.1: Let a starting code $V_{0}$ be a $[Q, Q-s] 4, l_{0}$ code with a parity-check matrix $\Phi^{s}$ of the form (2.9). Let $K$ be a $\left(4, l_{0}\right)$-sufficient partition of $\Phi^{s}$ into $h\left(\Phi^{s}, l_{0} ; K\right)$ subsets. We introduce the notation $h_{0} \triangleq h\left(\Phi^{s}, l_{0} ; K\right)$. We define a new code $V$ by a parity-check matrix $H_{\epsilon}^{r}(K)$ of the form (2.10), where indicator set $\beta$ (see (2.11)), parameter $m$, and submatrix $D_{\epsilon}^{4 m}$ are chosen by one of the following ways:

## Case A1:

i)

$$
\begin{align*}
& l_{0}=2, \quad \beta \subseteq \operatorname{GF}\left(2^{m}\right), \quad 2^{m} \geq h_{0} \\
& D_{11}^{4 m} \triangleq\left[\begin{array}{cc}
0^{2 m} & 0^{2 m} \\
W^{m} & 0^{m} \\
0^{m} & W^{m}
\end{array}\right] \tag{5.1}
\end{align*}
$$

ii)
$l_{0}=2, \quad \beta \subseteq \mathrm{GF}\left(2^{m}\right) \cup\{*\}, \quad 2^{m}+1 \geq h_{0}, \quad m$ is odd,

$$
D_{12}^{4 m} \triangleq\left[\begin{array}{cc}
0^{m} & 0^{m}  \tag{5.2}\\
W^{m} & 0^{m} \\
0^{m} & W^{m} \\
0^{m} & 0^{m}
\end{array}\right]
$$

iii)

$$
\begin{gather*}
l_{0}=2, \quad \beta \subseteq\left\{1, \alpha, \alpha^{2}, \cdots, \alpha^{c}\right\}, \quad c=\left\lfloor\left(2^{m}+2\right) / 3\right\rfloor \\
c+1 \geq h_{0}, \quad D_{13}^{4 m} \triangleq\left[\begin{array}{c:c:c}
W_{\gamma}^{m} & \gamma & 0^{m} \\
0^{2 m} & 0^{2 m} & 0^{2 m} \\
0^{m} & \alpha & W_{\alpha}^{m}
\end{array}\right] \\
\gamma=(0 \cdots 01)^{t r}=\alpha^{0}, \tag{5.3}
\end{gather*}
$$

where $\alpha=(0 \cdots 010)^{t r}$ is a primitive element of $\mathrm{GF}\left(2^{m}\right)$; iv)

$$
\begin{array}{ll}
l_{0}=3, & \beta \subseteq \mathrm{GF}\left(2^{m}\right), \quad 2^{m} \geq h_{0}, \\
& D_{14}^{4 m} \triangleq\left[\begin{array}{l}
0^{3 m} \\
W^{m}
\end{array}\right] . \tag{5.4}
\end{array}
$$

Case A2:

$$
\begin{align*}
\text { j) } l_{0} & =0, \quad \beta=\mathrm{GF}\left(2^{m}\right) \cup\{*\}, \quad Q \geq 2^{m}+1 \geq h_{0}, \\
D_{21}^{4 m} & \triangleq\left[\begin{array}{ccc}
0^{m} & 0^{m} & 0^{m} \\
W^{m} & 0^{m} & 0^{m} \\
0^{m} & W^{m} & 0^{m} \\
0^{m} & 0^{m} & W^{m}
\end{array}\right], \tag{5.5}
\end{align*}
$$

jj) $l_{0}=0, \quad \beta=\operatorname{GF}\left(2^{m}\right)$,

$$
\begin{equation*}
Q \geq 2^{m} \geq h_{0}, \quad D_{22}^{4 m} \triangleq D_{21}^{4 m} \tag{5.6}
\end{equation*}
$$

jjj) $l_{0}=0, \quad \beta=\operatorname{GF}\left(2^{m}\right), \quad Q \geq 2^{m} \geq h_{0}, \quad m$ is odd,

$$
D_{23}^{4 m} \triangleq\left[\begin{array}{cc}
0^{m} & 0^{m}  \tag{5.7}\\
A^{2 m} & 0^{2 m} \\
0^{m} & W^{m}
\end{array}\right],
$$

where $A^{2 m}$ is a parity-check matrix of a $\left[\lambda_{2 m}, \lambda_{2 m}-2 m\right] 2$ code. Then $V$ is a normal $[n, n-r] 4, l$ code with $r=s+4 m$ and parameters:

Case A1:
i) and ii)

$$
\begin{gathered}
n=2^{m}(Q+2)-2, \quad l-3, \quad h\left(I I_{g}^{r}(K), 2\right) \leq h_{0}+2 \\
h\left(H_{g}^{r}(K), 3\right) \leq 3 h_{0}+2 \quad \text { for } m \geq 3, \quad g=11,12,
\end{gathered}
$$

iii)

$$
\begin{equation*}
n=2^{m}(Q+2)-3, \quad l \geq 2 \tag{5.9}
\end{equation*}
$$

iv)

$$
\begin{gather*}
n=2^{m}(Q+1)-1, \quad l=3 \\
h\left(H_{14}^{r}(K), 3\right) \leq h_{0}+1 \tag{5.10}
\end{gather*}
$$

Case A2:
j) and ji$) \quad n=2^{m}(Q+3)-3, \quad l=3 \quad$ for $m \geq 3$,

$$
\begin{gather*}
h\left(H_{f}^{r}(K), 2\right) \leq 2 Y_{f}+5, \quad h\left(H_{f}^{r}(K), 3\right) \leq 4 Y_{f}+9 \\
f=21,22 \\
Y_{21}=2^{m}+1, \quad Y_{22}=2^{m} ;  \tag{5.11}\\
n=2^{m}(Q+1)+\lambda_{2 m}-1, \quad l \geq 2 \tag{5.12}
\end{gather*}
$$

jij)
Proof: We prove Cases A1 and A2 considering examples of representation for columns $U=\left(\pi, u_{1}, u_{2}, u_{3}, u_{4}\right)^{t r}, \pi \in \mathrm{GF}\left(2^{s}\right)$, $u_{1}, u_{2}, u_{3}, u_{4} \in \operatorname{GF}\left(2^{m}\right)$.

1) $\pi=\varphi_{i}+\varphi_{j}+\varphi_{k}+\varphi_{p} ; \varphi_{i}, \varphi_{j}, \varphi_{k}$, and $\varphi_{p}$ belong to distinct subsets of $K ; b_{i}, b_{j}, b_{k}$, and $b_{p}$ are distinct.
Cases Ali-Aliv, A2j-A2ijj: Let $b_{i}, b_{j}, b_{k}, b_{p} \neq *$. We find $x$, $y, z$, and $t$ solving the system $x b_{i}^{\delta-1}+y b_{j}^{\delta-1}+z b_{k}^{\delta-1}+t b_{p}^{\delta-1}$ $=u_{\delta}, \delta=\overline{1,4} . U=\left(\varphi_{i}, x, x b_{i}, x b_{i}^{2}, x b_{i}^{3}\right)^{t r}+\left(\varphi_{j}, y, y b_{j}, y b_{j}^{2}\right.$, $\left.y b_{j}^{3}\right)^{t r}+\left(\varphi_{k}, z, z b_{k}, z b_{k}^{2}, z b_{k}^{3}\right)^{t r}+\left(\varphi_{p}, t, t b_{p}, t b_{p}^{2}, t b_{p}^{3}\right)^{t r}$. If $b_{p}=*$ (Cases $\Lambda 1 \mathrm{ii}$ and $\Lambda 2 \mathrm{j}$ ), the system contains three equations. In the representation of $U$, the fourth summand is $\left(\varphi_{p}, 0,0,0, w\right)^{t r}$.
2) $\pi=\varphi_{i}+\varphi_{j}+\varphi_{k} ; \varphi_{i}, \varphi_{j}$, and $\varphi_{k}$ belong to distinct subsets of $K ; b_{i}, b_{j}$ and $b_{k}$ are distinct.
Let $b_{i}, b_{j}, b_{k} \neq *$. We find $x, y$, and $z$ solving the system $T$ of three equations $x b_{i}^{\delta-1}+y b_{j}^{\delta-1}+z b_{k}^{\delta-1}=u_{\delta}$. Now $U=$ $\left(\varphi_{i}, x, x b_{i}, x b_{i}^{2}, x b_{i}^{3}\right)^{2 r}+\left(\varphi_{j}, y, y b_{j}, y b_{j}^{2}, y b_{j}^{3}\right)^{i r}+\left(\varphi_{k}, z, z b_{k}, z b_{k}^{2}\right.$, $\left.z b_{k}^{3}\right)^{t r}+f ; f$ is a column of $\Psi_{\epsilon}^{r}$. We introduce notations: $S_{1}=b_{i}$ $+b_{j}, S_{2}=b_{i}+b_{k}, S_{3}=b_{j}+b_{k}, \Pi_{1}=b_{i} b_{j}, \Pi_{2}=b_{i} b_{k}, \Pi_{3}=$ $b_{j} b_{k}, \sigma_{1}=b_{i}+b_{j}+b_{k}, \sigma_{2}=\Pi_{1}+\Pi_{2}+\Pi_{3}, \sigma_{3}=b_{i} b_{j} b_{k}, \Delta=$
$S_{1} S_{2} S_{3}, \quad \theta=u_{3} \sigma_{1}+u_{2} \sigma_{2}+u_{1} \sigma_{3}, \quad \Omega=\left(u_{4}+u_{3} \sigma_{1}+\right.$ $\left.u_{2} \sigma_{2}\right) / \sigma_{3}$.

Cases A1i, A1iv, A2j-A2jjj: We take $\delta=1,2,3$ and $f=$ $(0,0,0,0, w)^{t r}$.

Case Alii: We solve two systems $T$ with $\delta=1,2,4$ and $\delta=$ $1,3,4$. We denote their determinants by $\Delta_{1}$ and $\Delta_{2}$. We can show that $\Delta_{1}=\Delta \sigma_{1}, \Delta_{2}=\Delta \sigma_{2}$. Clearly, $\Delta \neq 0$. Suppose, $\Delta_{1}=$ $\Delta_{2}=0$. Then $\sigma_{1}=\sigma_{2}=0$ and $b_{j}^{2}+b_{j} b_{k}+b_{k}^{2}=0$. Let $t=$ $b_{j} b_{k}^{-1}$. Then $t^{2}+t+1=0$. The equation cannot be solved over $\mathrm{GF}\left(2^{m}\right)$ with odd $m$ [14]. So, either $\Delta_{1} \neq 0$ or $\Delta_{2} \neq 0$. If $\Delta_{1} \neq 0$, then $f-(0,0,0, w, 0)^{t r}$. If $\Delta_{2} \neq 0$, then $f=(0,0, w, 0,0)^{t r}$.

Case A1iii: Solving the system $T$ with $\delta=1,2,3$, we obtain $x=\left(u_{3}+u_{2} S_{3}+u_{1} \Pi_{3}\right) /\left(S_{1} S_{2}\right), \quad y-\left(u_{3}+u_{2} S_{2}+\right.$ $\left.u_{1} \Pi_{2}\right) /\left(S_{1} S_{3}\right), z=\left(u_{3}+u_{2} S_{1}+u_{1} \Pi_{1}\right) /\left(S_{2} S_{3}\right)$. For these values of $x, y, z$, we have $x h_{i}^{3}+y h_{j}^{3}+z b_{k}^{3}=\theta$. If $\theta+u_{4} \neq \alpha$, then (see (5.3)) the matrix $\Psi_{13}^{r}$ contains the column $f=(0,0,0,0, \theta+$ $\left.u_{4}\right)^{t r}$ and the representation of $U$ is obtained.

If $\theta+u_{4}=\alpha$ (i.e., $u_{4}=\alpha+\theta$ ), then we solve the system $T$ with $\delta=2,3,4$ and obtain $x=\left(u_{4}+u_{3} S_{3}+u_{2} \Pi_{3}\right) /\left(S_{1} S_{2} b_{i}\right)$, $y=\left(u_{4}+u_{3} S_{2}+u_{2} \Pi_{2}\right) /\left(S_{1} S_{3} b_{j}\right), \quad z=\left(u_{4}+u_{3} S_{1}+\right.$ $\left.u_{2} \Pi_{1}\right) /\left(S_{2} S_{3} b_{k}\right.$ ), where $b_{i}, b_{j}, b_{k} \neq 0$ (see (5.3)). For obtained values of $x, y$, and $z$, we have $x+y+z=\Omega$. We substitute $u_{4}=\alpha+\theta$ into $\Omega$ and obtain $\Omega=u_{1}+\alpha / \sigma_{3}$. Since $\beta \subseteq$ $\left\{1, \alpha, \alpha^{2}, \cdots, \alpha^{c}\right\}$, we have $\sigma_{3}=\alpha^{p}, 3 \leq p \leq 3 c-3 \leq 2^{m}-1$. Hence $\sigma_{3} \neq \alpha, \Omega+u_{1} \neq 1$. For the matrix $D_{13}^{4 m}$, we have $\gamma=1$. Thercfore, $\Psi_{13}^{r}$ contains the column $f=(0, \Omega+$ $\left.u_{1}, 0,0,0\right)^{t r}$. The representation of $U$ is designed.
Let $b_{k}=*$ (Cases A1ii, A2j). We solve the system $x b_{i}^{\delta-1}+$ $y b_{j}^{\delta-1}=u_{\delta}, \quad \delta=1,2$. Now $U=\left(\varphi_{i}, x, x b_{i}, x b_{i}^{2}, x b_{i}^{3}\right)^{t r}+$ $\left(\varphi_{j}, y, y b_{j}, y b_{j}^{2}, y b_{j}^{3}\right)^{t r}+\left(\varphi_{k}, 0,0,0, w\right)^{t r}+(0,0,0, g, 0)^{t r}, w=x b_{i}^{3}$ $+y b_{j}^{3}+u_{4}, g=x b_{i}^{2}+y b_{j}^{2}+u_{3}$.
3) $\pi=\varphi_{i}+\varphi_{j} ; \varphi_{i}$ and $\varphi_{j}$ belong to distinct subsets of $K$; $b_{i} \neq b_{j}$. Here we do not consider Case A1iv. Let $b_{i}, b_{j} \neq *$. We solve the system $x b_{i}^{\delta-1}+y b_{j}^{\delta-1}=u_{\delta}$, where $\delta=1,2$, for Cases $\mathrm{A} 1 \mathrm{i}, \mathrm{A} 2 \mathrm{j}, \mathrm{A} 2 \mathrm{jj} ; \delta=2,3$ for Case A1iii; $\delta=1,4$ for Cases A1ii, A2 jjj (if $m$ is odd, then $b_{i}^{3} \neq b_{j}^{3}$ ). Now $U=\left(\varphi_{i}, x, x b_{i}, x b_{i}^{2}, x b_{i}^{3}\right)^{t r}$ $+\left(\varphi_{j}, y, y b_{j}, y b_{j}^{2}, y b_{j}^{3}\right)^{t r}+P$, where $P$ is a sum of at most two columns of $\Psi_{\epsilon}^{r}$. If $b_{j}=*$ (Cases A1ii, A 2 j$)$, then $U=\left(\varphi_{i}, u_{1}\right.$, $\left.u_{1} b_{i}, u_{1} b_{i}^{2}, u_{1} b_{i}^{3}\right)^{t r}+\left(\varphi_{j}, 0,0,0, w\right)^{t r}+(0,0, g, 0,0)^{t r}+(0,0,0$, $d, 0)^{t r}$.
4) $\pi-\varphi_{i}$. (Here we do not consider Cases $\Lambda 1 \mathrm{i}-\Lambda 1 \mathrm{iv}$.)

Cases $A 2 j-A 2 j j j$ : Let $b_{i} \neq *$. Then $U=\left(\varphi_{i}, u_{1}\right.$, $\left.u_{1} b_{i}, u_{1} h_{i}^{2}, u_{1} b_{i}^{3}\right)^{t r}+(0,0,0,0, w)^{t r}+P$, where $P$ is a sum of at most two columns of $\Psi_{\varepsilon}^{r}$.
Case $A 2 j$ : Let $b_{i}=*$. If $u_{1} \neq 0$, then we can always find $b_{\xi}=u_{2} / u_{1}$, since $\beta=\mathrm{GF}\left(2^{m}\right) \cup\{*\}$. Now $U=\left(\varphi_{i}, 0,0,0, w\right)^{t r}$ $+\left(\varphi_{\xi}, 0,0,0,0\right)^{t r}+\left(\varphi_{\xi}, u_{1}, u_{2}, u_{1} b_{\xi}^{2}, u_{1} b_{\xi}^{3}\right)^{t r}+(0,0,0, d, 0)^{t r}$. If $u_{1}=0$, then $U=\left(\varphi_{i}, 0,0,0, u_{4}\right)^{t r}+\left(0,0, u_{2}, 0,0\right)^{t r}+$ $\left(0,0,0, u_{3}, 0\right)^{t r}$.
5) $\pi=0$. (Here we do not consider Cases A1i-A1iv.).

Cases $A 2 j-A 2 i j j$ : $u_{1}=0 . U$ is a sum of at most three columns of $\Psi_{\epsilon}^{r}$.
Cases $A 2 j, A 2 j j: u_{1} \neq 0$. We can always find $b_{\xi}=u_{2} / u_{1}$. Now $U=\left(\varphi_{\xi}, 0,0,0,0\right)^{t r}+\left(\varphi_{\xi}, u_{1}, u_{2}, u_{1} b_{\xi}^{2}, u_{1} b_{\xi}^{3}\right)^{t r} ।^{\xi}(0,0,0, d, 0)^{t r}$ $+(0,0,0,0, w)^{t r}$.
Case $A 2 j j j: u_{1} \neq 0$. Since for odd $m$ any element of GF $\left(2^{m}\right)$ is a cube, we can always find $b_{\xi}$ such that $b_{\xi}^{3}=u_{4} / u_{1}$. Then $U=\left(\varphi_{\xi}, 0,0,0,0\right)^{t r}+\left(\varphi_{\xi}, u_{1}, u_{1} b_{\xi}, u_{1} b_{\xi}^{2}, u_{4}\right)^{t r}+P$, where $P$ is a sum of at most two columns of $\Psi_{23}^{r}$ corresponding to submatrix $A^{2 m}$.
Estimates of $h\left(H_{g}^{r}(K), 2\right)$ in (5.8) and $h\left(H_{14}^{r}(K), 3\right)$ in (5.10) are obtained in the same way as the estimate of $h\left(H_{11}^{r}(K), 1\right)$ in Theorem 4.1.

Since $h\left(\Phi^{s}, l_{0}\right) \geq R=4$, we have $m \geq 2$ for all Cases A1 and A2. Moreover, for Cases A1ii and A2jjij, where $m$ is odd, we have $m \geq 3$.

For $m \geq 3$, we consider partitions $P_{3}$ and $P_{4}$ of a union $L(f)$. For $P_{3}$, the first (resp., second) subset consists of columns ( $\left.\varphi_{j}, e_{i}, e_{i} f, e_{i} f^{2}, e_{i} f^{3}\right)^{t r}$ with $e_{i}=0,1$ (resp., $e_{i}=\alpha, \alpha^{2}$ ), and the third subset is the rest of the columns. Here $0,1, \alpha \in \operatorname{GF}\left(2^{m}\right)$, and $\alpha$ is a primitive element. The first and the second subsets of $P_{4}$ are the same as the first and the second subsets of $P_{3}$, the third subset contains columns with $e_{i}=\alpha+1$, and the fourth subset is the rest of the columns. It can be verified directly that both partitions $P_{3}$ and $P_{4}$ allow us to represent any column of $L(f)$ by a sum of three columns of distinct subsets. Also, $P_{4}$ permits us to represent any column of the form ( $\left.0, e_{i}, e_{i} f, \cdots\right)^{t r}$ by a sum of four columns of distinct subsets. Now we introduce the partition $P_{W}$ of the column set of the matrix $W^{m}$ : the first (resp., second) subset consists of only the column $(0 \cdots 01)^{\text {r }}$ (resp., $(0 \cdots 010)^{t r}$, and the third subset is the rest of the columns. Any column of $W^{m}$ is a sum of two columns of distinct subsets. Besides, in $W^{m}$, we have three linearly dependent columns of distinct subsets.

We consider Case A1i (see (5.8)). Since $l_{0}=2>0$, columns of $\Psi_{11}^{r}$ occur in representations of $U$ together with columns of submatrices $L_{i}^{r}$. For $m \geq 2$, any column of $L_{i}^{r}$ is a sum of three columns of this submatrix. Hence $l=3$. Let $|\beta|=h_{0}, m \geq 3$. To estimate $h\left(H_{11}^{r}(K), 3\right)$, we use $P_{3}$ for every union $L(f)$ and obtain $3 h_{0}$ subsets. In addition, every submatrix $W^{m}$ in $\Psi_{11}^{r}$ defines one subset. Properties of $P_{3}$ show that the described partition of $H_{11}^{r}(K)$ is (4,3)-sufficient. The Case A1ii is similar.

For Case A2j (see (5.11)), columns of $\Psi_{21}^{r}$ can occur in representations of $U$ without columns of $L_{i}^{r}$. To estimate $h\left(H_{21}^{r}(K), 3\right)$, we use $P_{4}$ for unions $L(f)$ and $P_{W}$ for every submatrix $W^{m}$ in $\Psi_{21}^{r}$. We obtain $4\left(2^{m}+1\right)+9$ subsets. Properties of $P_{4}, P_{W}$ show that $l=3$, and this partition of $H_{21}^{r}(K)$ is $(4,3)$-sufficient. If, e.g., $U=\left(0, u_{1}, u_{1} b_{\xi}, u_{1} b_{\xi}^{2}, u_{1} b_{\xi}^{3}\right)^{t r}, u_{1} \neq 0$, then we represent $U$ by a sum of four columns of distinct subsets. Now we consider Case A2j for $l=2$. We partition every union $L(f)$ into two subsets as in Theorem 3.1. We use $P_{W}$ for one of the submatrices $W^{m}$ in $\Psi_{21}^{r}$. Other submatrices $W^{m}$ define two subsets. We obtained a $(4,2)$-sufficient partition of $2\left(2^{m}+1\right)+5$ subsets. Case A 2 jj is similar.

Since $D_{\epsilon}^{4 m}$ contains submatrix $W^{m}$, and we always have $m \geq 2$, the code $V$ has minimal distance $d=3$ and is normal by Theorem 32 of [6].

Cases A1i and A1iv correspond to condition 4 of Theorems 2 and 4 in [7].

Example 5.1: $V_{0}$ is the $[9,1] 4,0$ repetition code. Case A 2 j , $m=3$, gives a $[93,73] 4,3$ code with $h\left(H_{21}^{20}, 2\right) \leq 23, h\left(H_{21}^{20}, 3\right) \leq$ 45. Now we take this code as $V_{0}$ for Case A1i, $m=5$, and Case A1iv, $m \geq 6$. This generates a $[3038,2998] 4,3$ code and a family of $[n, n-r] 4, l$ codes with

$$
\begin{gather*}
R=4, \quad l=3, \quad r=4 t, \quad t=5, \quad t \geq 11 \\
n=47 \times 2^{t-4}-1, \quad \bar{\mu}(4)=3.1024 \tag{5.13}
\end{gather*}
$$

Example 5.2: Here we use Example 2.2. ADS of the [23, 12]3, 0 Golay code and Hamming codes gives a [25, 12] 4,0 code, a $[29,15] 4,2$ code with $h\left(\Phi^{14}, 2\right) \leq 26$, and a $\lceil 37,2214,2$ code with $h\left(\Phi^{15}, 2\right) \leq 26$. (The estimates of $h\left(\Phi^{s}, 2\right)$ are tested using a computer.) From the $[9,1] 4,0$ repetition code and the [25, 12]4,0 code, we obtain a $[10,2] 4,2$ code and a $[26,13] 4,2$ code.

Example 5.3: $V_{0}$ is the [10, 2]4, 2 code of Example 5.2. With the help of Casc A1i, $m=4$, and Case A1iii, $m=5,6,7$, we design $[190,166] 4,3,[381,353] 4,3,[765,733] 4,3$, and
[1533, 1497]4, 3 codes. Now $V_{0}$ is the [9, 2]4, 2 code of Example 2.2. By Case A1i, $m=4$, and Case A1iii, $m=5,6$, we design $[174,151] 4,3,[349,322] 4,3$, and $[701,670] 4,3$ codes.

Example 5.4: $V_{0}$ is the $[8,1] 4,0$ repetition code. Using Case A2 jjj for $m=3$ and the matrix in (2.15) as $A^{2 m}$, we obtain an [ 84,65$] 4,3$ code. Now $V_{0}$ is the [37,22]4, 2 code of Example 5.2. Case A1i, $m=5,6$, and Case A1iii, $m=\overline{7,11}$, give an $[1246,1211] 4,3$ code $\Omega$ with $h\left(H_{11}^{35}, 3\right) \leq 80$, a $[2494,2455] 4,3$ code, and $[n, n-r] 4,3$ codes with

$$
\begin{gather*}
R=4, \quad l=3, \quad r=4 t-1, \quad t=\overline{11,15} \\
n=39 \times 2^{t-4}-3 \tag{5.14}
\end{gather*}
$$

Now $V_{0}$ is the code $\Omega$. Case A1iv, $m \geq 7$, gives [ $\left.n, n-r\right] 4, l$ codes with

$$
\begin{align*}
R=4, \quad l=3, \quad r=4 t-1, \quad t & =9, \quad t \geq 16, \\
n=1247 \times 2^{t-9}-1, \quad \bar{\mu}(4) & \approx 2.9323 . \tag{5.15}
\end{align*}
$$

Example 5.5: We consider codes with $r=4 t-2$. ADS of the $[14,6] 3$ code [10] and the [3, 1]1 Hamming code gives a [16, 6]4, 0 code $V_{0}$. Using Case A2jj, $m=4$, we obtain a $[301,275] 4,3$ code. Let $I^{k}$ be the identity $k \times k$ matrix. ADS of the [5, 1] 2 code (see (2.1)) and the $[7,4] 1$ Hamming codes gives a $[17,7] 4,2$ code $V_{0}$ with the parity-check matrix

$$
\begin{gather*}
\Phi^{10} \triangleq\left[\begin{array}{ccc:c}
I^{4} & 0^{4} & 0^{4} & \nu \\
0^{3} & W_{\rho}^{3} & 0^{3} & \rho \\
0^{3} & 0^{3} & W_{\rho}^{3} & \rho
\end{array}\right]=\left[\begin{array}{lll}
\varphi_{1} \cdots & \varphi_{17}
\end{array}\right], \quad \nu=(1111)^{t r}, \\
\rho
\end{gather*} \begin{aligned}
& =(111)^{t r} . \tag{5.16}
\end{aligned}
$$

It can be shown that the partition into nine subsets $\left\{\varphi_{1}\right\}, \cdots,\left\{\varphi_{6}\right\},\left\{\varphi_{7}, \cdots, \varphi_{10}\right\},\left\{\varphi_{11}, \cdots, \varphi_{16}\right\},\left\{\varphi_{17}\right\}$ is (4, 2)-sufficient. Case A1ii, $m=3$, and Case A1iii, $m=5$, give an [150, 128]4, 3 code and a $[605,575] 4,3$ code.

Now $V_{0}$ is the [29, 15]4, 2 code of Example 5.2. Using Case A1i, $m=5,6$, and Case A1iii, $m=\overline{7,11}$, we design a [990, 956] 4,3 code with $h\left(H_{11}^{34}, 3\right) \leq 80$, an $[1982,1944] 4,3$ code, and $[n, n-r] 4,3$ codes with

$$
\begin{gather*}
R=4, \quad l=3, \quad r=4 t-2, \quad t=\overline{11,15} \\
n=31 \times 2^{t-4}-3 . \tag{5.17}
\end{gather*}
$$

Finally, let $V_{0}$ be the [990,956]4, 3 code. Using Case $\Lambda 1 \mathrm{iv}$, $m \geq 7$, we obtain an infinite family of $[n, n-r] 4,3$ codes with parameters $R=4, r=4 t-2, t=9, t \geq 16, n=991 \times 2^{t-9}-$ $1, \bar{\mu}(4) \approx 2.3392$ (see (1.5)).
Example 5.6: Further $r=4 t-3$. The $9 \times 13$ parity-check matrix

$$
\begin{gather*}
\Phi^{9} \triangleq\left[\begin{array}{cc:c}
I^{6} & 0^{6} & \xi \\
0^{3} & W_{\rho}^{3} & \rho
\end{array}\right]=\left[\varphi_{1} \cdots \varphi_{13}\right], \quad \xi=(111111)^{t r} \\
\rho=(111)^{t r} \tag{5.18}
\end{gather*}
$$

defines a $[13,4] 4,2$ code $V_{0}$. The partition $\left\{\varphi_{1}\right\}, \cdots,\left\{\varphi_{7}\right\} ;\left\{\varphi_{8}, \cdots, \varphi_{12}\right\},\left\{\varphi_{13}\right\}$ into nine subsets is ( 4,0 )-sufficient. The partition $\left\{\varphi_{1}\right\}, \cdots,\left\{\varphi_{8}\right\},\left\{\varphi_{9}, \cdots, \varphi_{12}\right\},\left\{\varphi_{13}\right\}$ into 10 subsets is ( 4,2 )-sufficient. Case $\mathrm{A} 2 \mathrm{j}, m=3$, Case A1i, $m=4$, and Case A1iii, $m=5$, design à $[125,104] 4,3$ code, a $[238,213] 4,3$ code, and a $[477,448] 4,3$ code, respectively.
Now take the $[26,13] 4,2$ code of Example 5.2 as $V_{0}$. Case A1i, $m=5,6$, and Case A1iii, $m=\overline{7,11}$, give an $[894,861] 4,3$ code with $h\left(H_{11}^{33}, 3\right) \leq 80$, an $[1790,1753] 4,3$ code, and $[n, n-r] 4,3$
codes with

$$
\begin{gather*}
R=4, \quad l=3, \quad r=4 t-3, \quad t=\overline{11,15}, \\
n=14 \times 2^{t-3}-3 . \tag{5.19}
\end{gather*}
$$

Finally, let $V_{0}$ be the $[894,861] 4,3$ code. Using Case A1iv for $m \geq 7$, we obtain an infinite family of $[n, n-r] 4,3$ codes with parameters

$$
\begin{gather*}
R=4, \quad l=3, \quad r-4 t-3, \quad t \geq 16 \\
n=895 \times 2^{t-9}-1, \quad \bar{\mu}(4) \approx 3.1124 \tag{5.20}
\end{gather*}
$$

Remark 5.1: One of the referees noted the following useful facts. We can treat binary columns as points of a projective geometry and multiples of these points (see [3], [9], [13]). For example, matrix $B^{m R}(b)$ contains all multiples of the point $\left(1, b, b^{2}, \cdots, b^{R-1}\right)$ or $(0, \cdots, 0,1)$ in the geometry PG $\left(R-1,2^{m}\right)$. In Theorem 3.1, matrix $D_{1}^{2 m}$ corresponds to two points of the line $\operatorname{PG}\left(1,2^{m}\right)$, matrix $D_{2}^{2 m}$ corresponds to one point of the line, the claim $\beta=\mathrm{GF}\left(2^{m}\right)$ means that we require availability of the rest of the points, and finally, in the proof we generatc the line with the help of two points. In Theorem 4.1, three noncolinear points span a plane. Case A1iii uses the oval in $\operatorname{PG}\left(2,2^{m}\right)$ of $2^{m}+2$ points [14], etc. A similar approach can be used for Theorem 5.1.

## VI. Table of Upper Bounds on the Length Function $l(r, R)$

In Table I we give constructive upper bounds on $l(r, R)$ for $r \leq 64, R=2,3,4$. Our bounds are new for the following values of $R$ and $r: R=2, r=2 t \geq 12 ; R=3, r=15, \cdots, 19,22, r \geq 24$; $R=4, r \geq 19$.
The following entries of Table I are taken from [1], [7]-[10]. In [1], the bounds $l(8,2) \leq 26, l(9,3) \leq 18$, and $l(12,3) \leq 38$ are quoted as private communications by Ashlock and Kibler. In [8], the bounds $l(14,3) \leq 63$ and $l(16,4) \leq 49$ are given. In [9], codes yielding $l(8,2) \leq 26, l(13,3) \leq 53$, and $l(18,4) \leq 77$ are obtained. In [7], codes yielding $l(10,2) \leq 53, \quad l(14,3) \leq 63$, $l(20,3) \leq 255, l(21,3) \leq 308, l(23,3) \leq 511$, and $l(17,4) \leq 62$ are given. Entries for $R=2$ with $r \leq 7, R=3$ with $r \leq 8$, $r=10,11$, and $R=4$ with $r \leq 15$ are taken from [10]. In [9], codes with $R=2, r=2 t-1 \geq 7, n=5 \times 2^{t-2}-1$ are obtained.

In this work we rederived the mentioned codes with $R=2$, $r=8,10$ and $R=3, r=14,20,21,23$. Besides, the techniques of Section III permit us to obtain codes with $R=2, r=2 t-1$, $n=5 \times 2^{t-2}-1$ (see Remark 3.1).

New bounds are constructive. They follow from the existence of corresponding codes constructed in Sections III-V, in Examples 3.1, 4.1-4.7, and 5.1-5.6. Parameters of codes are given directly in the examples or are calculated with the help of relations (1.3)-(1.5), (4.9), (4.10), (4.12), (4.13), (4.16), (5.13)-(5.15), (5.17), (5.19), and (5.20).

Using the $[15,11] 1$ and the $[31,26] 1$ Hamming codes, the $[23,12] 3$ Golay code, and $[26,18] 2,[53,43] 2,[63,49] 3,[95,79] 3$, [84, 65]4, [93, 73]4, and [174, 151]4 codes (see Table I) in ADS construction, we obtain new upper bounds on $l(r, R)$ for $r$ $=\overline{21,28}, R=5$ :

$$
\begin{array}{ll}
l(21,5) \leq 75, & l(22,5) \leq 88 \\
l(23,5) \leq 98, & l(24,5) \leq 107 \\
l(25,5) \leq 123, & l(26,5) \leq 147 \\
l(27,5) \leq 173, & l(28,5) \leq 204 .
\end{array}
$$

## VII. Conclusion

Using the constructions of [7] and new constructions obtained in this work, we designed a number of infinite families of binary linear covering codes with covering radii $R=2,3,4$. The designed codes give new upper bounds on the length function $l(r, R)$. Ideas and approaches used in this work can be applied for construction of codes with $R \geq 5$.
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