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Back to solving the quintic,

depression and Galois primes

Semjon Adlaj

Abstract. Évariste Galois is best known for proving the insolubility of the
general quintic via radicals. There, he (merely) confirmed the ingenious
insights of Carl Gauss, Paolo Ruffini and Niels Abel. Yet, Galois went on
(spectacularly alone) to formulate both necessary and sufficient criterion for
solubility of a general algebraic equation via radicals. Even more, he was
undeniably the first to actually solve the general quintic via exhibiting it as
a modular equation of level 5. We aim and (hopefully) succeed at lifting any
remaining doubts, concerning the latter (persistently hardly ever known)
claim. And along with presenting Galois construction for depressing the
degree of the modular equation of level 5, 7 or 11, we show that such
construction is unique for the (Galois) prime 5, but one more construction is
possible for each of the two remaining Galois primes 7 and 11.

In his last letter [5], eloquently described by Hermann Weyl as “the most
substantial piece of writing in the whole literature of mankind”, Évariste Galois
indicated sufficient and necessary condition for depressing the degree of the
modular equation of prime level. For this purpose he introduced the projective
special linear group over a prime field, which we denote by Gp,1 and observed
that it was simple whenever the prime p strictly exceeded the prime 3.2 He
pointed out the three exceptional primes for which the group Gp possessed a
subgroup of index, coinciding with p. These were the primes 5, 7 and 11. For any
prime p strictly exceeding 11 only subgroups of index p + 1, and no lower, are
guaranteed to exist. Equivalently said, a modular equation, of prime level p ≥ 5,

1The group Gp might be viewed as the Galois group (in the common sense) of its corresponding
algebraic equations, as we shall further clarify. The standard notation for Gp is PSL(2,Fp), where

we assume the index p to denote a prime.
2The very concept of simplicity, being introduced by Galois, is the basis for classifying groups.
The classification of finite simple groups, which referred to as “an enormous theorem”, was
(prematurely) announced in 1981 (by Daniel Gorenstein) before it was completed in 2004 (by
Michael Aschbacher and Stephen Smith).
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2 Semjon Adlaj

is depressable,3 from degree p + 1 to degree p, iff p ∈ {5, 7, 11}. Via explicitly
constructing the subgroups, corresponding to these three exceptional primes,
Galois must, in particular, be solely credited for actually solving the general
quintic via exhibiting it as a modular equation of level 5. While Galois’
contribution for formulating sufficient and necessary criterion for solubility of an
algebraic equation via radicals is acknowledged, his decisive contribution to
actually solving the quintic (before Hermite and Klein) is, surprisingly, too
poorly recognized (if not at all unrecognized)! Betti, in 1851 [3], futily asked
Liouville not to deprive the public any longer of Galois’ (unpublished) results,
and, in 1854 [4], went on to show that Galois’ construction yields a solution to
the quintic via elliptic functions.4 One might associate with each quintic, given in
Bring-Jerrard form, a corresponding value for the (Jacobi) elliptic modulus β, as
Hermite did, in 1958 [6], implementing this very Galois’ construction (thereby
enabling an efficient algorithm for calculating the roots via values of an elliptic
function at points placed apart by multiples of fifth-period). The group G5 acts
(naturally) on the projective line PZ5, which six elements we shall, following
Galois, label as 0,1,2,3,4 and ∞. Then collecting them in a triple-pair
{(0, ∞),(1, 4),(2, 3)}, the group G5 is seen to generate four more triple-pairs
{(1, ∞),(2, 0),(3, 4)},{(2, ∞),(3, 1),(4, 0)},{(3, ∞),(4, 2),(0, 1)},{(4, ∞),(0, 3),(1, 2)}.
Together, the five triple-pairs constitute the five-element set upon which G5

acts.5 Galois did not (in his last letter) write down the four triple-pairs, which we
did write after the first, and we now, guided by his conciseness and brevity,
confine ourselves to writing down only the first pair-set that he presented for
each of the two remaining cases, where p = 7 and p = 11, respectively:
{(0, ∞),(1, 3),(2, 6),(4, 5)} and {(0, ∞),(1, 2),(3, 6),(4, 8),(5, 10),(9, 7)}. Unlike the
case p = 5, an alternative might be presented for the case p = 7, which is
{(0, ∞),(1, 5),(2, 3),(4, 6)}, and for the case p = 11, which is {(0, ∞),(1, 6),(3, 7),
(4, 2),(5, 8),(9, 10)}. The “absolute invariant” for the action of the subgroup Γ2,
of the modular group Γ := PSL(2,Z), consisting of linear fractional
transformations congruent to the identity modulo 2, is the square (of the elliptic

3This well-established term means lowerable. Its conception is a simple (yet ingenious) idea with
which Galois alone must be fully credited, and, as we shall soon see, is the single most crucial

(yet rarely brought to awareness) step towards actually solving the quintic.
4In 1830, Galois competed with Abel and Jacobi for the grand prize of the French Academy of
Sciences. Abel (posthumously) and Jacobi were awarded (jointly) the prize, whereas all references
to Galois’ work (along with the work itself!) have (mysteriously) disappeared. The very fact that
Galois’ lost works contained contributions to Abelian integrals is either unknown (to many) or
deemed (by some) no longer relevant to our contemporary knowledge. For the sake of being fair

to a few exceptional mathematicians, we must cite (without translating to English) Grothendick

(as a representative), who (in his autobiographical book Récoltes et Semailles) graciously admits
that “Je suis persuadé d’ailleurs qu’un Galois serait allé bien plus loin encore que je n’ai été.
D’une part à cause de ses dons tout à fait exceptionnels (que je n’ai pas reçus en partage, quant
à moi).”
5Indeed, it is the five-element set (not merely a five-element set) which Hermite had no choice
but to employ. Galois’ construction for each of the two remaining cases, where p = 7 or p = 11,

allows an alternative, as will, next, be exhibited.
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Back to solving the quintic, depression and Galois primes 3

modulus) β2. A fundamental domain Γ2\H, for the action of Γ2 (on the upper
half-plane H), might be obtained by subjecting a fundamental domain Γ\H (of
Γ) to the action of the quotient group Γ/Γ2

∼= S3.6 In particular, β2 viewed as
function on H, is periodic, with period 2. Sohnke, in a remarkable work [7], had
determined the modular equations for β1/4, for all odd primes up to, and
including, the prime 19. That work, along with Betti’s work, inspired Hermite to
(successfully) relate a (general) quintic, in Bring-Jerrard form, to a modular
equation of level 5, yet he had little choice but to admit the importance of a sole
Galois idea (in depressing the degree of the modular equation).7 The modular
polynomial for β1/4, of level 5, is

φ5(x, y) := x6 − y6 + 5 x2y2 (x2 − y2) + 4 x y (1 − x4y4),

and the period of β1/4 (as an analytically continued function) is 16. Denoting the
roots of φ5(x, y = β1/4(τ)), for a fixed τ ∈ H, by

y5 = β1/4(5 τ), ym = −β1/4

(

τ + 16 m

5

)

, 0 ≤ m ≤ 4,

one calculates the minimal polynomial for x1 := (y5 − y0)(y4 − y1)(y3 − y2) y. It
turns out to be

x5 − 2000 β2 (1 − β2)2 x + 1600
√

5 β2 (1 − β2)2 (1 + β2).

Thereby, a root of the quintic

x5 − x + c, c :=
2 (1 + β2)

55/4
√

β(1 − β2)
=

2 (1 + y8)

55/4 y2
√

1 − y8
, 8

is √
5 c x1

4 (1 + β2)
=

x1

2
√

5
√

5 β(1 − β2)
=

(y5 − y0)(y4 − y1)(y3 − y2)

2 y
√

5
√

5 (1 − y8)
,

6The latter quotient group coincides with G2 which is isomorphic with S3.
7Hermite had apparently adopted Cauchy’s catholic and monarchist ideology, much in contrast
to Galois’ passionate rejection of social prejudice. In 1849, Hermite submitted a memoir to

the French Academy of Sciences on doubly periodic functions, crediting Cauchy, but a priority
dispute with Liouville prevented its publication. Hermite was then elected to the French Academy

of Sciences on July 14, 1856, and (likely) acquainted, by Cauchy, with ideas stemming from

(but not attributed to) Galois “lost” papers. T. Rothman made a pitiful attempt in “Genius
and Biographers: The Fictionalization of Evariste Galois”, which appeared in the American
Mathematical Monthly, vol. 89, 1982, pp. 84-106 (and, sorrowly, received the Lester R. Ford
Writing Award in 1983) to salvage Cauchy’s reputation (unknowingly) suggesting further evidence
of Cauchy’s cowardice, and surprising us, along the way, with many (unusual but ill substantiated
and biased) judgements telling us much about T. Rothman himself, but hardly anything

trustworthy about anyone else!
8One must note that the constant coefficient c is invariant under the inversions β Ô→ −1/β and

β Ô→ (1 − β)/(1 + β). Here, the composition of the latter two inversions is another inversion.
The corresponding four-point orbit in a fundamental domain Γ2\H is generated via the mapping
τ Ô→ 2/(2 − τ).

14



4 Semjon Adlaj

and so is expressible via the coefficients λm and µm of the elliptic polynomials
rm5(x) = x2 − λmx + µm, 0 ≤ m ≤ 5.9 In fact, the polynomials rm5 might be
so ordered so that, for each m, the value β2

m coincides with y8

m. The (general)
expression for y8

m = β2

m might be written as

y8

m =
s(λm, µm, β)

β4s(λm, µm, 1/β)
,

where

s(λ, µ, x) =

(

1 + λ x

µ
+ x2

) (

4 λ +

(

2 λ2

µ
+ 4 + 5 µ

)

x + λ

(

2

µ
+ 3

)

x2 + x3

)

,

and the coefficients λm = γm + (2 · γm) and µm = γm(2 · γm) satisfy
5

∏

m=0

(

x2 − λm x + µm

)

= x12 +
62 x10

5
− 21 x8 − 60 x6 − 25 x4 − 10 x2 +

1

5
+

+ α x3

(

x8 + 4 x6 − 18 x4 − 92 x2

5
− 7

)

+ α2x4

(

x6

5
− 3 x2 − 2

)

− α3x5

5
= r5(x),

where α := 4(β + 1/β). The roots γm and 2 · γm,10 0 ≤ m ≤ 5, of the division
polynomial r5 might be highly efficiently calculated via the algorithm provided in
[1]. Calculating a pair, say γ0 and γ5, suffices, of course, for calculating all twelve
roots via applying the addition formula along with the doubling formula, as told
in [2].

Nowadays, oblivion has entirely replaced marvelling at Galois key step,
towards solving the quintic, in depressing the degree of the modular equation, of
level 5, from 6 to 5,11 and Galois is merely mentioned, along with Abel, for
determining that the quintic is not solvable via radicals. We hope that this
(crippled) view of Galois (deeply constructive) theory would finally come to an
end.
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On the Extension of Adams–Bashforth–Moulton

Methods for Numerical Integration of Delay Dif-

ferential Equations and Application to the Moon’s

Orbit

Dan Aksim and Dmitry Pavlov

Abstract. One of the problems arising in modern celestial mechanics is the
need of precise numerical calculation of the Moon’s orbit. Due to the nature of
tidal forces, their action is modeled with a time delay and the orbit is therefore
described by a so-called delay differential equation (DDE). Numerical inte-
gration of the orbit is normally being performed in both directions (forwards
and backwards in time) from some epoch, and while the theory of normal
forward-in-time numerical integration of DDEs is developed and well-known,
integrating a DDE backwards in time is equivalent to solving a special kind
of DDE called an advanced-delay differential equation, where the derivative
of the function depends on not yet known future states of the function, which
presents a certain numerical challenge.

The present work examines a modification of Adams–Bashforth–Moulton
method allowing to perform integration of the Moon’s DDE forwards and
backwards in time and the results of such integration.
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q-Analogue of discriminant set and its computa-

tion

Alexander Batkhin

Abstract. A generalization of the classical discriminant of the polynomial
with arbitrary coefficients defined using the linear Hahn operator that de-
creases the degree of the polynomial by one is studied. The structure of the
generalized discriminant set of the real polynomial, i.e., the set of values of
the polynomial coefficients at which the polynomial and its Hahn operator
image have a common root, is investigated. The structure of the generalized
discriminant of the polynomial of degree n is described in terms of the parti-
tions of n. Algorithms for the construction of a polynomial parameterization
of the generalized discriminant set in the space of the polynomial coefficients
are proposed. The main steps of these algorithms are implemented in a Maple
library.

Introduction

Let g : R → R : x 7→ g(x) be a given smooth one-to-one map of the real axis,
which is the domain of polynomial f(x) with arbitrary coefficients. We want to
find conditions on the coefficients of the polynomial under which it has at least a
pair of roots ti, tj satisfying the relation g(ti) = tj and investigate the structure of
the algebraic variety in the space of coefficients possessing such property.

Here we consider a generalization of the classical discriminant of the poly-
nomial. This generalization naturally includes the classical discriminant and its
analogs emerging when the q-differential and difference operators that have a well-
developed calculus [1] and important applications [2] are used. It turned out that
the constructs that were earlier obtained for investigating the discriminant [3] and
resonance sets [4] can be extended for a more general case.

The aim of this research is to propose an efficient algorithm for calculating
the parametric representation of all components of the g-discriminant set Dg(f)
of the monic polynomial f(x).
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2 Alexander Batkhin

1. Generalized discriminant set

Definition 1. Define the q-bracket [a]q, q-Pochhammer symbol (a; q)n, q-factorial
[n]q!, q-binomial coefficients (Gaussian) coefficients

[

n

k

]

q
as follows:

[a]q =
qa − 1

q − 1
, a ∈ R\{0}, (a; q)n =

n−1
∏

k=0

(

1− aqk
)

, (a; q)0 = 1,

[n]q! =

n
∏

k=1

[k]q =
(q; q)n
(1− q)n

, q 6= 1,

[

n

k

]

q

=
[n]q!

[n− k]q! [k]q!
=

k
∏

i=1

qn−i+1 − 1

qi − 1
.

As q → 1, all these objects become classical.
Define a g-analogue of the standard binomial (x− a)n so called g-binomial

{x; t}n;g ≡

n−1
∏

i=0

(x− gi(t)), {x; t}0;q = 1.

Here gk is the k-th iteration of the diffeomorphism g, k ∈ Z (see below).

Let fn(x) be is a monic polynomial of degree n with complex coefficients
defined by

fn(x)
def
= xn + a1x

n−1 + a2x
n−2 + · · ·+ an.

Let P be the space of polynomials over R and let g

g : R→ R : x 7→ qx+ ω, q, ω ∈ R, q 6= {−1, 0},

be a linear diffeomorphism on R that induces a linear Hahn operator Ag on P,
satisfying the following two conditions:

1. the degree reduction: deg(Ag fn)(x) = n− 1; in particular, Ag x = 1;
2. Leibnitz rule analogue:

(Ag xfn)(x) = fn(x) + g(x)(Ag fn)(x).

The Hahn operator Ag called below g-derivative has the form

(Ag f)(x)
def
=







f(qx+ ω)− f(x)

(q − 1)x+ ω
, x 6= ω0,

f ′ (ω0) , x = ω0,
(1)

where ω0 = ω/(1− q) is the fixed point of g. Parameters q and ω are satisfied the
following conditions q, ω ∈ R, q 6= {−1, 0} and (q, ω) 6= (1, 0). The g-derivative Ag

can be considered as a generalization of the q-differential Jackson operator Aq at
ω = 0, q 6= 1, as the difference operator ∆ω at q = 1 and as the classical derivative
d/dx in the limit q → 1 and ω = 0.

q-Analogs of many mathematical objects emerged already in Euler’s works,
and then were elaborated by many mathematicians (see the historical review in [1]).
The q-calculus has recently became a part of the more general construct called
quantum calculus [5]. It has numerous applications in various fields of modern
mathematics and theoretical physics. For example, many applications related to
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q-Analogue of discriminant set 3

the theory of orthogonal polynomials and their various generalizations, it is im-
portant to determine the conditions on the coefficients ai, i = 1, . . . , n, of the
polynomial fn(x) under which it has roots satisfying g(ti) = tj .

Definition 2. The pair of roots ti, tj , i, j = 1, . . . , n, i 6= j of the polynomial fn(x)
is said to be g-coupled if g(ti) = tj .

Let consider the following problem.

Problem. In the coefficient space Π ≡ C
n of the polynomial fn(x), investigate the

g-discriminant set denoted Dg(fn) on which this polynomial has at least one pair
of g-coupled roots.

Definition 3. The sequence Seq(k)g (t1) of g-coupled roots of length k is defined as
the finite sequence {ti}, i = 1, . . . , k in which each term, beginning with the second
one, is a g-coupled root of the preceding term: g(ti) = ti+1. The initial root t1 is

called the generating root of the sequence Seq(k)g (t1) .

For each fixed set of parameters q, ω, the g-discriminant set Dg(fn) consists

of a finite set of varieties Vk on each of which fn(x) has k sequences Seq
(li)
g (ti)

of g-coupled roots of length i with different generating roots ti, i = 1, . . . , k. To
obtain an expression for the generalized (sub)discriminant of the polynomial fn(x)
in terms of its coefficients, any method available in the classical elimination theory
can be used. If we replace the derivative f ′

n(x) by the polynomial Ag fn(x), then
any matrix method for calculating the resultant of a pair of polynomials gives an

expression of the generalized k-th subdiscriminant D
(k)
g (fn) (see [6, 3] for details).

Theorem 1. The polynomial fn(x) has exactly n−d different sequences of g-coupled

roots, iff the first nonzero element in the sequence of i-th generalized subdiscrimi-

nants D
(i)
g (fn) is the subdiscriminat D

(d)
g (fn) with the index d.

2. Algorithm of parametrization of Dg(fn) and its implementation

Definition 4. The partition λ of a natural number n is any finite nondecreasing

sequence of natural numbers λ1 ≤ λ2 ≤ · · · ≤ λk, for which
∑k

i=1 λi = n. Each
partition λ will be written as λ = [1n12n23n3 . . . ].

Consider the partition λ = [1n12n23n3 . . . ] of the natural number n. The
quantity i in the partition λ determines the length of the sequence of g-coupled
roots for the corresponding generating root ti, and ni is the number of different
generating roots determining the sequence of roots of length i. Every partition
λ of n determines the structure of the g-coupled roots of the polynomial fn(x),
and this structure is associated with the algebraic variety Vi

l , i = 1, . . . , pl(n) of
dimension l corresponding to the number of different generating roots ti in the
coefficient space Π.

22



4 Alexander Batkhin

Consider the partition
[

n1
]

corresponding to the case when there is a unique
sequence of roots of length n specified by the generating root t1. Then, the poly-
nomial fn(x) is a g-binomial {x; t1}n;g and its coefficients ai can be represented
in terms of the elementary symmetric polynomials σi(x1, x2, . . . , xn) calculated on
the roots gj(t1), j = 0, . . . , n− 1,

ai = (−1)iσi

(

t1, g(t1), . . . , g
n−1(t1)

)

, i = 1, . . . , n.

Let consider the polynomial fn(x) ≡ {x; t1}n;g with the structure of roots
corresponding to the partition

[

n1
]

. Using [7, Lemmas 2, 3], we conclude that, for
every k such that 0 < k ≤ n, it holds that

k
∑

i=0

[

n

i

]

q

[n− i]q!

[n]q!

(

Ag
i fn

)

(t1){t2; t1}i;g = fk(x; t2) · fn−k(x; g
k(t1)), (2)

where (Ag
0 f)(x) ≡ f(x). Therefore, formula (2) allows us to pass from the polyno-

mial with the structure of roots corresponding to the partition
[

n1
]

to a polynomial

with the structure of roots determined by the partitions
[

k1(n− k)1
]

or
[

(n/2)2
]

,
if k = n/2.

Theorem 2. Let there be a variety Vl, dimVl = l on which the polynomial fn(x)

has different sequences of g-coupled roots and the sequence of roots Seq(m)
g (t1) has

length m > 1. The roots of the other sequences are not g-coupled with all roots of

the sequence Seq(m)
g (t1). Let rl(t1, . . . , tl) be a parameterization of the variety Vl.

Then for 0 < k < n, the formula

rl(t1, . . . , tl, tl+1) = rl(t1, . . . , tl) +
k

∑

i=1

[

k

i

]

q

[m− i]q!

[m]q!

(

Ag
i
rl

)

(t1){tl+1; t1}i;g

specify a parameterization of the part of Vl+1 on which there are two sequences of

roots Seq(m−k)
g (gk(t1)) and Seq(k)g (g(tl+1)), and the other sequences of roots are

the same as on the original variety Vl.

We introduce two basic operations that allow us to successively pass from
the parametric representation of the one-dimensional variety V1 to the parameter-
ization of all other components of the g-discriminant set Dg(fn).

1. The operation of passing from the variety Vl to the variety Vl+1 in Theorem 2
is called ASCENT of order k. If fn(x) has only real roots on this variety, then
we obtain its complete parameterization; if there are complex roots, then we
apply the following operation.

2. The operation called CONTINUATION makes it possible to obtain a param-
eterization of the entire variety Vl+1 obtained by the ASCENT operation in
the case when there are complex conjugate roots on it.

At each step of this algorithm, we remain within polynomial parameteriza-
tions; therefore, the following result holds.
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q-Analogue of discriminant set 5

Proposition. For fixed values of parameters (q, ω) of the Hahn operator (1), the
g-discriminant set Dg(fn) of the polynomial fn(x) admits a polynomial parame-
terization of each of the algebraic varieties Vk

l , l = 1, . . . , n − 1, k = 1, . . . , pl(n),
that form this set.

For calculating the g-discriminant set Dg(fn), a number of procedures in
Maple and Sympy were developed. Their description and application to some ex-
amples are given in [8].
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 ! "##$ %&'()&!*+ ,!- ./'&--/ 012 32 45 6,7& , *+89)!,:+'),( ,(6+'):;8 <;)*;2

6)7&! ,! +'-&'&- =&: +> ?+)!:= X = [P1, ..., PN ] ⊂ k
n
2 k , @&(-2 '&:/'!= :;& (&A)*+B

6',?;)*,( C'D9!&' &=*,()&'

N(I(X)) ⊂ T := {xγ := xγ1

1 · · ·xγn

n | γ := (γ1, ..., γn) ∈ N
n}

+> :;& 7,!)=;)!6 )-&,(

I(X) := {f ∈ P : f(Pi) = 0, ∀i ∈ {1, ..., N}} ⊂ P := k[x1, ..., xn].

E/*; ,(6+'):;8 ,*:/,((F '&:/'!= , 9)G&*:)+! H(,9&((&-  !"#$!%&'()*"!++* &'""!,-'%(

+!%&! )! 0"I2   2JJKI5L

ΦX : X → N(I(X)).

M;& ,(6+'):;8 )= )!-/*:)7& ,!- :;/= ;,= *+8?(&A):F O
(

n2N2
)

2 9/: ): ;,= :;&

,-7,!:,6& +> 9&)!6 ):&',:)7&2 )! :;& =&!=& :;,:2 6)7&! ,! +'-&'&- =&: +> ?+)!:=
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&%9"#-6)'1$"#'&. /$%* #-"*#"+%0 ="/$ (%)&"%*#-J!4)%++4 #-))%0-*+%*#%7
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 !"#$ %#$&'($ $)*+,*-'". /*( +*-$# 0')$. 12 3,.45)'(-6789 .*!$+2

O(min(n,N)N3 + nN2 + nNf +min(n,N)N2f).

2
 &-,*++2 -:$ *+0"#'-:! '( (-*-$4 ;"# *. "#4$#$4 <.'-$ ($- "; ;,.&-'".*+( [ℓ1, ..., ℓN ] ⊂ Homk(P,k)
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Bifurcation diagrams for polynomial nonlinear

ordinary differential equations

Daria Chemkaeva and Alexandr Flegontov

Abstract. This study considers the general case for classes of nonlinear bound-
ary value problems for a second-order autonomous ordinary differential equa-
tion with homogeneous boundary conditions. The general case is studied ap-
plying to polynomial-like nonlinearities. We investigate the number of positive
solutions to the problem. The research is confirmed by computer-generated
function of P. Korman, Y. Li, T. Ouyang Theorem and bifurcation diagrams.

Introduction

We study the existence of positive solutions of the nonlinear two-point boundary
value problem:

y′′xx + λf(y(x)) = 0, x ∈ (−1; 1), (1)

y(−1) = y(1) = 0. (2)

Assume f = f(y) so second order ODE is autonomous, where parameter λ

is positive. In this case, the bifurcation arises when the number of solutions of the
differential equation changes as the parameter λ changes.

The problem (1)–(2) describes many physical processes, for example, belongs
to the problems of combustion of gases and population dynamics. The nonlinearity
of f = f(y) in combustion theory denotes intermediate steady states of the tem-
perature distribution y, and the bifurcation parameter λ determines the amount
of unburnt substance.

Section 1 is technical and contains useful supplement of P. Korman, Y. Li and
T. Ouyang theorem. Section 2 is the main part of the study where the behavior
of function from P. Korman, Y. Li and T. Ouyang Theorem is studied considering
that nonlinear function is a polynomial of odd degree with a2n−1 roots (n =
2, . . . , k, k ≥ 2). The examples are provided with description of the respective time-
map functions, solutions, bifurcations and visualizations. Finally, we summarize
the results and make conclusions.
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2 Daria Chemkaeva and Alexandr Flegontov

1. P. Korman, Y. Li and T. Ouyang Theorem

The differential equation (1) with boundary conditions (2) has k zeros of solutions
depending on the bifurcation parameter. Let us consider the case when the number
of zeros of the solutions is even. In this case, solutions (1)–(2) are symmetric with
respect to x = 0 [1], hence (1)–(2) can be reduced to the form:

y′′xx + λf(y(x)) = 0, x ∈ (0; 1), (3)

y′x(0) = 0, y(1) = 0. (4)

It is known that positive solutions can be determined using term y(0) = a.
This zero function is a time-map for solutions (1)–(2) [2] and the maximal value of
the solution of the boundary value problem, which uniquely determines the pair
(λ, y(x)). We show that by defining a we can uniquely determine the appropriate
value λ > 0 and the solution of the problem y = y(x).

Suppose that t =
√
λx so for the function y = y(t) we consider the interme-

diate Cauchy problem:

y′′tt + f(y) = 0, (5)

y′t(0) = 0, y(0) = a. (6)

We use the substitution and find the first integral of equation (5), fulfilling the
first boundary condition (6):

y′t =
√
2
√

F (a)− F (y), F (y) =

y
∫

0

f(y) dy.

For the existence of the solution (5)–(6) it is necessary to satisfy the inequality
F (a) ≥ F (y). The solution of boundary value problem (5)–(6) in implicit form is:

t =

y
∫

0

dt
√

F (a)− F (t)
.

Returning to boundary value problem (3)–(4), the bifurcation parameter is:

λ(a) =
1

2

[

a
∫

0

dt
√

F (a)− F (t)

]2

. (7)

The function λ = λ(a) is called the bifurcation curve; its turning points are
bifurcation points. The plot of this function is called the bifurcation diagram [3],
implying an image of the change in the possible dynamic modes of the system with
a change in the value of bifurcation parameter λ.

The authors P. Korman, Y. Li and T. Ouyang prove that a solution of the
problem (1)–(2) with the maximal value a = y(0) is singular if and only if

G(a) ≡
√

F (a)

a
∫

0

f(a)− f(τ)

[F (a)− F (τ)]3/2
dτ − 2 = 0, (8)
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where F (y) =

y
∫

0

f(t) dt.

2. Nonlinearity as a polynomial of odd degree

Now we study the general case, assuming that the function f(y) is a polynomial,
and consequently can change the sign.

We set

f(y) = (y − a1)(y − a2)(y − a3)...(y − a2n−2)(a2n−1 − y), (9)

where 0 < a1 < a2 < ... < a2n−2 < a2n−1 – isolated zeros of function f(y), i. e.
f(ai) = 0. It is obviously that problem (1)–(2) has trivial solutions:

y = ai, i = 1, 2, . . . , 2n− 1. (10)

Here f(y) is a polynomial of odd degree, so it has odd number of zeros.
The function (9) is negative on (a1, a2), then the function is positive on (a2, a3) .
Therefore, the function has n pairs of humps, where f(y) > 0 on (a2n−2, a2n−1)
and f(y) < 0 on (a2n−3, a2n−2).

We suppose that f(y) satisfies the conditions F (a1) < F (a2) . . . < F (a2n−2) <
F (a2n−1). Each solution branch has its maximal values inside a single positive

hump, and, f. e., that it is necessary to have

a3
∫

a1

f(y) dy > 0 in order for solutions

with maximal values in (a2, a3) to exist. Plots of functions f(y) and F (y) are
depicted on Fig. 1.

f(y)

F(y)

a1 a2 a3 a4 a5

Figure 1. f(y) and F (y)

Figure 2 shows a plot of the function (8) in the plane (a;G(a)), where f

corresponds to (9). It follows from the plot that G(a) has zeros only in the inter-
vals (a2, a3), (a4, a5), (a6, a7), . . . , (a2n−2, a2n−1) therefore only in these intervals
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bifurcation points exist. Also it is clearly that function G(a) exists only on the
intervals where f(y) > 0.

a1 a2 1 a3 a4 2 a5 a6 3 a7

a

G

Figure 2. G(a) for f(y) - polynomial of odd degree

We will use the asymptotic behavior of G(a) to make the intervals, where
G(a) = 0, more precise:

1. lim
a→a−

2n−1

G(a) = −∞, i. e., to the left of a2n−1 there is no bifurcation point,

where n = 2, . . . , k, k ≥ 2.

2. Let exist a point σn−1 ∈ (a2n−2, a2n−1), such that

σn−1
∫

a2n−3

f(s) ds = 0, so

lim
a→σ+

n−1

G(a) = +∞, i. e., to the right of σn−1 there is no bifurcation point, where

n = 2, . . . , k, k ≥ 2.

Polynomial of third degree (cubic) is well-studied in [4]. Authors show the
existence of a critical value of the parameter λ = λ0, so that for 0 < λ < λ0 the
problem (3)–(4) with f(y) = (y− a1)(y− a2)(a3 − y) has exactly one solution, for
λ = λ0 it has exactly two solutions, and exactly three solutions for λ > λ0.

Let consider the examples of polynomials of fifth and seventh degrees.

Example 1. Polynomial of 5th degree.

Let f(y) = (y−1)(y−2)(y−4)(y−5)(7−y) [5]. First, we plot f(y) and F (y) (3(a))
and G(a) (3(b)) to visualize their behavior. It follows from the plot of the function
G(a) that there are two bifurcation points on intervals (a2, a3), and (a4, a5), where
f(y) > 0 (intervals (2; 4) and (5; 7)). We plot a bifurcation diagram as it presented
in formula (7) corresponding to this problem (Fig. 4).

32



Bifurcation diagrams for polynomial nonlinear ordinary differential equations 5

F(y)

f(y)1 2 3 4 5 6 7

0

50

100

150

200

(a) f(y) and F (y)

1 2 3 4 5 6 7

-100

-50

50

100

(b) G(a)

Figure 3. Plots of f(y), F (y) and G(a) for example 1

Using accurate commands NMinimize and FindRoot of Wolfram Mathemat-
ica we define turning points of λ(a): a1 ≈ 3.2417, a2 ≈ 6.5866, where λ0 ≈ 0.56973
and λ1 ≈ 0.6321 (they are sorted in ascending order).

1

0

2 4 6 8

a0.0

0.5

1.0

1.5

Figure 4. λ(a) for problem in example 1

As we see on Fig. 4 there exists 0 < λ0 < λ1 such that for λ < λ0 there
is one solution, λ = λ0 there are two solutions, for λ0 < λ < λ1 there are three
solutions, for λ = λ1 there are four solutions and λ > λ1 there are five solutions
to the problem (1)–(2), where f(y) = (y − 1)(y − 2)(y − 4)(y − 5)(7− y).

Example 2. Polynomial of 7th degree.

Let f(y) = (y − 1)(y − 2)(y − 4)(y − 5)(y − 7)(y − 8)(10− y). Again we plot f(y)
and F (y) (Fig. 5(a)) and G(a) (Fig. 5(b)) to define the intervals where bifurcation
points can occur. There are three bifurcation points, each on interval (a2, a3),
(a4, a5) and (a6, a7), respectively. These intervals are (2; 4), (5; 7) and (8; 10),
where f(y) > 0. Bifurcation diagram for this problem is presented at Fig. 6.
With the help of numeric computing methods of Wolfram Mathematica we define
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f(y)

F(y)

2 4 6 8 10

0

2000

4000

6000

8000

10000

12000

(a) f(y) and F (y)

1 2 3 4 5 6 7 8 9 10

a

G

(b) G(a)

Figure 5. Plots of f(y), F (y) and G(a) for example 2

bifurcation points: a1 ≈ 3.27276, a2 ≈ 6.38791, a3 ≈= 9.6693, where ordered by
ascending values of λ are λ0 ≈ 0, 0181, λ1 ≈ 0.0194, λ2 ≈ 0.0633.

Figure 6. λ(a) for problem in example 2

There exist 0 < λ0 < λ1 < λ2 such that for λ < λ0 there is one solution
to the problem, λ = λ0 there are two solutions, for λ0 < λ < λ1 there are three
solutions, for λ = λ1 there are four solutions, λ1 < λ < λ2 there are five solutions,
λ = λ2 there are six solutions and λ > λ2 there are seven solutions to the problem.

Conclusion

The obtained results generalize [5]. The study of the function G(a) showed that
it has zeros only in the intervals (a2, a3), (a4, a5), (a6, a7), . . . , (a2n−2, a2n−1),
where f(y) – polynomial of odd degree (f(ai) = 0), and consequently only these
intervals contain bifurcation points. The odd degree of the polynomial f(y) exactly
determine the number of solutions of BVP (1)–(2). The bifurcation approach to
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the problem assists to find out bifurcation parameters λi to understand when the
number of solutions changes.

Computational methods of numerical integration and differentiation, as well
as visualization of G(a) and λ(a) in the computing system Wofram Mathematica
11.0, have defined themselves as an effective tool for studying the function G(a)
from P. Korman, Y. Li and T. Ouyang Theorem, bifurcation curves and finding
out the number of positive solutions of the problem.
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A New Approach to Effective Computation of the

Dimension of an Algebraic Variety

Alexander L. Chistov

Abstract. We discuss a new method for computing the dimension of an alge-
braic variety. It is based on the effective version of the first Bertini theorem
for hypersurfaces suggested by the author earlier.

Computation of the dimension of an algebraic variety is a classical problem
in effective algebraic geometry. In the most simple case it is formulated as follows.
Let k be a field with the algebraic closure k. Given homogeneous polynomials
f1, . . . , fm ∈ k[X0, . . . , Xn] the problem is to compute the dimension of the alge-
braic variety Z(f1, . . . , fm) of all the common zeroes of the polynomials f1, . . . , fm
in the projective space P

n(k).
Assume additionally that the degrees degX0,...,Xn

fj 6 d for an integer d > 2
for all 1 6 i 6 m. Then the number of coefficients of each polynomial fj is at most
(

n+d

n

)

. So it is bounded from above by a polynomial in dn.
On the other hand, one can verify whether the set Z(f1, . . . , fm) is finite (or

empty) and if #Z(f1, . . . , fm) < +∞ solve the homogeneous system f1 = . . . =
fm = 0 over the algebraically closed field k. The complexity of this algorithm is
polynomial in dn and the size of the input data, see [4]. Actually the main ideas
for solving homogeneous systems of polynomial equations with a finite number of
roots are classical and were known at the beginning of the previous century, see
[5].

Let us return to the general case. Now the probabilistic algorithm for com-
puting the dimension of an algebraic variety is simple. Let s be an integer such
that −1 6 s 6 n. Let us choose linear forms L0, . . . , Ls ∈ k[X0, . . . , Xn] randomly.
Then the dimension dimZ(f1, . . . , fm) is the least s such that the set

Z(f1, . . . , fm, L0, L1, . . . , Ls)

is empty. So one can compute the dimension of a projective algebraic variety
probabilistically within the time polynomial in dn and the size of the input data.

But to compute the dimension deterministically is much more difficult. In
the case of arbitrary characteristic it is an open problem
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(*) to construct a deterministic algorithm for computing the dimension of a pro-
jective algebraic variety Z(f1, . . . , fm) with bitwise complexity polynomial in
dn and the size of the input data.

We think that for arbitrary characteristic of the ground field this problem will not
be solved in near future (say, in this century).

Still here there have been a major progress. In the case of the ground field of
zero–characteristic we solved the problem (*), see [1]. We could obtain the main
result of [1] using the methods of real algebraic geometry. After that we have
developed the whole theory basing on these methods and get many important
results. However, to many specialists it seemed unnatural to apply the methods of
real algebraic geometry for varieties over algebraically closed fields. On the other
hand, it is a fact that all other attempts to compute the dimension deterministically
within the time polynomial in dn and the size of the input data have been fruitless.

The situation has changed after the results of [2]. Namely, in [2] we got a
very strong and explicit version of the first Bertini theorem for the case of a hy-
persurface. Now it is possible to attract the new ideas related to irreducibility and
transversality of intersections of algebraic varieties. Quite probably (one should
check the details) that in the case of the ground field of zero–characteristic one
can solve the problem (*) with the help of [2] (and without using methods of real
algebraic geometry).

These techniques are not sufficient for the case of the ground field of nonzero
characteristic. Here the main difficulties are related to inseparability. But the situa-
tion is not so hopeless. In the case of nonzero characteristic one can use additionally
the results [3]. We would like to formulate the following hypothesis.

(†) In the case on nonzero characteristic one can one construct a determinis-
tic algorithm for computing the dimension of a projective algebraic variety
Z(f1, . . . , fm) with bitwise complexity polynomial in C(n)dn and the size of
the input data where the constant C(n) depends only on n (more precisely,

C(n) < 22
n
C

for an absolute constant C > 0, cf. [3]).
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Computer assisted constructive tasks with infinite

set of solutions for mathematical olympiads and

contests

Chukhnov, A. S., Posov, I. A.; and Pozdniakov S. N.

Abstract. The report presents a usage experience of constructive educational
tasks based on computer models. It is shown, that participants of competitions
may construct many and various different solutions if they use software tools
based on a computer model of a subject field to manipulate its objects. A
solution representation in terms of some construction allows for assessing this
solution by means of a set of formal criteria. Some criteria may be specified
explicitly as objective functions to be optimized by participants, others may be
stated a posteriori to test different methodological hypothesis about solutions
features.

From the point of view of automatic assessment, this approach can be
treated as a transition from multiple choice tests to tasks with an infinite set
of solutions. To specify a way to automatically asses a constructive solution,
a teacher does not need to describe a solution that he or she should know in
advance. He or she should rather specify a set of criteria that must hold for
a solution. Criteria used to analyze a solution also allow for assessing partial
solutions and providing feedback for participants while they work with a task
and thus adjust their work.

Authors also explore a usage of constructive tasks uas an intermediate
step to generalize partial solutions and ideas to justify the full solution. The
series of competitions in discrete mathematics have been designed and im-
plemented. This competitions suppose a constructive activity with software
tools to be followed by theoretical tasks. Such series of tasks were also tried
out as a part of the discrete mathematics course in a technical university.

During the experiments held inside the „Construct, Test, Explore” com-
petition and inside the Olympiad in discrete mathematics and computer sci-
ence, the constructive tasks proved to be appropriate for participant of dif-
ferent level of preparation. But they also proved to have a drawback, that
participants overfocused on the experimental activity to the expense of theo-
retical analysis of a task.

The work was supported by the Russian Foundation for Basic Research
(Project No. 18-013-01130).
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Schutzenberger transformation on graded graphs:

Implementation and numerical experiments.

Vasilii Duzhin and Nikolay Vassiliev

1. Introduction

The Schutzenberger transformation on Young tableaux, also known as "jeu de
taquin", was introduced in Schutzenberger’s paper [1]. This transformation allows
to solve different problems of enumerative combinatorics and representation theory
of symmetric groups. Particularly, it can be used to calculate the Littlewood-
Richardson coefficients [2].

The connection between Schutzenberger transformation, RSK correspondence
[3, 4, 5] and Markov Plancherel process [7] was found in [6]. The techniques dis-
cussed in the work [6] have been developed in the recently published paper [8].

We consider the Schutzenberger transformation on two- and three- dimen-
sional Young tableaux. The Schutzenberger transformation converts a Young tableau
of size n to another Young tableau of size n− 1. At the beginning, the first box of
a source tableau is being removed. Then, the box with a smaller number is being
selected among top neighbouring and right neighbouring boxes. The selected box is
then being shifted to the position of the removed box. A newly formed empty box
is being filled by the neighbouring box using the same rule. This process continues
until the front of the diagram is reached.

The sequence of the shifted boxes forms so-called jeu de taquin path [8] or
Schutzenberger path. Schutzenberger path is a path in Pascal graphs: Z2

+ or Z3
+ in

2D and 3D cases, respectively.
Besides the classic Schutzenberger transformation, in this work we also con-

sider two different modifications of it. In the first modification, we add an extra box
in the position of the last shifted box. In this case, the Schutzenberger transfor-
mation does not change the shape of a diagram. Also the transformation becomes
reversible, i.e. it establishes a bijection on the paths to a diagram. The second
modification is a randomization of the classic Schutzenberger transformation. In

This work was supported by grant RFBR 17-01-00433.
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this case a path to a diagram on the third level of Young graph is being selected
randomly. The results of numerical experiments suggest that the iterations of the
randomized Schutzenberger transformation generate uniform distribution on the
paths to a diagram.

A. M. Vershik has noticed that the Schutzenberger algorithm can be applied
not only to the Young tableaux of an arbitrary dimension, but generally to any
partially ordered set. In this case the Schutzenberger transformation works on
ascendant sequences of decreasing ideals of a corresponding poset. Particularly,
the technique of the Schutzenberger transformation can be used on any graded
graph. In this situation, a Schutzenberger path will be a path on this graded
graph.

It was proved in [8] that the Schutzenberger paths, obtained on two-dimensional
Young tableaux, have a certain limit angle with a probability 1 relatively to the
Plancherel measure.

Note that the standard Schutzenberger transformation is not reversible. Wherein
each Young tableau has as many preimages as the number of transitions from a
given diagram of size n to the level n+ 1. Fig. 1 shows the Schutzenberger paths
of all preimages of the 2D Young tableau of size 106.

Figure 1. The Schutzenberger paths of all preimages of the
Young tableau of size 106.

1.1. The implementation of the Schutzenberger transformation

We propose the following algorithm for the implementation of the Schutzenberger
transformation on 2D and 3D Young tableaux. The same algorithm with minor
modifications can be applied to any graded graph. We present Young tableaux as
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arrays of sets of coordinates of added boxes. Note that the standard presentation of
Young tableaux as two-dimensional arrays of integers has a significant disadvantage
with respect to the computational cost and memory usage. That is because in
that case the Schutzenberger transformation requires renumbering of all boxes in
a tableau.

Let us consider the implemented algorithm for the case of 2D Young tableaux.
During operation of the algorithm, the coordinates of boxes of a source tableau are
processed consequently. At the beginning, the first box of a source tableau with
coordinates (0,0) is assigned as an active box. However, the active box is not being
added to a new tableau immediately.

The active box is being added to a new tableau at the moment when a
neighbour top or neighbour right box is added to a source tableau. As a next step,
this neighbour box becomes active and so on. At the same time, the non-neighbour
boxes are being added without any delay. The algorithm stops when all the boxes
in a source tableau are processed.

Note that during operation of the algorithm, most of the boxes of a source
table are being copied to a new tableau without any changes. Only the order of
addings of active boxes will be different. Another advantage of this approach is
that after necessary modifications it can be easily implemented on a Young graph
of any dimension and on any other graded graphs.

We use the same methods to implement the modifications of Schutzenberger
transformation, i.e. the Schutzenberger transformation with the preservation of
shape of a diagram and with randomization. The fragment of the algorithm of
Schutzenberger transformation in 2D case, written in pseudocode, is shown below.
Note that actX, actY are the coordinates of the current active box, in_tab is a
source tableau and out_tab is a transformed tableau.

Listing 1. Schutzenberger transformation on 2D Young tableaux

1 actX = 0 ; actY = 0 ;
2 f o r each (x , y ) from in_tab :
3 {
4 i f ( ( x == actX + 1) && (y == actY ) ) | |
5 ( ( x == actX ) && (y == actY + 1))
6 {
7 out_tab . add ( actX , actY ) ;
8 actX = x ; actY = y ;
9 }
10 e l s e

11 {
12 out_tab . add (x , y ) ;
13 }
14 }
15 out_tab . add ( actX , actY ) ;
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2. Numerical experiments

Here we discuss the numerical experiments where the Schutzenberger transforma-
tion was applied on large 2D and 3D Young tableaux. Particularly, we have gen-
erated a 2D random Plancherel Young tableau of 3 million boxes. The Schutzen-
berger transformation with the preservation of shape was consequently applied
to this tableau. The Vershik-Kerov coordinates x+y

√

3·106
of the last boxes (x,y) of

Schutzenberger paths were recorded. The distribution of these coordinates is shown
in Fig. 2.

Figure 2. The histogram of frequencies of last boxes of Schutzen-
berger paths of 2D Young tableaux.

It can be seen from the figure that this histogram has the shape of so-called
semicircle distribution. The same distribution was obtained in [9] as a limit dis-
tribution of Plancherel probabilities on the front of large Young diagrams of size
n, n→∞. It has the following density function:

dµ(u) =

√
4− u2

2 · π
,

where u is one of Vershik-Kerov coordinates: u = x−y
√
n
.

The next numerical experiment is devoted to the Schutzenberger transforma-
tion on 3D Young graph. For each iteration of the Schutzenberger transformation
we compute the coordinates of the last boxes of Schutzenberger paths on the front
of random Young tableaux of a fixed shape. The distribution of the coordinates ob-
tained in this experiment is shown in Fig. 3. Note that the size of the corresponding
tableau is 3 million boxes.

As we can see, the distribution of last boxes of 3D Schutzenberger paths on
the front of the diagram is close to uniform. We plan to conduct more numerical
experiments to investigate this 3D distribution more precisely.
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Figure 3. The distribution of coordinates of last boxes of
Schutzenberger paths of 3D Young tableaux.

Also we used the randomized Schutzenberger transformation to calculate the
ratio of dimensions of a pair of three-dimensional Young diagrams of sizes n and
n + 1 which differ in a single box, i. e. a pair of diagrams connected with an
edge in the Young graph. The co-transition probabilities of 3D central processes
can be obtained using such ratios. The Schutzenberger transformation gives us
these co-transition probabilities without calculating the exact dimensions. That is
especially useful because there are no known three-dimensional analog of the 2D
hook length formula.
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dx

dt
= −y3 − b x3y + a0 x

5 + a1 x
2y2,

dy

dt
=

1

b
x2y2 + x5 + b0 x

4y + b1 x y
3.
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8+)#9 '( -0:#!*(" $+( #&#$(, '!$+ ;<( ."=!$"."& /.".,($("# ai, bi, (i = 0, 1) .:*
b 6= 0> ?1$(" $+( /0'(" $".:#10",.$!0:

x = u v2, y = u v3,
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du

dτ
= −3u− [3 b+ (2/b)]u2 − 2u3 + (3 a1 − 2 b1)u

2v + (3 a0 − 2 b0)u
3v ,

dv

dτ
= v +

[

b+
1

b

]

u v + u2v + (b1 − a1)u v
2 + (b0 − a0)u

2v2 .

7 8

95* :%")$ x = y = 0 4,%31 ;: ")$% $3% 1$&+"<5$ ")0+&"+)$ ,")*1 u = 0 +)( v = 0=
>,%)< $5* ,")* u = 0? $5* 1-1$*/ 5+1 $5* 1$+$"%)+&- :%")$ u = v = 0= >,%)< $5*

1*#%)( ,")* v = 0= @% "6 b2 6= 2/3? $5"1 1-1$*/ 5+1 6%;& *,*/*)$+&- 1$+$"%)+&-

:%")$1ABC

u = 0, u = −1

b
, u = −3b

2
, u =∞ .

>$ $5* *+#5 :%")$ +4%0* $5*&* *D"1$ 0+,;*1 %6 :+&+/*$*&1 35*) $5* 1-1$*/ "1 ,%#+,,-
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,%#+, ")$*<&+4","$- $+2*1 :,+#* 1"/;,$+)*%;1,-

1) a0 = 0, a1 = −b0 b, b1 = 0,
2) b1 = −2 a1, a0 = a1b, b0 = b1b,
3) b1 = (3/2) a1, a0 = a1b, b0 = b1b,
4) b1 = (8/3) a1, a0 = a1b, b0 = b1b.

7F8

G) AHC? 3* 5+0* #+,#;,+$*( I&1$ ")$*<&+,1 %6 $5* 1-1$*/ 7 8 6%& +,, #+1*1 7F8 7/+"),-

4- $5* J+&4%;D /*$5%(? 1**? *=<=? AKC8= 95*1* ")$*<&+,1 +&*

I1(x, y) = 2x3 + 3 b y2,
I2(x, y) = 2x3 − 6 a1 b x

2 y + 3 b y2,

I3(x, y) =

a1x
2

(

−4 + 35/6 2F1

(

2/3, 1/6; 5/3;−2x3/(3 b y2)
)

×
(

3 + 2x3/(b y2)
)1/6

)

y4/3(3 b+ 2x3/y2)1/6
+

4y

y4/3(3 b+ 2x3/y2)1/6
,

I4(u, v) =
u (3+2 a2

1bu)+6 a1 b v

3u
[

u3(6+a2
1
b u)+6 a2

1
b u2v+9 b v2

]1/6−

8 a1
√
−b/35/3B

6+a1

√

−6 b u+3 v
√

−6 b/u3
(5/6, 5/6) ,

35*&* Bt(a, b) "1 $5* ")#%/:,*$* 4*$+ 6;)#$"%) +)( 2F1(a, b; c; z) "1 $5* 5-:*&<*%L

/*$&"# 6;)#$"%) AMC=

G) $5* #+1* b2 = 2/3 $5* 1"$;+$"%) "1 + 4"$ /%&* #%/:,"#+$* +)( 3* 5+0* +$

,*+1$ $3% +(("$"%)+, 1$+$"%)+&- :%")$1 35"#5 +&* #%/:+$"4,* 3"$5 7F8 +$ b2 = 2/3

N= b1 = 3a1/2, a0 = (2b0 + b(3a1 − 2b1))/3,

B= b1 = 6a1 + 2
√
6b0, a0 = (2b0 + b(3a1 − 2b1))/3, +)( $3% /%&* <,%4+, I&1$
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 +* 61 1++ #1 *4+ 1/1*+3

dx

dt
= y + 2xy,

dy

dt
= − x− bx2 + cxy + y2.

=>?

@4.1 1/1*+3 4#1 0 &.A+-+%* 1*#*.!%#-/ 7!.%*1

x = 0, y = 0,
x = −(1/b), y = 0,

x = −1/2, y = (c−
√
−4b− c2 − 7)/4.
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C* b = 1; I(x, y) = (1 + 2x)(
1
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√
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C* c = 0; I(x, y) = (−1− 2bx(1 + x)− 2y2 + (b− 1)(2x+ 1) log 2x+ 1)/(8x+ 4).
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Thomas decomposition of differential systems and

its implementation in Maple

Vladimir Gerdt, Markus Lange-Hegermann and Daniel Robertz

We present the basic algorithmic features and implementation in Maple of

the differential Thomas decomposition of polynomially nonlinear differential sys-

tems, which in addition to equations may contain inequations, into a finite set

of differentially triangular and algebraically simple subsystems whose subsets of

equations are involutive. Usually the decomposed system is substantially easier to

investigate and solve both analytically and numerically. The distinctive property

of a Thomas decomposition is disjointness of the solution sets of the output sub-

systems. Thereby, a solution of a well-posed initial problem belongs to one and

only one output subsystem. The Thomas decomposition is fully algorithmic. It

allows to perform important elements of algebraic analysis of an input differen-

tial system such as: verifying consistency, i.e., the existence of solutions; detecting

the arbitrariness in the general analytic solution; given an additional equation,

checking whether this equation is satisfied by all common solutions of the input

system; eliminating a part of dependent variables from the system if such elimina-

tion is possible; revealing hidden constraints on dependent variables, etc. Examples

illustrating the use of the differential Thomas decomposition are given.
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Upper bounds on Betti numbers of tropical pre-

varieties

Dima Grigoriev and Nicolai Vorobjov

We prove upper bounds on the sum of Betti numbers of tropical prevarieties

in dense and sparse settings. In the dense setting the bound is in terms of the

volume of Minkowski sum of Newton polytopes of defining tropical polynomials,

or, alternatively, via the maximal degree of these polynomials. In sparse setting,

the bound involves the number of the monomials.
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Double Hurwitz Numbers

Maksim Karev

Abstract. The talk is based on the joint work with N. Do (Monash Univer-
sity). The most straightforward definition of the double Hurwitz numbers
Dg(µ, ν) is, up to a multiplicative constant, the number of ways to multi-
ply a given permutation of cyclic type µ by a product of 2g − 2 + |µ| + |ν|
transpositions such that the result is of cyclic type ν. It turns out that these
number can be packed into generating functions that can be calculated using
a recursion. We formulate a conjecture on the analytical properties of these
generating functions.

Introduction

The talk is based on the joint work with N. Do (Monash University). Simple
Hurwitz numbers enumerate the number of ways to decompose a permutation of
a given cyclic type into a product of fixed number of transpositions. Their study
was first initiated in nineteenth century by A. Hurwitz. However, they still attract
the interest due to incredibly rich structure they possess.

Double Hurwitz numbers are defined in a similar way: we fix two cyclic type
µ and ν in the symmetric group Sd and count the number of ways to multiply a
permutation of a cyclic type µ by a product of 2g − 2 + |µ| + |ν| transpositions
such that the result is of cyclic type ν.

It is well-known that both simple and double Hurwitz numbers can be in-
terpreted as a number of non-isomorphic ramified covers of CP 1 with certain
restriction on the branch points profiles. It allows us to compute double Hurwitz
numbers via the enumeration of ramified covers weighted by a certain polynomial
weight as follows.

Fix a positive integer d and weights s, q1, q2, . . . , qd ∈ C. Define the double

Hurwitz number DHg,n(µ1, . . . , µn) to be the weighted count of connected genus

g branched covers of the Riemann sphere f : (Σ; p1, . . . , pn)→ (CP1;∞) such that

• all branching away from 0 and ∞ is simple and occurs at some number m of
fixed points;
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• f−1(∞) = µ1p1 + · · ·+ µnpn; and
• no preimage of 0 has ramification index larger than d.

If such a branched cover has ramification profile (λ1, λ2, . . . , λℓ) over 0, then we
assign it the weight

qλ1
qλ2
· · · qλℓ

|Aut f |

sm

m!
.

Here, the automorphism group Aut f consists of Riemann surface automorphisms
φ : Σ→ Σ that preserve the marked points p1, . . . , pn and satisfy f ◦ φ = f .

We present an efficient recursion that, in principle, allows to compute all dou-
ble Hurwitz numbers, and formulate an explicit conjecture concerning the proper-
ties of the corresponding generating functions.

Maksim Karev
Representation theory and dynamical systems laboratory
PDMI RAS
St Petersburg, Russia
e-mail: max.karev@gmail.com
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Irreducible Decomposition of Representations of

Finite Groups via Polynomial Computer Algebra

Vladimir V. Kornyak

Abstract. An algorithm for splitting permutation representations of finite
group over fields of characteristic zero into irreducible components is de-
scribed. The algorithm is based on the fact that the components of the in-
variant inner product in invariant subspaces are operators of projection into
these subspaces. An important part of the algorithm is the solution of sys-
tems of quadratic equations. A preliminary implementation of the algorithm
splits representations up to hundreds of thousands of dimensions. Examples
of computations are given.

1. Introduction. One of the central problems of group theory and its applications
in physics is the decomposition of linear representations of groups into irreducible
components. In general, the problem of splitting a module over an associative alge-
bra into irreducible submodules is quite nontrivial. An overview of the algorithmic
aspects of this problem can be found in [1]. For vector spaces over finite fields,
the most efficient is the Las Vegas type algorithm called MeatAxe. This algorithm
played an important role in solving the problem of classifying finite simple groups.
However, the approach used in the MeatAxe is ineffective in characteristic zero,
whereas quantum-mechanical problems are formulated just in Hilbert spaces over
fields of characteristic zero. Our algorithm deals with representations over such
fields, and its implementation copes with dimensions up to hundreds of thousands
that is not less than the dimensions achievable for the MeatAxe. The algorithm
requires knowledge of the centralizer ring of the considered group representation.
In the general case, the calculation of the centralizer ring is a problem of linear
algebra, namely, solving matrix equations of the form AX = XA. In the case of
permutation representations, there is an efficient algorithm for computing the cen-
tralizer ring — it is reduced to constructing the set of orbitals. In addition, permu-
tation representations are fundamental in the sense that any linear representation
of a finite group is a subrepresentation of some permutation representation, and
we use this fact in some quantum mechanical considerations [2, 3]. Therefore, we
consider here only permutation representations.
2. Mathematical preliminaries. Let G be a transitive permutation group on the set
Ω ∼= {1, . . . ,N}. The action of g ∈ G on i ∈ Ω is denoted by ig. A representation
of G in an N-dimensional vector space over a field F by the matrices P(g) with
the entries P(g)ij = δigj , where δij is the Kronecker delta, is called a permutation

representation. We assume that the permutation representation space is a Hilbert
space HN. From a constructive point of view it is sufficient to assume that the
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base field F is a minimal splitting field of the group G. Such field is a subfield of
an m-th cyclotomic field, where m is a divisor of the exponent of G. The field F ,
being an abelian extension of Q, is a constructive dense subfield of R or C.

An orbit of G on the Cartesian square Ω × Ω is called an orbital [5]. The
number of orbitals, R, is called the rank of G on Ω. Among the orbitals of a transi-
tive group there is one diagonal orbital, ∆1 = {(i, i) | i ∈ Ω}, which will always be
fixed as the first element in the list of orbitals ∆1, . . . ,∆R. For a transitive action
of G there is a natural one-to-one correspondence between the orbitals of G and
the orbits of a point stabilizer Gi: ∆←→ Σi = {j ∈ Ω | (i, j) ∈ ∆} . The Gi-orbits
are called suborbits and their cardinalities are called the suborbit lengths.

The invariance condition for a bilinear form A in the Hilbert space HN can
be written as the system of equations A = P(g)AP

(
g−1

)
, g ∈ G. It is easy to

verify that in terms of the entries the equations of this system have the form
(A)ij = (A)igjg . Thus, the matrices A1, . . . ,AR, where Ar is the characteris-

tic function of the orbital ∆r on the set Ω × Ω, form a basis of the centralizer

ring of the representation P. The multiplication table for this basis has the form

ApAq =
∑R

r=1
Cr

pqAr, where C
r
pq are non-negative integers. The commutativity of

the centralizer ring indicates that the representation P is multiplicity-free.
3. Algorithm and its implementation. Let T be a transformation (we can assume
that T is unitary) that splits the permutation representation P into M irreducible
components:

T−1P(g)T = 1⊕ Ud2
(g)⊕ · · · ⊕ Udm

(g)⊕ · · · ⊕ UdM
(g) ,

where Udm
is a dm-dimensional irreducible subrepresentation, ⊕ denotes the direct

sum of matrices, i.e., A⊕B = diag(A,B).
The matrix 1N is the standard inner product in any orthonormal basis. In the

splitting basis we have the following decomposition of the standard inner product

1N = 1d1=1⊕ · · · ⊕ 1dm
⊕ · · · ⊕ 1dM

.

The inverse image of this decomposition in the original permutation basis is

1N = B1 + · · ·+ Bm + · · ·+ BM ,

where Bm is defined by

T−1BmT = 01+d2+···+dm−1
⊕1dm

⊕ 0dm+1+···+dM
.

The main idea of the algorithm is based on the fact that Bm’s form a complete
set of orthogonal projectors, i.e., they are idempotent, B2m = Bm, and mutually
orthogonal, BmBm′ = 0N if m 6= m′. We see that all Bm’s can be obtained as
solutions of the idempotency equation X2−X = 0N for the generic invariant form
X = x1A1+ · · ·+xRAR. This is a system of quadratic polynomial equations in the
indeterminates x1, x2, . . . , xR. The polynomial system can be computed by using
the multiplication table. Let us write the projector in the basis of invariant forms:
Bm = bm,1A1+bm,2A2+ · · ·+bm,RAR. It is easy to show that bm,1 = dm/N. Thus,
any solution of the idempotency system has the form [x∗

1 = d/N, x∗

2, . . . , x
∗

R] , where
d ∈ [1..N− 1] is either an irreducible dimension or a sum of such dimensions.
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The core part of the algorithm is constructed as follows.

We set initially E(x1, x2, . . . , xR)←
{
X2 −X = 0N

}
.

Then we perform a loop on dimensions that starts with d = 1 and ends when
the sum of irreducible dimensions becomes equal to N.

For the current d we solve the system of equations E(d/N, x2, . . . , xR) . All so-
lutions belong to abelian extensions of Q, so their getting is always algorithmically
realizable.

If the system is incompatible, then go to the next d.

If E(d/N, x2, . . . , xR) describes a zero-dimensional ideal, then we have k (in-
cluding the case k = 1) different d-dimensional irreducible subrepresentations.

If the polynomial ideal has dimension h > 0, then we encounter an irreducible
component with a multiplicity k, where

⌊
k2/2

⌋
= h. In this case we select, by a

somewhat arbitrary procedure, k convenient mutually orthogonal representatives
in the family of equivalent subrepresentations.

In any case, if at the moment we have a solution Bm, we append Bm to
the list of irreducible projectors, and exclude from the further consideration the
corresponding invariant subspace by adding the linear orthogonality condition

BmX = 0N to the polynomial system:

E(x1, x2, . . . , xR)← E(x1, x2, . . . , xR) ∪ {BmX = 0N} .

After processing all Bm’s of dimension d, go to the next d.

The complete algorithm is implemented by two procedures:

1. The procedure PreparePolynomialData is a program written in C. The in-
put data for this program is a set of permutations of Ω that generates the
group G. The program computes the basis of the centralizer ring and its
multiplication table, constructs the idempotency and orthogonality polyno-
mials, and generates the code of the procedure SplitRepresentation that
processes the polynomial data. The implementation is able to cope with di-
mensions (dimension= |Ω|) up to several hundred thousand on a PC within
a reasonable time.

2. The procedure SplitRepresentation implements the above described loop
on dimensions that splits the representation of the group into irreducible
components. It is generated by the C program PreparePolynomialData.
Currently, the code is generated in the Maple language, and the polyno-
mial equations are processed by the Maple implementation of the Gröbner
bases algorithms.

Comparison with the Magma implementation of the MeatAxe.

The Magma database contains a 3906-dimensional representation of the ex-
ceptional group of Lie type G2(5). This representation (over the field GF(2)) is
used in [4] as an illustration of the capabilities of the MeatAxe.

The application of our algorithm to this problem — the calculation showed
that the splitting field in this case is Q — produces the following data.

59



4 Vladimir V. Kornyak

Rank: 4. Suborbit lengths: 1, 30, 750, 3125.

3906 ∼= 1⊕ 930⊕ 1085⊕ 1890

B1 =
1

3906

4∑

k=1

Ak

B930 =
5

21

(

A1 +
3

10
A2 +

1

50
A3 −

1

125
A4

)

B1085 =
5

18

(

A1 −
1

5
A2 +

1

25
A3 −

1

125
A4

)

B1890 =
15

31

(

A1 −
1

30
A2 −

1

30
A3 +

1

125
A4

)

Time C: 1.14 sec. Time Maple: 0.8 sec.
The Magma fails to split the 3906-dimensional representation over the field Q,
but we can model to some extent the case of characteristic zero, using a field of
characteristic not dividing |G2(5)|. The smallest such field is GF(11).

Below is the session of the correspondingMagma computation on a computer
with two Intel Xeon E5410 2.33GHz CPUs (time is given in seconds).

> load "g25";

Loading "/opt/magma.21-1/libs/pergps/g25"

The Lie group G( 2, 5 ) represented as a permutation

group of degree 3906.

Order: 5 859 000 000 = 2^6 * 3^3 * 5^6 * 7 * 31.

Group: G

> time Constituents(PermutationModule(G,GF(11)));

[

GModule of dimension 1 over GF(11),

GModule of dimension 930 over GF(11),

GModule of dimension 1085 over GF(11),

GModule of dimension 1890 over GF(11)

]

Time: 282.060

4. Some decompositions for sporadic simple groups.

Generators of representations are taken from the section “Sporadic groups”
of the Atlas [6].

Representations are denoted by their dimensions in bold (possibly with some
signs added to distinguish different representations of the same dimension).

Permutation representations are underlined.

Multiple subrepresentations are underbraced in the decompositions.

All timing data were obtained on a PC with 3.30GHz Intel Core i3 2120 CPU.
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• 1980-dimensional representation of the Mathieu group cover 6.M22

Rank: 17. Suborbit lengths: 16, 143, 843, 3365.

1980 ∼= 1⊕ 21α ⊕ 21β ⊕ 21β ⊕ 55⊕ 99α ⊕ 99β ⊕ 99β ⊕ 105+ ⊕ 105+

⊕ 105− ⊕ 105− ⊕ 120⊕ 154⊕ 210⊕ 330⊕ 330

Time C: 2 sec. Time Maple: 8 h 41 min 1 sec.
• 29155-dimensional representation of the Held group He
Rank:12.Suborbit lengths: 1, 90, 120, 384, 9602, 1440, 2160, 28802, 5760, 11520.

29155 ∼= 1⊕ 51⊕ 51⊕ 680⊕ 1275⊕ 1275
︸ ︷︷ ︸

⊕1920⊕ 4352

⊕ 7650⊕ 11900

Time C: 5 min 41 sec. Time Maple: 15 sec.
• 66825-dimensional representation of the McLaughlin group cover 3.McL
Rank: 14. Suborbit lengths: 13, 630, 22403, 50403, 80643, 20160.

66825 ∼= 1⊕ 252⊕ 1750⊕ 2772⊕ 2772⊕ 5103α ⊕ 5103β ⊕ 5103β

⊕ 5544⊕ 6336⊕ 6336⊕ 8064⊕ 8064⊕ 9625

Time C: 39 min 36 sec. Time Maple: 14 min 11 sec.
• 98280-dimensional representation of the Suzuki group cover 3.Suz
Rank: 14. Suborbit lengths: 13, 8913, 28163, 5940, 19008, 207363.

98280 ∼= 1⊕ 78⊕ 78⊕ 143⊕ 364⊕ 1365⊕ 1365⊕ 4290⊕ 4290

⊕ 5940⊕ 12012⊕ 14300⊕ 27027⊕ 27027

Time C: 2 h 36 min 29 sec. Time Maple: 7 min 41 sec.
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On the Cayley-Bacharach Property

Martin Kreuzer, Le Ngoc Long and Lorenzo Robbiano

Abstract. The Cayley-Bacharach property, which has been classically stated

as a property of a finite set of points in an affine or projective space, is

extended to arbitrary 0-dimensional affine algebras over arbitrary base fields.

We present characterizations and explicit algorithms for checking the Cayley-

Bacharach property directly, via the canonical module, and in combination

with the property of being a locally Gorenstein ring. Moreover, we characterize

strict Gorenstein rings by the Cayley-Bacharach property and the symmetry

of their Hilbert function, as well as by the strict Cayley-Bacharach property

and the last difference of their Hilbert function.

Extended Abstract

The Cayley-Bacharach Property (CBP) has a long and rich history. Classically, it
has been formulated geometrically as follows: A set of points X in n-dimensional
affine or projective space is said to have the Cayley-Bacharach property of degree d
if any hypersurface of degree d which contains all points of X but one automat-
ically contains the last point. After a brief recap of its history, we present the
currently most general version, namely the definition first given in Ngoc Le Long’s
Thesis (University of Passau, 2015). Our goal is to study this very general version
of the CBP and to find efficient algorithms for checking it. A special emphasis
is given to algorithms which will us to apply them to families of 0-dimensional
ideals parametrized by border basis schemes. Moreover, we generalize the main
results about the CBP of many previous papers to this most general setting of a
0-dimensional affine algebra over an arbitrary base field.

To achieve these goals, we proceed as follows. Our main object of study is
a 0-dimensional affine algebra R = P/I over an arbitrary field K, where we let
P = K[x1, . . . , xn] be a polynomial ring over K and I a 0-dimensional ideal in P .
Even if we do not specify it explicitly everywhere, we always consider R together
with this fixed presentation. In other words, we consider a fixed 0-dimensional
subscheme X = Spec(P/I) of An.
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This corresponds to the classical setup. However, in the last decades it has
been customary to consider 0-dimensional subschemes of projective spaces. Of
course, via the standard embedding An ∼= D+(x0) ⊂ P

n, the classical setup can be
translated to this setting in a straightforward way. For instance, in this case the
affine coordinate ring R = K[x1, . . . , xn]/I has to substituted by the homogeneous
coordinate ring Rhom = K[x0, . . . , xn]/I

hom, etc. In this talk we use the affine
setting for several reasons: firstly, the ideals defining subschemes of X can be
studied using the decomposition into local rings, secondly, the structure of the
coordinate ring of X and its canonical module can be described via multiplication
matrices, and thirdly, the affine setup is suitable for generalizing everything to
families of 0-dimensional ideals via the border basis scheme.

First we recall the primary decomposition I = Q1 ∩ · · · ∩Qs of I, the corre-
sponding primary decomposition 〈0〉 = q1 ∩ · · · ∩ qs of the zero ideal of R, and the
decomposition R = R/q1×· · ·×R/qs of R into local rings. Then, for i ∈ {1, . . . , s},
a minimal Qi-divisor J of I is defined in such a way that the corresponding sub-
scheme of X differs from X only at the point pi = Z(Mi) and has the minimal
possible colength ℓi = dimK(P/Mi), where Mi = Rad(Qi). In the reduced case,
these subschemes are precisely the sets X \ {pi} appearing in the classical formu-
lation of the Cayley-Bacharach Theorem.

Moreover, in order to have a suitable version of degrees, we recall the degree
filtration of R, its affine Hilbert function HFa

R
, and its regularity index ri(R). Here

the affine Hilbert function plays the role of the usual Hilbert function if we consider
affine algebras such as R.

These constructions are combined with the definition and some characteri-
zations of separators. Then we show that a separator for a maximal ideal mi of R
corresponds to a generator of a minimal Qi-divisor J of I, and we use the maximal
order of such a separator to describe the regularity index of J/I. Then the min-
imum of all regularity indices ri(J/I) is called the separator degree of mi. We go
on to show that this “minimum of all maxima” definition is the correct, but rather
subtle generalization of the classical notion of the least degree of a hypersurface
containing all points of X but pi.

The separator degree of a maximal ideal mi of R is bounded by the regularity
index ri(R), since the order of any separator is bounded by this number. If all
separator degrees attain this maximum value, we say that R has the Cayley-
Bacharach property (CBP), or that X is a Cayley-Bacharach scheme. At this point
we construct our first new algorithm which allows us to check whether a given
maximal ideal mi of R has maximal separator degree.

Although this algorithm can be used to check the CBP of R, we then construct
a better one based on the canonical module ωR = HomK(R,K) of R. The module
structure of ωR is given by (f ϕ)(g) = ϕ(fg) for all f, g ∈ R and all ϕ ∈ ωR.
It carries a degree filtration G = (GiωR)i∈Z which is given by GiωR = {ϕ ∈
ωR | ϕ(F−i−1R) = 0} and its affine Hilbert function which satisfies HFa

ωR
(i) =

dimK(R)−HFa

R
(−i− 1) for i ∈ Z. Generalizing some earlier results, we show that

the module structure of ωR is connected to the CBP of R. More precisely, one
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main theorem says that R has the CBP if and only if AnnR(G− ri(R)ωR) = {0}.
Based on this characterization and the description of the structure of R and the
module structure of ωR via multiplication matrices, we obtain the second main
algorithm for checking the CBP of R using the canonical module. As a nice and
useful by-product, we show that, for an extension field L of K, the ring R has
the CBP if and only if R⊗K L has the CBP.

Next we turn our attention to 0-dimensional affine algebras R which are
locally Gorenstein and have the CBP. We show that R is locally Gorenstein if and
only if ωR contains an element ϕ such that AnnR(ϕ) = {0} and that we can check
this effectively. Then we characterize locally Gorenstein rings having the CBP by
the existence of an element ϕ ∈ ωR⊗L of order − ri(R) with AnnR⊗L(ϕ) = {0}.
Here we may have to use a base field extension K ⊆ L or assume that K is infinite.
This characterization implies useful inequalities for the affine Hilbert function of R
and allows us to formulate an algorithm which checks whether R is a locally
Gorenstein ring having the CBP using the multiplication matrices of R. To end
this discussion, we characterize the CBP of R in the case when the last difference
∆R = HFR(ri(R))−HFR(ri(R)− 1) is one.

The subsequent topic is to characterize 0-dimensional affine algebras which
are strict Gorenstein rings. This property means that the graded ring grF(R) with
respect to the degree filtration is a Gorenstein ring. In the projective case, the
corresponding 0-dimensional schemes are commonly called arithmetically Goren-
stein. Our first characterization of strict Gorenstein rings improves earlier results
by Davis, Geramita, and Orecchia. More precisely, we show that R is strictly
Gorenstein if and only if it has the CBP and a symmetric Hilbert function. In
particular, it follows that these rings are locally Gorenstein. Then we define the
strict CBP of R by the CBP of grF (R) and show that it implies the CBP of R.
Thus we obtain a second characterization of strict Gorenstein rings: R is a strict
Gorenstein ring if and only if R has the strict CBP and ∆R = 1.

In the last part of the talk, we show how one can extend all these char-
acterizations to families of 0-dimensional polynomial ideals. More precisely, we
introduce the border basis scheme and explain some ways of getting explicit poly-
nomial equations defining subschemes corresponding to all ideals with a particular
property, for instance the CBP.
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F (x, y, y′, . . . ) = 0

x

y′ = f(x, y), f ∈ Q(x, y),
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~̇x = f(~x),

ρ ~x

ρ > 1

ρ = 1
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What does a random knot look like?

Andrei Malyutin

Abstract. We discuss the structure and statistics of the set of classical knots
and present new results in this research area.

We study the structure and statistical characteristics of the set of classical
knots. Closely related topics are statistics of links, tangles, 3-manifolds, graph
embeddings, plane diagrams, meanders, countable groups, elements of mapping
class groups, braids, etc. The question we primarily address is what does a typical
large (prime) knot look like. Probabilistic wording for this question is as follows:
what properties does a random (prime) knot have?

What properties of knots does it make sense to check for genericity? Nice
candidates come from the basic knot classification. The first level of the classifica-
tion splits the set of non-trivial knots into the subclasses of prime and composite
ones. The second level divides prime knots into the satellite (with incompressible
tori in the complement) and simple ones. Similar classifications hold for links, 3-
manifolds, etc. Thurston proved that the complement of every simple knot bears
a geometric structure: every simple knot is either torus or hyperbolic. This yields
the following tree of knots basic properties:

KNOTS

UNKNOT

NON-TRIVIAL

COMPOSITE

PRIME

SATELLITE

SIMPLE

TORUS

HYPERBOLIC

Figure 1. The tree of basic knot classes.
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The dual question to the previous one is which random knot model we choose.
Dozens of such models are described in the literature (see [4]). We discuss several
of them that are either natural, well-studied, or have specific properties that are
of particular interest to our discussion. Our list includes the following:

• random walk models (a random knot is a random polygon in R
3 whose edge

vectors are guided by some non-degenerate probability distribution);
• braid group models (we consider knots and links that are Alexander/plat

closures of randomly generated braids);
• knot tables model (we consider uniform measures on the sets of knots with

crossing number at most n);
• random jump model (a random knot is a random polygon in R

3 whose vertices
are guided by the same non-degenerate probability distribution).

An interesting issue related to the above properties of knots is the balance
between hyperbolic knots and satellites. For a rather long period of time it was
widely believed that most knots and links are hyperbolic (see, e. g., [12, p. 507]).
The reason is that the sets of torus and satellite knots look rather special and
rare and give an impression of scarcity. In particular, only 32 of the first 1 701 936
prime knots are non-hyperbolic (see [5]). Another related fact is that hyperbolic
knots are generic in the braid group models (see [9, 7, 6]).

However, a deeper analysis shows that the conjecture of the hyperbolic knots
prevalence is quite flimsy. Indeed, the braid group models are highly imbalanced,
and the case with 1 701 936 knots can be explained by the fact that satellites are
relatively large, which does not imply asymptotic scarcity. Furthermore, there is
(indirect) evidence that the satellites persist in random walk models (see [8, 3]). In
addition, the conjecture that hyperbolic knots are asymptotically generic in prime
knot tables (see [1]) contradicts several other plausible conjectures (see [10, 11]).
This is due to the fact that satellite structures should be large enough, but they
can be local (see [11]). We also present the following new evidence related to the
tables model.

Theorem 1. The percentage of hyperbolic links amongst all of the prime non-split

links of n or fewer crossings does not tend to 100 as n tends to infinity.

In models where a random knot is satellite, it is interesting to study its
companionship tree (see [2]).

It would seem that the above arguments indicate satellite knots predom-
inance. However, we conjecture that the space of knots is complex enough to
have several natural well-balanced random knot models showing opposite behav-
ior. In this regard, we present the following new conjecture related to the random
jump model.

Conjecture 1. Hyperbolic knots are generic in the random jump model.

Expected behavior of distinct random knot models is presented in Table 1.
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model \ set of knots all knots prime knots
random walk models composite (proved) satellite (str. conj.)
braid group models hyperbolic (proved) hyperbolic (proved)
knot tables model composite (str. conj.) satellite (str. conj.)

random jump model hyperbolic (weak conj.) hyperbolic (weak conj.)

Table 1. Generic types of knots in several models.
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On Strongly Consistent Finite Difference Approx-

imations

Dominik Michels, Vladimir Gerdt, Dmitry Lyakhov and Yuri Blinkov

Solving partial differential equations (PDEs) belongs to the most fundamental
and practically important research challenges in mathematics and in the compu-
tational sciences. Such equations are typically solved numerically since obtaining
their explicit solution is usually very difficult in practice or even impossible. One
of the classical and nowadays well-established and popular approaches is the finite
difference method [1, 2, 3] which exploits a local Taylor expansion to replace a
differential equation by the difference one. This raises the question how to pre-
serve fundamental properties of the underlying PDEs at the discrete level. From a
geometric point of view, the most important properties are symmetries and con-
servation laws. Importance of conservation laws in mathematical physics could not
be underestimated, since many fundamental properties for nonlinear PDEs (like
existence and uniqueness of solutions) typically are based on conservation laws.
From algebraic perspective, the basic object which should be preserved is algebraic
relations between equations and their differential (difference) consequences. The
problem here occurs because finite difference approximation of derivation doesn’t
satisfy Leibnitz rule.

The fundamental requirement of a finite difference scheme (FDS) is its con-
vergence to a solution of the corresponding differential problem as the grid spac-
ings go to zero. According to the Lax-Richtmyer equivalence theorem [4, 5], for
a scalar PDE it has been adopted that the convergence is provided if a given
finite-difference approximation (FDA) to the PDE is consistent and stable. The
consistency implies a reduction of the FDA to the original PDE when the grid
spacings go to zero, and it is obvious that the consistency is necessary for con-
vergence. The theorem states that a FDS for an initial value (Cauchy) problem
providing the existence and uniqueness of the solution converges if and only if its
FDA is consistent and numerically stable.

In this talk we describe algorithmic methods to generate FDAs to PDEs on
orthogonal and uniform grids, and to verify strong consistency of the obtained
FDAs. The main algorithmic tool for the case of linear PDEs is the difference
elimination provided by Groebner bases [6, 7, 8] for a certain elimination ranking.
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Figure 1. Simulation of the Kármán vortex street computed
with the new FDA. The characteristic repeating pattern of
swirling vortices can be observed, cf. [15].

Given a system of polynomially-nonlinear PDEs and its FDA, the s-consistency
analysis is based on a computation of a difference standard Groebner basis and the
construction of a differential Thomas decomposition [9, 10] for the PDE system.
This talk is an extension of the methodology of [8, 11, 12, 13, 14]. As a relevant
example in practice, we apply the procedure of the strong consistent FDA gen-
eration to the two-dimensional Navier-Stokes equations for the unsteady motion
of an incompressible fluid of constant viscosity. For these equations, we construct
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two fully conservative FDAs (one s-consistent and one w-consistent). We use the
FDAs for the numerical simulation on exact solutions and consider a Kármán vor-
tex street to analyze the influence of the consistency on the numerical quality of
these schemes.
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On the chordality of polynomial sets in triangular

decomposition in top-down style

Chenqi Mou

Abstract. In this talk, we show the connections between chordal graphs which
permit perfect elimination orderings on their vertexes from Graph Theory
and triangular decomposition which decompose polynomial sets into trian-
gular sets from Computer Algebra and present the chordal graph structures
of polynomial sets appearing in triangular decomposition in top-down style
when the input polynomial set has a chordal associated graph. In particular,
we show that the associated graph of one specific triangular set in any algo-
rithm for triangular decomposition in top-down style is a subgraph of that
chordal graph and that all the triangular sets computed by Wang’s method
for triangular decomposition have associated graphs which are subgraphs of
that chordal graph. Furthermore, the associated graphs of polynomial sets
can be used to describe their sparsity with respect to the variables, and we
present a refined algorithm for efficient triangular decomposition for sparse
polynomial sets in this sense.

This talk is based on the joint work with Yang Bai.

1. Chordal graphs and triangular decomposition

Let K be a field, and K[x] be the multivariate polynomial ring over K in the
variables x1, . . . , xn.

For a polynomial F ∈ K[x], define the (variable) support of F , denoted by
supp(F ), to be the set of variables in x1, . . . , xn which effectively appear in F . For
a polynomial set F ⊂ K[x], supp(F) := ∪F∈F supp(F ), and its associated graph

G(F) = (V,E) is an undirected graph with V = supp(F) and E = {(xi, xj) :
∃F ∈ F such that xi, xj ∈ supp(F )}.

Let G = (V,E) be a graph with V = {x1, . . . , xn}. Then an ordering xi1 <
xi2 < · · · < xin of the vertexes is called a perfect elimination ordering of G
if for each j = i1, . . . , in, the restriction of G on the set {xj} ∪ {xk : xk <
xj and (xk, xj) ∈ E} is a clique. A graph G is said to be chordal if there ex-
ists a perfect elimination ordering of it and a polynomial set F ⊂ K[x] is said to
be chordal if G(F) is chordal.
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For example, the associated graph of P = {x2 + x1, x3 + x1, x
2
4 + x2, x

3
4 +

x3, x5 + x2, x5 + x3 + x2} is shown in Figure 1. One can find that the associated
graph G(P) is chordal by definition and thus P is chordal.

Figure 1. The associated graphs G(P)

Let the variables in K[x] be ordered as x1 < · · · < xn. An ordered set
of non-constant polynomials T ⊂ K[x] is called a triangular set if the greatest
variables of the polynomials in T increase strictly. A finite number of triangular
sets T1, . . . , Tr ⊂ K[x] are called a triangular decomposition of a polynomial set
F ⊂ K[x] if Z(F) = ∪r

i=1(Z(Ti)\Z(
∏

T∈Ti
ini(T )) holds, where ini(T ) is the leading

coefficient of T with respect to the greatest variable of T and Z(·) denotes the set
of common zeros.

Roughly speaking, an algorithm A for computing triangular decomposition
of F ⊂ K[x] is said to be in top-down style if the elimination of variables in
A follows a strict order xn, xn−1, . . . , x1 and in the process of eliminating each
xi (1 ≤ i ≤ n), no variables greater than xi (namely xi+1, . . . , xn) are generated.

2. Main theoretical results

2.1. General algorithms for triangular decomposition in top-down style

Denote the power set of a set S by 2S . For an integer i (1 ≤ i ≤ n), let fi be a
mapping

fi : 2
K[xi]\K[xi−1] → (K[xi] \K[xi−1])× 2K[xi−1]

P 7→ (T,R)
(1)

such that supp(T ) ⊂ supp(P) and supp(R) ⊂ supp(P). For a polynomial set
P ⊂ K[x] and a fixed integer i (1 ≤ i ≤ n), suppose that (Ti,Ri) = fi(P

(i)) for
some fi as stated above. For j = 1, . . . , n, define the polynomial set

redi(P
(j)) :=







P(j), if j > i
{Ti}, if j = i

P(j) ∪R
(j)
i , if j < i
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and redi(P) := ∪
n
j=1 redi(P

(j)). In particular, write

redi(P) := redi(redi+1(· · · (redn(P)) · · · )) (2)

for simplicity.
The mapping fi in (1) is abstraction of specific reductions with respect to

one variable xi used in different kinds of algorithms for triangular decomposition
in top-down style.

Theorem 2.1. Let F ⊂ K[x] be a chordal polynomial set with x1 < · · · < xn as one

perfect elimination ordering and redi(F) be defined in (2) for i = n, . . . , 1. Then

the following statements hold:

(a) For each i = n, . . . , 1, G(redi(F)) ⊂ G(F).
(b) If T := red1(F) does not contain any nonzero constant, then T forms a

triangular set such that G(T ) ⊂ G(F).

Theorem 2.1 (b) tells us that under the conditions stated in the theorem,
the associated graph of one specific triangular set computed in any algorithm for
triangular decomposition in top-down style is a subgraph of the associated graph
of the input polynomial set. In fact, this triangular set is the “main branch” in the
triangular decomposition in the sense that other branches are obtained by adding
additional constrains in the splitting in the process of triangular decomposition.

2.2. Wang’s method for triangular decomposition

A simply-structured algorithm was proposed byWang for triangular decomposition
in top-down style in 1993 [2]. The decomposition process in Wang’s method applied
to a polynomial set F ⊂ K[x] can be viewed as a binary tree with its root as
(F , ∅, n).

Theorem 2.2. Let F ⊂ K[x] be a chordal polynomial set with x1 < · · · < xn as

one perfect elimination ordering and (P,Q, i) be any node in the binary decompo-

sition tree for Wang’s method applied to F . Then G(P) ⊂ G(F). In particular, let

T1, . . . , Tr be the triangular sets computed by Wang’s method. Then G(Ti) ⊂ G(F)
for i = 1, . . . , r.

As shown by Theorem 2.2, with a chordal input polynomial set, all the poly-
nomials in the nodes of the decomposition tree of Wang’s method, and thus all
the computed triangular sets, have associated graphs which are subgraphs of that
of the input polynomial set.

3. Fast triangular decomposition for variable sparse polynomial sets

Let G(F) = (V,E) be the associated graph of a polynomial set F ⊂ K[x]. Then
the variable sparsity sv(F) of F can be defined as

sv(F) = |E|/

(

2

|V |

)

,
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where the denominator is the number of edges of a complete graph composed of
|V | vertexes. Triangular decomposition of a chordal and variable sparse polynomial
set F ⊂ K[x] with an algorithm in top-down style can be sped up by using the
perfect elimination ordering of the chordal associated graph G(F).

Some experimental comparisons of timings for computing regular decompo-
sition of one class of chordal and variable sparse polynomials [1]

Fi := {xkxk+3 − xk+1xk+2 : k = 1, 2, . . . , i }, i ∈ Z>0

with respect to the perfect elimination ordering versus random orderings are re-
ported in the following table, where n denotes the variable number in Fi, sv
denotes the variable sparsity, tp and tr are the timings (in seconds) for regular
decomposition with respect to the perfect elimination orderings and 5 randomly
chosen variable orderings respectively, and tr are the average timings for random
orderings.

Table 1. Timings for regular decomposition of Fi

n sv tp tr tr tr/tp
8 0.64 0.11 0.10 0.09 0.05 0.06 0.09 0.10 0.91
10 0.53 0.19 0.14 0.21 0.22 0.11 0.21 0.18 0.95
20 0.28 1.44 4.24 4.45 3.15 4.41 4.65 4.18 2.90
25 0.23 4.25 50.62 20.29 15.55 25.01 35.10 29.31 6.90
30 0.19 11.94 177.37 185.94 130.54 142.97 103.42 148.05 12.40
35 0.17 42.33 560.56 291.35 633.43 320.98 938.45 548.95 12.97
40 0.15 161.11 1883.64 3618.04 4289.13 4013.99 2996.37 3360.23 20.86
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On complexity of trajectories in the equal-mass

free-fall three-body problem

Mylläri Aleksandr, Mylläri Tatiana, Myullyari Anna and Vassiliev

Nikolay

Abstract. We study complexity of trajectories in the equal-mass free-fall
three-body problem. We construct numerically symbolic sequences using dif-
ferent methods: close binary approaches, triple approaches, collinear configu-
rations and other. Different entropy estimates for individual trajectories and
for a system as a whole are compared.

We analyse complexity of trajectories in the equal-mass free-fall three-body
problem by numerically constructing symbolic sequences and calculating different
entropy-like parameters for these sequences. We also discuss some ways to estimate
Kolmogorov and Kolmogorov-Sinai entropy.

Symbolic dynamics was used to analyze some special cases of the three-body
problem: Alexeyev [2, 3, 4, 5] has found an intermittence of motions of differ-
ent types in the one special case of the three-body problem - Sitnikov problem.
Symbolic dynamics was also applied in two other special cases of the three-body
problem: the rectilinear problem (Tanikawa & Mikkola [10, 11]); and the isosceles
problem (Zare & Chesley [14, 6]). Tanikawa & Mikkola [12] considered the case
with non-zero angular momentum; they also studied free-fall case and have found
sequences of triple collision orbits and periodic orbits for isosceles and collinear
cases [13].

It is not easy to visualize initial conditions in the general case because of
the high dimension of the problem: 3 masses of the bodies + 9 initial coordinates
+ 9 initial velocities. Equal-mass free-fall three-body problem is much easier and
convenient for study: it drastically reduces the dimension of the problem and
allows easy visualization of initial configuration. All the masses are equal, so all
permutations of the bodies will give us equivalent systems. Since initial velocities
are zero, the problem becomes flat, and at any moment of time we have only two
components of coordinates and velocities for each body. If at the initial moment we
place two bodies in the points (−0.5; 0) and (0.5; 0), then all possible configurations
will be covered if we place the third body inside the region D bounded by two
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Figure 1. Agekian-Anosova region D.

straight line segments and arc of the unit circle centered at (−0.5, 0) (Fig. 1) [1].
All other possible initial configurations (with zero initial velocities) can be received
by the projection to this region D and (if needed) transformation of time.

We used code by Seppo Mikkola (Tuorla Observatory, University of Turku)
[8] for numerical simulations.

Typical final stage of the evolution of three-body system is close binary mov-
ing in one direction, while the third body moves in the opposite direction. So,
of interest is finite segment of the symbolic sequences while (infinite) final parts
of these sequences are predictable (the only difference is which of the bodies is
ejected). If one will calculate entropy of such "infinite" sequence, the result is ob-
vious. So, we study the evolution of the system during the finite period of time
(anyway, we can not integrate it infinitely long), considering the stage of active
interaction between the bodies. This way, we study complexity of finite sequences
and in our "numerical symbolic dynamics" approach we replace original three-
body system by a dynamical system that behaves like our original system during
this period of time, and have similar behavior all other time (without disruption).

We scan region D with step 0.0005 on each coordinate. For each starting
point we numerically integrate equations of motion, construct symbolic sequences
and estimate entropy of each sequence. One can use different methods to construct
symbolic sequences (see e.g. [9]). In this study, we construct symbolic sequences
using binary encounters (we detect minimum distance between two bodies, and
corresponding symbol is the number of the distant body, i.e. symbols are from
the alphabet {1, 2, 3}), triple encounters (we detect minimum of the sum of all
three mutual distances between bodies, corresponding symbol is the number of
the distant body, again symbols are from the alphabet {1, 2, 3}), using collinear
configuration (similar to [13] we detect the moment when one body crosses the
line connecting two distant bodies, there are 6 different configurations possible)
and projection to the Agekian-Anosova region D (in [7] authors call it homology
mapping – there are 6 possible combinations of projecting our three bodies to the
region D, thus the alphabet in this case is {1, 2, 3, 4, 5, 6}).

We also estimate Kolmogorov-Sinai entropy using same approach as in [7] –
study spreading of projection of neighboring trajectories on the homology map,
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but while in [7] authors used a "drop" consisting of 100 initial points, we use only
nine points (point under consideration and 8 neighbours around it in our grid of
initial conditions).
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Factorization Method for the Second-Order Lin-

ear Nonlocal Difference Equations

I.N. Parasidis and E. Providas

Abstract. First, we present solvability criteria and a formula for construct-

ing closed-form solutions to arbitrary second-order linear difference equations

with variable coefficients and nonlocal multipoint boundary conditions. Next,

we develop an operator factorization method for solving exactly boundary

value problems for second-order linear difference equations with polynomial

coefficients and containing up to the three boundary points. Of particular

relevance here are the references [1, 2, 3].

1. Introduction

Denote by S the linear space of all real-valued functions (sequences) uk = u(k), k ∈

N. Let A : S → S be a second-order linear difference operator defined by

Auk = uk+2 + akuk+1 + bkuk, (1.1)

where ak, bk, uk ∈ S and bk 6= 0 for all k ≥ k1 or preferably for k = 1, . . .. In

addition, let the operator Â : S → S be defined as

Âuk = Auk,

D(Â) = {uk ∈ S : µi1u1 + µi2u2 + . . .+ µi,lul = βi, i = 1, 2, l ≥ 2}, (1.2)

where µij , βi ∈ R, i = 1, 2, j = 1, . . . , l; that is to say Â is a restriction of A

denoted compactly by Â ⊂ A.

Let u
(1)
k , u

(2)
k be a fundamental solution set of the homogeneous equation

Auk = 0 and u
(fk)
k be a particular solution of the non-homogeneous equation
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Auk = fk, fk ∈ S. Introduce the vector u
(H)
k = (u

(1)
k u

(2)
k ) and the associated

Casorati matrix along with the vectors

C0 =

(
u
(1)
1 u

(2)
1

u
(1)
2 u

(2)
2

)
, u0 =

(
u1

u2

)
, u

(fk)
0 =

(
u
(fk)
1

u
(fk)
2

)
. (1.3)

Furthermore, consider the equation Âuk = fk for k = 1, . . . l− 3 together with the

two nonlocal boundary conditions and define the l × l matrix

D =




b1 a1 1 0 · · · 0 0 0

0 b2 a2 1 · · · 0 0 0
...

. . .
. . .

. . .
. . .

. . .
. . .

. . .

0 · · · 0 · · · · · · bl−2 al−2 1

µ11 µ12 · · · · · · · · · µ1,l−2 µ1,l−1 µ1,l

µ21 µ22 · · · · · · · · · µ2,l−2 µ2,l−1 µ2,l




, (1.4)

and the vectors

ul =




u1

u2

...

ul−2

ul−1

ul




=

(
u0

u2

)
, u2 =




u3

...

ul


 , βf =




f1

f2
...

fl−2

β1

β2




. (1.5)

Then the following theorem holds.

Theorem 1.1. If detD 6= 0, then ul = D−1
bf and the nonlocal boundary value

problem

Âuk = fk (1.6)

admits a unique solution which can be obtained in closed-form as

uk = u
(fk)
k + u

(H)
k C−1

0 (u0 − u
(fk)
0 ). (1.7)

The application of Theorem 1.1 requires the analytic form of two linearly

independent solutions and a particular solution of the corresponding homogeneous

and non-homogeneous equations, respectively, which may be very difficult to obtain

in many cases with variable coefficients. Alternatively, we can use a factorization

method.
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2. Factorization Method

Definition 2.1. A second-order linear difference operator A defined by (1.1) is said

to be factorable when it can be written as a product (composition) of two first-

order linear operators A1, A2 : S → S, viz.

Auk = A1A2uk. (2.1)

Lemma 2.2. An operator A defined by (1.1) is factorable when there exist rk, sk ∈ S

such that

Auk = yk+1 + rkyk, (2.2)

A1yk = yk+1 + rkyk, A2uk = yk, (2.3)

where yk = uk+1+skuk. Moreover, rk, sk are a solution of the difference equations

sk+1 + rk = ak,

skrk = bk. (2.4)

We confine our investigations to the cases where the coefficients ak, bk are

polynomials and there exist polynomials rk, sk which satisfy the system of equa-

tions (2.4).

Theorem 2.3. Let ak, bk be polynomials of degree Deg ak and Deg bk, respectively.

Then the second-order operator A is factorable in the following cases:

(i) If Deg ak < Deg bk and there exists a polynomial sk of degree Deg sk =

0 or 1 . . . orDeg bk satisfying the equation

sksk+1 − aksk + bk = 0, (2.5)

or

(ii) If Deg ak = Deg bk and there exists a polynomial sk of degree Deg sk = 0 or

Deg sk = Deg bk satisfying Eq. (2.5),

Then the polynomial sk can be constructed by the method of undetermined coeffi-

cients and thus rk = ak − sk+1.

Now we state the main theorem in this paper.

Theorem 2.4. Let the second-order linear difference operator Â defined by (1.2)

with l = 3, viz.

Âuk = uk+2 + akuk+1 + bkuk,

D(Â) = {uk ∈ S : µi1u1 + µi2u2 + µi3u3 = βi, i = 1, 2}. (2.6)
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Further, let rk, sk solve the system of difference equations (2.4). If

detD =




b1 a1 1

µ11 µ12 µ13

µ21 µ22 µ23


 6= 0, (2.7)

then,

(i) The operator Â can be factored to Â = Â1Â2 where the injective first-order

operators Â1 and Â2 are defined by

Â1yk = yk+1 + rkyk = fk, D(Â1) = {yk ∈ S : y1 = u∗

2 + s1u
∗

1}, (2.8)

Â2uk = uk+1 + skuk = y∗k, D(Â2) = {uk ∈ S : u1 = u∗

1}, (2.9)

where yk = uk+1+skuk, Âuk = Â1yk, u
∗

3 = col(u∗

1, u
∗

2, u
∗

3), bf = col(f1, β1, β2)

and u
∗

3 = D−1
bf , and y∗k = Â−1

1 fk.

(ii) The unique solution of the three-point boundary value problem is given in

closed-form by

uk = Â−1fk = Â−1
2 Â−1

1 fk = Â−1
2 y∗k. (2.10)

Finally, we solve the next example problem.

Example 2.5. The operator Â : S → S defined by

Âuk = uk+2 − (k + 2)uk+1 + (k + 1)uk = (k + 1)! ,

D(Â) = {uk ∈ S : u1 − u2 + 2u3 = 4, 2u1 + u2 + u3 = 5}, (2.11)

is injective and the unique solution of (2.11) is given by the formula

uk =
5

4
+

k−1∑

j=1

j!
(
j −

3

2

)
(2.12)

3. Conclusion

The technique presented here is simple to use, it can be easily incorporated to any

Computer Algebra System (CAS) and more important it can be extended to deal

with more complicated problems embracing nonlocal boundary conditions with

many points and non-polynomial variable coefficients.
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Usage of Automatic Differentiation in Some

Practical Problems of Celestial Mechanics

Dmitry Pavlov

Abstract. Building numerically integrated orbits (ephemeris) of celestial bod-
ies has been for a long time an area of celestial mechanics with rich outcome
in terms of both science and technology. The model of ephemeris contains a
large number of initial parameters and constants that are determined from
observations and have an uncertainty. The algorithm requires the first-order
derivatives of orbital parameters w.r.t all the determined parameters in the
whole timespan of observations. One of the approaches of obtaining those
derivatives, examined in this work, is the integration of the derivatives simul-
taneously with the equations of motion. That requires calculating a function
and its partial derivatives w.r.t. a number of parameters at the same time,
which is essentially the case for the automatic differentiation technique.

Another usage of the automatic differentiation is the propagation of
uncertainty of initial parameters and constants to orbits; the uncertainty,
which generally grows with time, can be estimated via the (time-dependent)
Jacobian matrix obtained with the numerical integration.

On another note, automatic differentiation allows to build a numerical
integrator that is not based on difference schemes like the traditional methods
used in celestial mechanics (see papers of Jorba and Zou on Taylor method).

Some preliminary practical results are presented.

Dmitry Pavlov
Laboratory of Ephemeris Astronomy
Institute of Applied Astronomy of the Russian Academy of Sciences
St. Petersburg, Russia
e-mail: dpavlov@iaaras.ru
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A sharp version of Shimizu’s theorem on entire

automorphic functions

Ronen Peretz

Abstract. This paper develops further the theory of the automorphic group
of non-constant entire functions. This theory essentially started with two re-
markable papers of Tatsujirô Shimizu that were published in 1931. There are
three results in this paper. The first result is that the Aut(f)-orbit of any
complex number has no finite accumulation point. The second result is an ac-
curate computation of the derivative of an automorphic function of an entire
function at any of its fixed points. The third result gives the precise form of
an automorphic function that is uniform over an open subset of C. This last
result is a follow up of a remarkable theorem of Shimizu. It is a sharp form
of his result. It leads to an algorithm of computing the entire automorphic
functions of entire functions. The complexity is computed using an height
estimate of a rational parameter discovered by Shimizu.

1. Introduction

In 1931 Tatsujirô Shimizu published two remarkable papers having the titles:
On the Fundamental Domains and the Groups for Meromorphic Functions. I and
II. [2, 3]. There he set up the foundations of the theory of automorphic functions of
meromorphic functions. If f(w) is a non-constant meromorphic function then the
automorphic functions of f are the solutions φ(z) of the automorphic equation:

f(φ(z)) = f(z). (1.1)

Usually these are many valued functions. They form a group which we denote by
Aut(f). The binary operation being composition of mappings. Most of the results

2010 Mathematics Subject Classification: 30B40,30C15,30D05,30D20,30D30,30D99,

30F10,30F35,32D05,32D15

Key Words and Phrases: entire functions, integral functions, meromorphic functions, funda-

mental domains, automorphic functions of a meromorphic function, the automorphic group of a

meromorphic function
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of Shimizu in [2, 3], refer to the properties of the individual automorphic functions.
In a recent paper, [1], a complementary set of results were obtained. Many of which
refer to the global structure of the automorphic group, Aut(f), rather than to the
properties of its individual elements. A very interesting result proved by Shimizu
asserts that if the automorphic function φ ∈ Aut(f) is uniform over an open subset
of C (no matter how small), then φ(z) must be a linear function of the special form
eiθπz + b for some rational θ ∈ Q and some constant b ∈ C. This result is proven
in a sequence of theorems: Theorem 11, Theorem 12, Theorem 13 and Theorem
14. In fact in Theorem 14 Shimizu proves also the converse, i.e. that for any such
a function φ(z) = eiθπz + b, there exists a meromorphic function f(w), such that
φ ∈ Aut(f). Shimizu uses in his proofs of these theorems some deep results from
the theory of complex dynamics as developed by Fatou and by Julia as well as
the Iversen method and well known theorems of Gross and Valiron. There is no
indication in Shimizu’s theorems as to what are the actual possible values of the
arithmetic parameter θ ∈ Q. This gap is closed in the current paper where we get
an accurate set of possible values of θ in terms of the orders of the zeros of the first
derivative of f(w). This enables us to compute an upper bound for the height of
Shimizu’s parameter θ. An immediate application is an algorithm that computes
the entire automorphic functions of f(w). The complexity of this algorithm can
easily be estimated using our upper bound for the height of θ. That is the third
result of our paper. Its proof relies on our second result, which is the computation
of the derivative of an automorphic φ at any of its fixed-points. Rather than using
the machinery of complex dynamics we invoke an elementary approach that uses
calculations with power series. This hard-computational approach has the benefit
of being constructive and it gives us effective possible values for φ′(z0), for a fixed
point φ(z0) = z0. That is one of the tools used in our height estimate. Another
tool is Theorem 8.4 in [1] which implies that Z(f ′) = Fix(Aut(f)). The first result
of our paper is really the straight forward observation that the Aut(f)-orbit of any
complex number can not have a finite accumulation point. This is immediate by
the rigidity property of holomorphic functions. A variant of this was used couple
of times by Shimizu. For convenience, we assume in this paper that f(w) is a non-
constant entire function. We denote by E the set of all the non-constant entire
functions.

2. The main results and their proofs

Proposition 2.1. Let f ∈ E. Then we have:
(1) ∀ z ∈ C, the Aut(f)-orbit of z, i.e. the set {φ(z) |φ ∈ Aut(f)}, (where only
those φ ∈ Aut(f) are taken for which φ(z) is defined) has no finite accumulation
point.
(2) If φ ∈ Aut(f) has a fixed-point z0, then either φ′(z0) = 1 or f ′(z0) = 0.
(3) Aut(f) ∩Aut(f ′) ⊂ {z + b | b ∈ C}.
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Proof.

(1) If z ∈ C, φn ∈ Aut(f) are such that the elements of the sequence {φn(z)}n
are different from one another and limn→∞ φn(z) = b ∈ C exists, then: f(z) =
f(φ1(z)) = f(φ2(z)) = . . . = f(φn(z)) = . . . = f(b), where the last equality follows
by the continuity of f . This implies that f(w) ≡ f(b), a constant. This contradicts
the assumption that f ∈ E and in particular that f is not a constant function.
(2) The automorphic equation f(φ(z)) = f(z) implies that φ(z) · f ′(φ(z)) = f ′(z).
In the last identity we take the limit z → z0 and recall the assumption φ(z0) = z0.
The result obtained is φ′(z0) · f

′(z0) = f ′(z0). If f
′(z0) 6= 0 then φ′(z0) = 1.

(3) If φ ∈ Aut(f) ∩ Aut(f ′), then f(φ(z)) = f(z) and φ′(z) · f ′(z) = f ′(z) (by
φ′(z) · f ′(φ(z)) = φ′(z) · f ′(z)). Hence φ′(z) ≡ 1. �

Theorem 2.2. Let f ∈ E, φ ∈ Aut(f) has a fixed-point z0, and f ′(z0) = . . . =
f (n−1)(z0) = 0, while f (n)(z0) 6= 0. Then:

φ′(z0) ∈
{

e2πik/n | k = 0, . . . , n− 1
}

.

Proof.

We use the following expansions about z0:

φ(z) = z0 + φ′(z0)(z − z0) + . . . , φ′(z) = φ′(z0) + φ′′(z0)(z − z0) + . . . ,

f ′(z) =
f (n)(z0)

(n− 1)!
(z − z0)

n−1 + . . . ,

f ′(φ(z)) = f ′(z0 + φ′(z0)(z − z0) + . . .) =
f (n)(z0)

(n− 1)!
(φ′(z0)(z − z0) + . . .)n−1 + . . . .

We substitute these into the identity φ′(z)f ′(φ(z)) = f ′(z):

(φ′(z0) + φ′′(z0)(z − z0) + . . .)

(

f (n)(z0)

(n− 1)!
(φ′(z0)(z − z0) + . . .)n−1 + . . .

)

=

=
f (n)(z0)

(n− 1)!
(z − z0)

n−1 + . . . .

Equating the coefficients of the lowest non-vanishing power of (z−z0) which turns
up to be (z − z0)

n−1 gives:

φ′(z0)
f (n)(z0)

(n− 1)!
(φ′(z0))

n−1 =
f (n)(z0)

(n− 1)!
.

Hence (φ′(z0))
n = 1 which proves the assertion. �

Remark 2.3. Theorem 2.2 is a more accurate version of Proposition 2.1(2).

We can, now, strengthen Theorem 13 on page 247 of [3]. Here is that result:

Theorem 13. [3] A rational integral function Φ(z) can not satisfy the equation
f(Φ(z)) = f(z) for a meromorphic (transcendental) function f(z), unless Φ(z) is
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a linear function of the form eiθπz + b, θ being a rational number.

We also recall that Shimizu demonstrated that if Φ ∈ Aut(f) and if there is an
open subset V ⊆ C over which Φ is uniform, then Φ(z) = eiθπz+ b for some θ ∈ Q

and some b ∈ C. Thus, the family of these linear functions are the only possible
entire functions that qualify as automorphic functions. Here is our sharper version
which bounds from above the height of the rational number θ ∈ Q in terms of the
orders of the zeros of the derivative f ′(z).

Theorem 2.4. If f ∈ E and if Φ ∈ Aut(f) and Φ is uniform over some non-empty
open subset ∅ 6= V ⊆ C, then Φ(z) = eiθπz + b for some θ ∈ Q and some b ∈ C

where either θ ≡ 0 mod (2π) or b
1−eiθπ

∈ Z(f ′) in which case if:

f ′

(

b

1− eiθπ

)

= . . . = f (n−1)

(

b

1− eiθπ

)

= 0, f (n)

(

b

1− eiθπ

)

6= 0, n ≥ 2,

then:

θ ∈

{

2k

n
| k = 0, 1, . . . , n− 1

}

.

Proof.

Since Φ(z) is uniform on some non-empty open subset ∅ 6= V ⊆ C, it follows by
the results of Shimizu mentioned above that Φ(z) = eiθπz + b for some θ ∈ Q and
some b ∈ C. If θ 6≡ 0 mod (2π) it follows that eiθπ 6= 1, and that:

Φ

(

b

1− eiθπ

)

=
b

1− eiθπ
,

a fixed-point of the automorphic function Φ(z). By Theorem 8.4 of [1] we have:
Z(f ′) = Fix(Aut(f)). Hence:

f ′

(

b

1− eiθπ

)

= 0.

Clearly, there should exist a smallest n ∈ Z+, n ≥ 2 such that:

f (n)

(

b

1− eiθπ

)

6= 0.

Otherwise f(w) ≡ Const. which contradicts the assumption f ∈ E. By Theorem
2.2 above we have:

θ ∈

{

2k

n
| k = 0, 1, . . . , n− 1

}

.

Theorem 2.4 is now proved. �

Remark 2.5. By Theorem 2.4 it follows that height(θ) is at most equals the order
of the zero of the function:

f(z)− f

(

b

1− eiθπ

)

at z =

(

b

1− eiθπ

)

,
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minus 1.

Thus the following problem is solvable by an algorithm of complexity that could
easily be estimated apriori (in the worst case scenario):

Input: An entire function f ∈ E and a zero z0 of its derivative, i.e. f ′(z0) = 0.

Output: Determine if f(z) has an entire automorphic function Φ(z) related to
z0. If such an automorphic function exists, then compute it.

The algorithm:

Step 1. Compute the order n of the zero of the function f(z)− f(z0) at z = z0. It
must satisfy n ≥ 2 by the input.
Step 2. Loop on k = 1, . . . , n − 1. For each k compute the complex number

bk = z0(1− e2πik/n). Check if the following functional equation is satisfied:

f(e2πik/nz + bk) = f(z).

If it is satisfied, then output Φ(z) = e2πik/nz + bk. Stop!
Step 3. Output: ”No such an automorphic function exists!”.
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 ! "# $%&'$ ()*+#(#,'-. -#/ 0.++1,(23-# 1%31

K 7.%= *+'/%)5/*7. '1:89. &6 1+19&2= -./>..+ 591''*519 '8.5*19 6)+5/*&+' 1+0 541%L

15/.% '):' *' 2*7.+ -= A>1+*.5 1+0 E)(. H J" M&+'*0.% /4. *+/.2%19 %.8%.'.+/1/*&+

K1/3(u) = u1/3
∞∫

0

exp
(
−t−

u2

4t

) dt

(2t)4/3
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/&* $0) 1)''),234#-&"4,- /!"#$%&" 4"- $0) 5%#0&,'&" /&*6!,4 /&* $0) 7%*8 %"$)9*4,

∞∫

0

cos(t3 + tv) dt =
v1/2

3
K1/3(2(v/3)

3/2),

:0%#0 4*) (4,%- 4$ ,)4'$ /&* *)4, ;&'%$%() u, v<  *&6 $0)') $:& /&*6!,4'= %$ /&,,&:'

∞∫

−∞

exp
(
i (cx3 + x)

)
dx = 3−1/2

∞∫

0

(x
c

)1/3

exp
(
−x−

1

27cx

)dx
x

:%$0 4"8 *)4, c > 0< 7''!6) 3|(q−1)< >0%' #4') $0)*) )?%'$' #!@%# #04*4#$)* ψ &/ F⋆
q

4"- #!@%# A,&&'$)*64" '!6'= :0%#0 &") #4" $*)4$ 4' 4"4,&9!) &/ $0) %"$)9*4, %" $0)

*%90$B04"- '%-)<  &,,&:%"9 $0) 4"4,&9!)= C:4"%)# 4"- D!E) -)-!#)- ()*8 %6;&*$4"$

/&*6!,4 :0%#0 *),4$)' #!@%# A,&&'$)*64" '!6 $& #!@%# )?;&")"$%4, '!6< >04$ %'

∑

x∈Fq

eq(cx
3 + x) =

∑

x∈F⋆
q

ψ(xc−1) eq(x− (27cx)−1) /&* c ∈ F
⋆
q .

>0) ;*&&/ %" FGH %"(&,()' D4()";&*$2I4'') *),4$%&" 4"-  &!*%)* $*4"'/&*6<  &*

)?$)"-)- *)'!,$ ')) F.H<

 ! "#$%$&'( )* +&+#,(-(

J&"'%-)* $0) #&6;,)? ()#$&* ';4#) Ωq &/ 4,, /!"#$%&"' Fq → C '!;;,%)- :%$0 $0)

%"")* ;*&-!#$

〈f, g〉 =
∑

x∈Fq

f(x)g(x) /&* 4,, f, g ∈ Ωq.

>0) 4--%$%() #04*4#$)*' /&*6 4" &*$0&9&"4, @4')' /&* $0) Ωq< K%()" 4 /!"#$%&"

F : Fq → C= %$' 4--%$%()  &!*%)* $*4"'/&*6 %' $0) /!"#$%&" F̂ : Fq → C -)+")- @8

F̂ (x) =
∑

y∈Fq

F (y)eq(yx) /&* 4,, x ∈ Fq.

>0)  &!*%)* %"()*'%&" /&*6!,4

F (z) =
1

q

∑

x∈Fq

F̂ (x)eq(−xz) /&* 4,, z ∈ Fq

4,,&:' &") $& *)#&()* F /*&6 F̂ 4"- #4" @) #&"'%-)*)- 4' $0) )?;4"'%&" &/ F &()*

@4'%' #&"'%'$%"9 &/ 4--%$%() #04*4#$)*'<

K%()" 4 /!"#$%&" F : F⋆
q → C= %$' 6!,$%;,%#4$%()  &!*%)* $*4"'/&*6 %' $0) /!"#$%&"

F̂ : F̂⋆
q → C -)+")- @8

F̂ (χ) =
∑

x∈F⋆
q

F (x)χ(x) /&* 4,, χ ∈ F̂
⋆
q .
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 !"#" $%&'()%*+

,-. /&)%*.% *+0.%'*&+ 1&%2)34

F (z) =
1

q − 1

∑

χ∈F̂⋆
q

F̂ (χ)χ(z) 1&% 433 z ∈ F
⋆
q

433&5' &+. 6& %.7&0.% F 1%&2 F̂ " 8*0.+ 4 1)+76*&+ F : Fq → C9 &+. -4' 4 '*2*34%

.:;4+'*&+ 5*6- &+. 4<<*6*&+43 6.%2

F (z) = F (0) δ(z) +
∑

χ∈F̂⋆
q

Cχ χ(z) 5*6- Cχ =
1

q − 1
F̂ (χ).

=+. 74+ 6%.46 6-. ')2 &0.% χ 4' 6-. ')2 &0.% ǫ, ρ, ρ2, . . . ρq−1
9 5-.+.0.% ρ >.+.%46.'

6-. >%&); F̂
⋆
q " ?&9 6-46 *' 4 @+*6. @.3< 4+43&>). &1 ;&5.% '.%*.' .:;4+'*&+" ,-.

2)36*;3*746*0. 7-4%476.%' 6&>.6-.% 5*6- δ 1&%2 4+ &%6-&>&+43 A4'.' 1&% 6-. Ωq"

/&% .:42;3.9 >*0.+ ρ ∈ F̂
⋆
q 4+< x ∈ Fq9 &+. -4' 6-. .:;4+'*&+

ρ(1 + x) = δ(x) +
q

q − 1

∑

χ∈F̂⋆
q

(
ρ

χ

)
χ(x) 5*6-

(
ρ

χ

)
=
χ(−1)

q
J(ρ, χ),

5-*7- *' @+*6. @.3< 4+43&>). &1 6-. 734''*743 A*+&2*43 1&%2)34

(1 + x)r =

r∑

k=0

(
r

k

)
xk 5*6-

(
r

k

)
=

r!

(r − k)! k!
, x ∈ C.

/&% 4+&6-.% .:42;3.9 3.6 F A. 4<<*6*0. 7-4%476.% eq" =+. -4'

eq(−z) = 1 +
q

q − 1

∑

χ∈F̂⋆
q

χ(z)

G(χ)
1&% 433 z ∈ Fq.

,-46 *' 4 @+*6. @.3< 4+43&>). 1&% 6-. ;&5.% '.%*.' .:;4+'*&+ 1&% 6-. .:;&+.+6" B.

%.1.% 6& 8%..+. C D 1&% A&6- .:42;3.' 4+< 1&% ;%&;.%6*.' &1 6-. A*+&2*43 7&.E7*.+6'"

 ! "#$%&%'(#)(#*'

8*0.+ 7-4%476.% χ ∈ F̂
⋆
q 9 <.@+. 6-. 3*+.4% &;.%46&% Dχ : Ωq → Ωq AF

DχF (x) =
1

G(χ)

∑

t∈Fq

F (t)χ(x− t)

1&% 433 F : Fq → C 4+< x ∈ Fq" B. @+< .4'*3F

DǫF (x) = F (x)−
∑

t∈Fq

F (t),

1

G(χ)
DχF (x) =

1

q

∑

t∈Fq

F (t)χ(t− x)
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/&* 0,, F 0"- x 0' 01&() 0"- χ 6= ǫ2 3##&*-%"4 $& 5(0"' 6.78 DχF %' $9) -)*%(0$%()

&/ &*-)* χ &/ F 2 :9%' -)+"%$%&" %' ;&$%(0$)- 1< $9) =0!#9< %"$)4*0, /&*;!,0

1

n!
f (n)(x) =

1

2πi

∫
f(t) dt

(t− x)n+1

/&* $9) -)*%(0$%() f (n)
&/ 0"< &*-)* n &/ $9) /!"#$%&" f 2

>") +"-' )0'%,< '&;) '$0"-0*- ?*&?)*$%)'2 @0<8 Dχ
$0A)' #&"'$0"$ /!"#$%&"' $&

B)*& /!"#$%&"8 C9)")()* χ 6= ǫ2 :9)"8 DαDβ = Dαβ
/&* #90*0#$)*' α, β '!1D)#$ $&

αβ 6= ǫ2 3,'&8 4%()" $C& /!"#$%&"' E 0"- F 8 x ∈ Fq8 0"- $9) #90*0#$)* ν C) 90()
$9) /&*;!,0 /&* %"$)4*0$%&" 1< ?0*$'

∑

x∈Fq

E(x)DνF (x) = ν(−1)
∑

x∈Fq

F (x)DνE(x)

0"- $9) E)%1"%B *!,) /&* $9) νF$9 -)*%(0$%() &/ $9) ?*&-!#$

DνEF (x) =
1

q − 1

∑

µ∈F̂⋆
q

G(µ)G(µν)

G(ν)
DµE(x)DνµF (x).

G%()" 0"< #90*0#$)* ν8 ,)$ F (x) = eq(−x) /&* 0,, x ∈ Fq2 :9%' #0') C) 90()

DνF = F 2  &* 0"< /!"#$%&" F : Fq → C 0"- a ∈ Fq8 C) 90() )H?0"'%&"

F (x) =
1

q − 1

∑

ν∈F̂⋆
q

G(ν)DνF (a) ν(a− x)

/&* 0,, x ∈ Fq8 x 6= a2 :90$ %' 0 +"%$) +),- 0"0,&4!) &/ $9) :0<,&* )H?0"'%&"2

 ! "#$%&'# ()*$*('#$ +,%+

G%()" 0"< #90*0#$)* ν ∈ F̂
⋆
q 8 ,)$

Hν(x) =
1

G(ν)

∑

u∈Fq

ν(u)eq(u
2 + 2ux) /&* 0,, x ∈ Fq.

:9) -)+"%$%&" %' 4%()" %" 6.7 0' +"%$) +),- 0"0,&4!) &/ $9) #,0''%#0, I)*;%$) ?&,<F

"&;%0,'2 J) +"- %" 6.7 0 ,&$ &/ /&*;!,0' %"(&,(%"4 $9) #90*0#$)* '!;' Hν C9%#9

0*) K!%$) '%;%,0* $& $90$ /&* $9) I)*;%$) ?&,<"&;%0,' Hn2 @0<8 C) 90() Hn(−x) =
(−1)nHn(x) /&* 0,, x ∈ R 0"- %"$)4)* n ≥ 08 0"- C) 90() Hν(−x) = ν(−1)Hν(x)

/&* 0,, x ∈ Fq8 ν ∈ F̂
⋆
q 2 3,'&8 /&* 0,, x ∈ Fq8 &") 90'

Hν(x) = ν(−1)F (x)−1DνF (x), C9)*) F (x) = eq(x
2).

:90$ %' 0 +"%$) +),- 0"0,&4!) &/ $9) L&-*%4!)B /&*;!,0

Hn(x) = (−1)n exp(x2)
dn

dxn
exp(−x2), x ∈ R,

/&* $9) #,0''%#0, I)*;%$) ?&,<"&;%0,' Hn2

M" 0 '%;%,0* ;0"")* &") #0" $*)0$ $9) E)4)"-*) ?&,<"&;%0,'8 $9) N)''), /!"#$%&"'

0"- &$9)* #,0''%#0, ?&,<"&;%0,' 0"- '?)#%0, /!"#$%&"'2
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 ! "#$%&'%()%*&+, -./,*+(/0

,&% -./ .01/%2/&3/-%*4 5)+4-*&+ 2F1 &+/ .6' -./ 7)8/% *+-/2%68 %/1%/'/+-6-*&+

2F1(a, b; c;x) =
Γ(c)

Γ(b) Γ(c− b)

1∫

0

tb(1− t)c−b(1− xt)−a dt

t (1− t)
.

9%//+/ :;< =/>+/= -./ .01/%2/&3/-%*4 5)+4-*&+' &+ Fq ?0

2F1

[α, β
γ

∣∣∣ x
]
= ǫ(x)

βγ(−1)

q

∑

t∈Fq

β(t)βγ(1− t)α(1− xt)

5&% 6+0 4.6%64-/%' α, β, γ ∈ F̂
⋆
q 6+= x ∈ Fq" @*-. -.*' =/>+*-*&+ 6+= +&-6-*&+ &+/

.6' 1&A/% '/%*/' /B16+'*&+

2F1

[α, β
γ

∣∣∣ x
]
=

q

q − 1

∑

χ∈F̂⋆
q

(
αχ

χ

)(
βχ

γχ

)
χ(x),

6+= &+/ .6' -./ 3&%/ 2/+/%68 =/>+*-*&+

n+1Fn

[α0, α1, . . . , αn

β1, . . . , βn

∣∣∣ x
]
=

q

q − 1

∑

χ∈F̂⋆
q

(
α0χ

χ

)(
α1χ

β1χ

)
. . .

(
αnχ

βnχ

)
χ(x)

5&% 6+0 *+-/2/% n ≥ 1 6+= 4.6%64-/%' α0, . . . βn ∈ F̂
⋆
q "

C*(/ -./*% 486''*468 4&)+-/%16%-'D .01/%2/&3/-%*4 5)+4-*&+' &E/% >+*-/ >/8=' '6-*'50

36+0 -%6+'5&%36-*&+ *=/+-*-*/'" F60D 6' 6+68&2)/ 5&% $56GH' -%6+'5&%36-*&+ : <D :;<

A/ .6E/

2F1

[α, β
γ

∣∣∣ x
]
= β(1− x) 2F1

[αγ, β
γ

∣∣∣ x

x− 1

]

5&% 6+0 4.6%64-/%' α, β, γ ∈ F̂
⋆
q 6+= x ∈ FqD x 6= 1"

C/- )' -)%+ -& -./ 5)+4-*&+ 3F2" I+ -./ 486''*468 4&+-/B-D -./%/ 6%/ '&3/ ')336-*&+

5&%3)86'" @/ 3/6+ -./ 5&%3)86' &5 F668'4.J-KD L*B&+D @6-'&+D @.*118/" 9%//+/

:;< 2*E/' 6+68&2)/' 5&% /64. &5 -./3" F60D 6' 6+68&2)/ 5&% F668'4.J-KH' 5&%3)86 : <

A/ .6E/

3F2

[
α, β, γ

ρ, αβγρ

∣∣∣ 1
]
= βγ(−1)

(
γ

αρ

)(
β

γρ

)
−

1

q
βρ(−1)

(
βρ

α

)
.

M' &+/ 3&%/ /B6318/D 4&+'*=/% N86)'/+H' 563&)' 486''*468 *=/+-*-0 :O<

3F2(2c− 2s− 1, 2s, c− 1/2; 2c− 1, c;x) = 2F1(c− s− 1/2, s; c;x)2,

A.*4. A6' )-*8*K/= *+ =/ P%6+2/'H 1%&&5 &5 -./ P*/?/%?64. 4&+Q/4-)%/" P0 7E6+'

6+= 9%//+/ :R<D &+/ .6' 6 >+*-/ >/8= 6+68&2)/ &5 -.*' 5&%3)86" S.6- *'

3F2

[
α2γ2, α2, γφ

γ2, γ

∣∣∣ x
]
= −

γ(x)φ(1− x)

q
+
γ(4) J(αγ, αγ)

J(α, α)
2F1

[
αγφ, α

γ

∣∣∣ x
]2
,

A./%/ x ∈ FqD x 6= 1D φ *' -./ T)6=%6-*4 4.6%64-/% Uφ 6= ǫD φ2 = ǫVD 6+= *- *' 6'')3/=

-.6- γ 6= φD α2 6= ǫ, γ, γ2"
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/ '$!-0 &1 '2)#%3, 1!"#$%&" 3"3,&4!)' &()* +"%$) +),-' ')*() 3' 3 !')1!, $&&, 56)"

322,%)- $& 2*&7,)8' *),3$)- $& #63*3#$)* '!8'9  &* 8&*) $*3"'1&*83$%&" 1&*8!,3':

13*$6)* -)(),&28)"$' 3"- 322,%#3$%&"' 5) *)1)* $& ;<: =>: ==: =?: =@: =A: =BC9 D")

#3" +"- E3483 #&-) $& #&82!$) $6) 602)*4)&8)$*%# 1!"#$%&"' &()* +"%$) +),-'

%" $6) -%'')*$3$%&" ;=>C9

 !"!#!$%!&

 !" #$ %&'()*+,- &). #$ #&//(0  !" #$%%&'"%%"( )"* +,(-*$"(.."'/0$(1'!,("( !( -"2!&3

&"( .41%!&56"( 78%%"(0 1$ ,(2)( &)3(4$ 5&-6$0  !"0 !7890 !:!;!<=$

 =" >$ %?@( &). #$ A4&)2(B0 9 *"%/'!,( :"'2""( 5$:!5 ";<,("('!/% /() +%,,&'"*=/(

&$=&0 C+)-(D*+,&,E 5&-6(D&-2B/0  #$0 !7780 =::;=:<$

 8" F6()3E? 5&+0 9!*4 &$=&> +%,,&'"*=/( &$=&> /() ?/%!@ &$=&0 1+?,)&G +H I?DJ(,

K6(+,E0 %&0 !77L0 8!M;8=N$

 9" 1$ O,(()(0 A4<"*-",="'*!5 0$(5'!,(& ,B"* C(!'" C"%)&0 K,&)/&B-2+)/ +H -6( PD(,2B&)

5&-6$ Q+B$0 $' 0 I+$ !0 LL;!N!0 !7<L$

 :" R$ 1$ S'&)/0 A"*=!'" 56/*/5'"* &$=&0 T&B2UB 1+?,)&G +H 5&-6(D&-2B/0  ""0 I+$ =0

8:L;87N0 !7<M$

 M" V$ QG&-(,0 D"("*/%!.") 64<"*-",="'*!5 0$(5'!,(&0 C&DJ,2.3( W)2'$ T,(//0 !7MM$

 L" >$ I$ X&2G(E0 D"("*/%!.") 64<"*-",="'*!5 &"*!"&0 Q-,(B6(,-;#&H)(,0 I(4 Y+,@0 !7M9$

 <" R$ S'&)/0 1$ O,(()(0 E%/$&"(F& '6",*"= /() 64<"*-",="'*!5 0$(5'!,(& ,B"* C(!'"

C"%)&0 Z2)2-( Z2(G./ &). K6(2, P**G2B&-2+)/  &0 =NN70 7L;!N7$

 7" 1$ O,(()(0 %$ Q-&)-+)0 9 56/*/5'"* &$= "B/%$/'!,( /() D/$&&!/( 64<"*-",="'*!5

&"*!"&0 1+?,)&G +H I?DJ(, K6(+,E0 "$0 )+$ !0 !8M;!9<0 !7<M$

 !N" C$ V())+)09*!'6="'!5 /() /(/%4'!5 <*,<"*'!"& ,0 C(!'" C"%) 64<"*-",="'*!5 0$(5'!,(&0

Q?JD2--(. H+, -6( .(3,(( +H T6% &- -6( 5&//&B6?/(--/ A)/-$ +H -(B6)+G+3E0 1?)( =NNM$

 !!" 1$ R+?/(0A4<"*-",="'*!5 0$(5'!,(& /() "%%!<'!5 5$*B"&0 R&D&)?[&) 1+?,)&G0  "0 )+$ =0

!7L;=N:0 =NNM$

 !=" R$ X&,D&)0 O$ \&G2-& G%%!<'!5 5$*B"& /() &<"5!/% B/%$"& ,0 D/$&&!/( 64<"*-",="'*!5

&"*!"&0 1+?,)&G +H I?DJ(, K6(+,E0  $$0 2//?( 70 *&3(/ 8N77;8!!!0 Q(*-(DJ(, =N!8$

 !8" P$ %(2)(/0 1$ O$ Z?/(G2(,0 V$ V+)30 #$ Q42/6(,0 Z&)3]K2)3 K?0 A4<"*-",="'*!5 &"*!"&>

'*$(5/'") 64<"*-",="'*!5 &"*!"&> /() D/$&&!/( 64<"*-",="'*!5 0$(5'!,(&0 %2,(B-2+)/

2) I?DJ(, K6(+,E0 Q*,2)3(,0 C6&D$ P//+B2&-2+) H+, 4+D() 2) D&-6(D&-2B/ /(,2(/0

'+G$ 80 =N!M$

 !9" 1$ Z?/(G2(,0 V$ V+)30 R$ R&D&@,2/6)&0 #$ Q42/6(,0 Z&)3]K2)3 K?0 A4<"*-",="'*!5

0$(5'!,(& ,B"* C(!'" C"%)&0 &,^2'_!:!N$N=:L:'=  D&-6$IK"0 ! P*,2G =N!M$

 !:" R$ S'&)/0 1$ O,(()(09 H$/)*/'!5 64<"*-",="'*!5 2F1 '*/(&0,*=/'!,( ,B"* C(!'" C"%)&0

T,+B$ PD(,$ 5&-6$ Q+B$  #&0 =N!L0 !NL!;!NLM$

I$ `$ T,+/@?,2)

Q-$ T(-(,/J?,3 %(*&,-D()- +H Q-(@G+' A)/-2-?-( +H 5&-6(D&-2B/ RPQ

!7!N=80 Z+)-&)@& =L0 Q-$ T(-(,/J?,30 R?//2&

(]D&2G_  !"!#$%&'()&'*
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Computational Linear and Commutative Algebra

Lorenzo Robbiano

A new book written with Martin Kreuzer will be described in my talk.

• From the back cover of the book:

This book combines, in a novel and general way, an extensive development of

the theory of families of commuting matrices with applications to zero-dimensional

commutative rings, primary decompositions and polynomial system solving. It

integrates the Linear Algebra of the Third Millennium, developed exclusively here,

with classical algorithmic and algebraic techniques. Even the experienced reader

will be pleasantly surprised to discover new and unexpected aspects in a variety

of subjects including eigenvalues and eigenspaces of linear maps, joint eigenspaces

of commuting families of endomorphisms, multiplication maps of zero-dimensional

affine algebras, computation of primary decompositions and maximal ideals, and

solution of polynomial systems.

This book completes a trilogy initiated by the uncharacteristically witty

books Computational Commutative Algebra 1 and 2 by the same authors. The

material treated here is not available in book form, and much of it is not available

at all. The authors continue to present it in their lively and humorous style, inter-

spersing core content with funny quotations and tongue-in-cheek explanations.

• From the review of David A. Cox:

– This book is a lovely blend of commutative and linear algebra.

– The book contains many new results and concepts, along with known ideas

drawn from a widely scattered literature.

References

[1] M. Kreuzer and L. Robbiano, Computational Linear and Commutative Algebra.
Springer, 2016

Lorenzo Robbiano
Dipartimento di Matematica
Università di Genova
Genova, Italy
e-mail: lorobbiano@gmail.com
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Confluent Heun equation and equivalent first-

order systems

A.A. Salatich and S. Yu. Slavyanov

Introduction

Presented text is an enlargement and elaboration of other publication of the
authors [1]. The new vector formulations of confluent Heun equation (further
CHE) is proposed. In its turn the text specifies integral symmetries and relation
to Painleve equations as obtained in [2].

Consider CHE with two Fuchsian singularities at finite points zj , j = 1, 2
and an irregular singularity at infinity. It reads

L1(D, z)w(z) = (σ(z)D2 + τ(z)D + (ω(z)− th))w(z) = 0, (1)

Here either

σ(z) = z(z − 1)

τ(z) = −z(z − 1) + c(z − 1) + dz

ω(z) = −az (2)

or

σ(z) = z(z − t)

τ(z) = −z(z − t) + c(z − t) + dz

ω(z) = −az (3)

In both cases (2), (3) polynomials σ(z) and τ(z) are of second degree in z. As
the result, differential operator L1 has dimension 1 according to [3]. Note that the
chosen form of CHE (1), (2) corresponds to that in the book [4] however (1), (3)
is different from it. The advantage of the latter presentaton is discussed in [1].

Parameter h is called the accessory parameter. The chosen factor in front of
it, namely t, leads to to the following lemma.

Lemma 1. Equation (1) with (3) is reduced to confluent hypergeometric
equation at t = 0.
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Proof. Set t = 0 in (1) with (3). We obtain instead of (1) the confluent
hypergeometric equation.

At choosing another factor not proportional t, the accessory parameter h is
conserved in limiting equation.

The interest to CHE is growing in last decades [4, 5]. Firstly, it is more
general comparative to confluent hypergeometric equation. Secondly, more and
more physical applications arise.

Linear first order system

The confluent Heun equation can be linked to first-order linear systems. However,
these links can be different. One possible way of choosing such a system is
determined by the demand that the the residues at Fuchsian points have zero
determinant. In the other approach traces of these residues are taken to be zero.
We study the first case here. Let the first-order system be

~Y ′(z) = A(z) ~Y (z), T (z) = σ(z)A(z) (4)

where

A(z) =
A(1)

z
+

A(2)

z − t
+A(∞) (5)

with

A(1) =

(

0 0
h θ1

)

A(2) =

(

a11 a12
a21 θ2 − a11

)

A(∞) =

(

t 0
0 0

)

The condition

detA(2) = 0

implies

a11(Θ2 − a11)− a21a12 = 0

Hence, we arrive to the following result for matrix T

T (z) =

(

a11z + tz(z − t) a12z

h(z − t) + a21z θ1(z − t) + (θ2 − a11)z

)

(6)

Further computations give

trT = tz(z − t) + θ1(z − t) + θ2z

detT = σ(z)(a11θ1 − a12h− t2θ1 + t(θ2 + θ1 − a11)z)

T12

(

T11

T12

)

′

= tz

In view of lemma 1 the matrix element a12 should be chosen as

a12 = t (7)

The searched equation for the first component of vector ~Y (z) reads

σ(z)y′′1 (z) + P (z)y′1(z) +Q(z)y1(z) = 0 (8)
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where

P (z) = −σ(z)

(

ln
T12

σ

)

′

− trT = −tz(z − t) + (θ1 + 1)z + θ2(z − t)

Q(z) = T12

(

T11

T12

)

′

+ σ(z)−1detT =

zt(θ1 + θ2 − a11 + 1) + a11θ1 − th

The followinng relations between matrix elements and parameters of equation (1)
hold

a = a11 − θ1 − θ2, c = θ2, d = θ1 + 1 (9)

Shift in accessory parameter is not essential.

Painlevé equation P
V

Painlevé equation is a nonlinear integrable equation, widely studied and applied in
last decades. Recent researches in this field one can find, for instance, in collection
of papers [8]. Our interests lay in bijection relation between Heun equations and
Painlevé equations. [4, 7].

The approach presented in this paper serves as justification of heuristic
antiquantization of Heun equation proposed in previous papers starting with
publication in J. Phys. A.: Math. Gen. [9].

We shortly repeat derivation of PV . The transformation of a Hamiltonian to
a Lagrangian consist of transfer from variable µ to variable q̇ and transfer from
Hamiltonian H(µ, q) to Lagrangian L(q̇, q) according to

q̇ =
∂H

∂µ
=

2σ(q)µ+ τ(q)

t

L(q̇, q) = q̇µ−H(µ, q) =

((t)1/2q̇ − (t)−1/2τ(q))2

4σ(q)
−

ω(q)

t
(10)

The corresonding Euler equation is actially PV however it is not completely equal
to traditional form of PV . In order to find and hence resolve the discrepancy we
perform the inverse transformation to variable q → qt. That means returning to
traditional form of CHE. We obtain

q̈ −
1

2

(

1

q
+

1

q − 1

)

q̇2 +
q̇

t
−

1

2t2

[

(c2 + 1)
q

q − 1
− d2

q − 1

q

]

−

1

2
q(q − 1)(2q − 1) +

q(q − 1)

t
((c+ d)− 2a) = 0 (11)

The derived equation is a subset of Painlevé equation PV . The discussion of
its generality can be found in [4].
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On the Pierce–Birkhoff conjecture and related
problems.

Mark Spivakovsky

Let R be a real closed field and B = R[x1, . . . , xn] a polynomial ring over R
in n variables.

Definition 0.1. A function g : Rn → R is said to be piecewise polynomial if Rn

can be covered by a finite collection of closed semi-algebraic sets Pi, i ∈ {1, . . . , s}
such that for each i there exists a polynomial gi ∈ B satisfying g|Pi

= gi|Pi
.

Piecewise polynomial functions form a ring, containing B, which is denoted
by PW (B).

Consider the ring (contained in PW (B)) of all the functions obtained from
B by iterating the operations of sup and inf. The Pierce–Birkhoff conjecture was
stated by M. Henriksen and J. Isbell in the early nineteen sixties ([1] and [3]):

Conjecture 1. (Pierce-Birkhoff) If g : Rn → R is in PW (B), then there exists a
finite family of polynomials gij ∈ B such that f = sup

i

inf
j
(gij) (in other words, for

all x ∈ Rn, f(x) = sup
i

inf
j
(gij(x))).

In this talk, we will recall the definition of the real spectrum of a ring Σ,
denoted by Sper Σ. In the nineteen eighties, generalizing the problem from the
polynomial ring to an arbitrary ring Σ, J. Madden proved that the Pierce–Birkhoff
conjecture for Σ is equivalent to a statement about an arbitrary pair of points
α, β ∈ Sper Σ and their separating ideal < α, β >; we refer to this statement
as the local Pierce-Birkhoff conjecture at α, β. In [4] we introduced a stronger
conjecture, also stated for a pair of points α, β ∈ Sper Σ and the separating
ideal < α, β >, called the Connectedness conjecture, about a finite family of
elements f1, . . . , fr ∈ Σ. In [6] we introduced a new conjecture, called the Strong
Connectedness conjecture, and proved that the Strong Connectedness conjecture
in dimension n− 1 implies the strong connectedness conjecture in dimension n in
the case when ht(< α, β >) ≤ n− 1.

The Pierce-Birkhoff Conjecture for r = 2 is equivalent to the Connectedness
Conjecture for r = 1; this conjecture is called the Separation Conjecture. The
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2 Mark Spivakovsky

Strong Connectedness Conjecture for r = 1 is called the Strong Separation Con-
jecture. In this talk fix a polynomial f ∈ R[x, z] where x = (x1, . . . , xn), z are n+1
independent variables. We will define the notion of two points α, β ∈ Sper R[x, z]
being in good position with respect to f . Our main result is a proof of the Strong
Separation Conjecture in the case when α and β are in good position with respect
to f . We also prove that, given a connected semi-algebraic set D ⊂ Rn, if the
number of real roots of f , counted with or without multiplicity, is constant for
all x ∈ D then these roots are represented by continuous semi-algebraic functions
φj : D → R.

References

[1] G. Birkhoff and R. Pierce, Lattice-ordered rings. Annales Acad. Brasil Ciênc. 28,
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Reverse Decomposition of Unipotents

Nikolai Vavilov

Abstract. Decomposition of unipotents gives short polynomial expressions of
the conjugates of elementary genetators as products of elementaries. It turns
out that with some minor twist the decomposition of unipotents can be read
backwards, to give very short polynomial expressions of elementary generators
in terms of elementary conjugates of an arbitrary matrix and its inverse. For
absolute elementary subgroups of classical groups this was recently observed
by Raimund Preusser. I discuss various generalisations of these results for
exceptional groups, at the relative level, and possible applications.

Decomposition of unipotents [6] was first proposed by Alexei Stepanov for
GL(n,R) in 1987, immediately generalised to other split classical groups by the
present author, and then further developed in other contexts by a number of
authors, see [8, 5, 2] for many further references.

In its simplest form, it can be viewed as a constructive version of the normality
of the elementary subgroup. Namely, let Φ be a root system, R be an arbitrary
commutative ring with 1, and G(Φ, R) be the simply connected Chevalley group
of type Φ over R. Further, fix a split maximal torus T (Φ, R) of G(Φ, R) and the
corresponding elementary generators xα(ξ), where α ∈ Φ, ξ ∈ R. Let E(Φ, R) be
the elementary subgroup spanned by all these elementary generators.

Then decomposition of unipotents provides explicit polynomial formulae ex-
pressing the conjugate gxα(ξ)g

−1 of an elementary generator by an arbitrary ma-
trix g ∈ G(Φ, R) as a product of elementaries. Thus, for instance, for the groups
of types E6 and E7 any such conjugate is the product of at most 4 · 27 · 16 and
4 · 56 · 27 elementary generators, respectively [7]

Another central classical result in the structure theory of Chevalley groups
is description of their normal subgroups, or rather their subgroups normalised by
the elementary group E(Φ, R). What would be an explicit contructive version of
that? Until very recently, this was only known in some very special cases. Thus,
for SL(n,Z), n ≥ 3, Joel Brenner [1] established that for an arbitrary matrix
g ∈ SL(n,Z) an elementary transvection tij(ξ), where ξ belongs to the level of g,
is a bounded product of conjugates of g and g−1. Brenner’s proof used the theory
of elementary divisors, and even generalisations to other groups over PID were
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not immediate at all. And of course, there was no hope whatsoever to write such
similar formulae for arbitrary commutative rings.

Thus, we were seriously perplexed, when we’ve first seen the preprints of [3, 4]
in Summer 2017. The calculations in [3] start in exactly the same way as in [6],
so predictably our assessment of these papers came through the following three
stages: 1) There must be nothing new as compared with [6], 2) Gosh, why is it true
at all? 3) It is a fantastic breakthrough in the structure theory of algebraic-like
groups!

Technically, the twist introduced by Raimund Preusser in the decomposi-
tion of unipotents seems to be minor. It consists in expressing a conjugate of an
elementary generator not as a product of factors sitting in proper parabolics of
certain types, but rather sitting in the products of these parabolics by something
small in the unipotent radicals of the opposite parabolics. We were aware of the
idea itself [5], but have never appreciated the whole significance of this apparently
small variation.

In fact, it allows to reduce degree of the resulting polynomials, and thus
both to completely avoid the cumbersome “main lemma”, establishing that the
coefficients of the occuring polynomials generate the unit ideal, and drastically
lower the depth of commutators. In particular, Preusser’s idea allows to prove
analogues of Brenner’s lemma for groups of all types over arbitrary commutative
rings, and more.

Immediately after understanding this idea, we were able to generalise it to
exceptional groups as well, and to other situations. In particular, it can be derived
that for an arbitrary commutative ring R and an arbitrary matrix g ∈ G(Φ, R)
one can write explicit formulae, expressing an elementary generator xα(ξ), where
ξ belongs to the level of g, as products of at most 8 ·dim(G) elementary conjugates
of g and g−1.

I discuss further development of this idea, such as our joint paper with Zhang
Zuhong, where we write similar formulae at the relative level, expressing elemen-
tary generators as products of conjugates of g and g−1 by elements of the relative
elementary subgroups E(Φ, R, I), corresponding to an ideal I ER. This result has
significant applications to the description of subnormal subgroups of G(Φ, R), etc.

I sketch further imminent applications of these ideas, to description of various
classes of intermediate subgroups, the values of word maps, etc.
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