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1. Introduction. The phenomenological theory of superconductivity was formu-
lated at the mid of 1950-th by Ginzburg V.L., Landau L.D., Abrikosov A.A., and
Gor’kov L.P. Nowadays it is known as the GLAG-theory. Varying the free energy
functional and taking into account the special form of the Lagrangian, one comes
to the stationary Ginzburg–Landau (GL) equation:

γu+ δ|u|2u+
1

2m

(
− i~∇− 2eA

)2
u = 0,

where u is the complex field of electronic Cooper pairs; γ, δ are empirical constants;
m is the mass of an electron; i =

√
−1, ~ is the Plank constant; e is the elementary

charge (an electron charge); A is the electro-magnetic potential.
In this paper we consider the evolution complex Ginzburg–Landau equation with

inhomogeneous terms of the form:

∂tu = (1 + αi)∆u+Ru+ (1 + βi) |u|2u+ g. (1)

Assuming α to be a fixed real number and R = R
(
x, xε , ω

)
, β = β

(
x, xε , ω

)
, and

g = g
(
x, xε , ω

)
to be random rapidly oscillating real functions, we construct the

homogenized equation and prove the convergence of trajectory attractors of the
initial equation to the trajectory attractors of the homogenized one. We refer here
to homogenization methods (cf., for example, [4, 7, 14, 38, 42, 45]), which are
basic for studying mathematical problems in micro–nonhomogeneous media. These
methods enable to consider media with periodic microstructure as well as with
random one (for random case cf., for instance, [1, 15, 16, 17, 18, 19]).

Notice that the GL equation (1) is a particular case of the reaction-diffusion
equations of the form:

∂tu = A∆u+B
(
x,
x

ε
, ω
)
f(u) + g

(
x,
x

ε
, ω
)
, (2)

where u = (u1, . . . , uN ), f = (f1, . . . , fN ), and g = (g1, . . . , gN ) are real vector
functions. Here A is a fixed N×N matrix with positive symmetric part, B

(
x, xε , ω

)
and g

(
x, xε , ω

)
are random rapidly oscillating functions. Usually one assumes that

the vector function f(v) ∈ C(RN ;RN ) satisfies the following inequalities:

f(v) · v > γ|v|p − C, |f(v)| 6 C1

(
|v|p−1 + 1

)
(p > 2). (3)

This condition can be replaced by the following more general inequalities with
different degrees p = (p1, . . . , p2) of the form

f(v) · v > γ

N∑
k=1

|vk|pk − C,

N∑
k=1

|fk(v)|
pk
pk−1 6 C1

(
N∑
k=1

|vk|pk + 1

)
(pk > 2,∀v ∈ RN ).

Let us also notice that the first results on homogenization of Ginzburg–Landau
and Ginzburg–Landau heat flow equations were obtained in [39, 44] by Khruslov’s
method of local energy characteristics (see, e.g., [42]). In particular, in paper [39],
the well known Josephson effect was rigorously justified.
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In this paper we study the attractors (see Fig. 1 1 for example) of differen-
tial equations that model the long time behavior of superconductive media with
complicated microstructure.

Figure 1. Attractors of the Ginzburg–Landau Equations

The attractors describe the behaviour of dissipative dynamical systems corre-
sponding to nonlinear evolution partial differential equations when time goes to
infinity. Informally speaking, the attractor is the smallest set of an infinite di-
mensional phase space of dissipative PDE able to attract in a suitable sense the
trajectories arising from bounded regions of initial data. The attractor character-
izes the dynamical system in a whole (see, e.g., the monographes [3, 24, 26, 35, 46]
and the references therein). Using the attractors, it is also convenient to study
global perturbations of trajectories (solutions) of evolution equations.

More precisely, our interest is the asymptotic behavior of the trajectory attractors
of the Ginzburg–Landau equations (see Fig. 1) with randomly oscillating terms.

The first results related to the attractors of evolution equations with rapidly but
non-randomly oscillating terms of periodic or almost periodic type (see [36, 37])
have been obtained by using the Bogolyubov averaging principle [9]. The averaging
of global attractors of parabolic equations with oscillating parameters have been
studied in [10, 11, 12, 24, 27, 32, 33]. Several problems related to the homogenization

1The image of the attractors of the Ginzburg-Landau equations was taken from the internet
http://neurocomp.ru/c/kvantovaya-mexanika/reakcionno-diffuznye-sredy/

http://neurocomp.ru/c/kvantovaya-mexanika/reakcionno-diffuznye-sredy/ 
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of uniform global attractors for dissipative wave equations were considered in [20,
21, 37] in the case of time oscillations and in [24, 28, 47, 50] for the case of oscillations
in space. For 2D Navier–Stokes system, similar problems have been considered in
[24, 47]. Averaging of the global attractors of non-autonomous Ginzburg-Landau
equations with singularly oscillating terms has been studied in [25].

In the paper [29] the authors used the averaging method to study random or non-
autonomous systems on a fast time scale. They applied this method to a random
abstract evolution equation on a fast time scale whose long time behavior can be
characterized by a random attractor or a random inertial manifold. The main
purpose of the paper was to show that the long-time behavior of such a system
can be described by a deterministic evolution equation with averaged coefficients
(the respective mathematical expectation). The main result deals with a global
averaging procedure. Under some spectral gap condition the authors showed that
inertial manifolds of the fast time scale system tend to an inertial manifold of the
averaged system when the scaling parameter goes to zero.

The theory of trajectory attractors for dissipative partial differential equations
were developed in [23, 24] (see also [22] and the review [49]) with an emphasis on
equations for which the uniqueness of a solution of the corresponding Cauchy prob-
lem is not known (e.g., for the inhomogeneous 3D Navier-Stokes system) or does
not hold (e.g., for elliptic equations). For such equations, the traditional theory of
global attractors (see [3, 46]) is not directly applicable. The trajectory attractors
were constructed for a number of important equations and systems of mathemat-
ical physics, e.g. for the 3D N.S. system, various reaction-diffusion systems, the
dissipative hyperbolic equation with arbitrary polynomial growth of the nonlinear
term, and for other equations (see [24, 49]). Trajectory attractors for inhomoge-
neous Ginzburg-Landau equations have been constructed in [48]. Some averaging
problem for trajectory attractors of evolution equation with rapidly (non-randomly)
oscillating terms were studied in [24, 47]. Paper [5] deals with homogenization of tra-
jectory attractors for autonomous and non-autonomous 3D Navier–Stokes systems
with randomly oscillating external forces (see also [6] for random homogenization
of reaction–diffusion systems).

In present paper we consider the Ginzburg-Landau equations under the assump-
tion that the coefficients and the right-hand sides R

(
x, xε , ω

)
, β

(
x, xε , ω

)
, and

g
(
x, xε , ω

)
of the systems are random functions which oscillate rapidly with re-

spect to the space variables. Here ω is an element of a standard probability space
(Ω,B, µ). The parameter ε > 0 characterizes the oscillation frequency in space vari-
able. Along with such systems we also consider the corresponding homogenized
Ginzburg-Landau equations with terms Rhom(x), βhom(x), and ghom(x) that are
the mathematical expectations of R

(
x, xε , ω

)
, β
(
x, xε , ω

)
, and g

(
x, xε , ω

)
. We prove

that the trajectory attractor Aε of the equation with randomly oscillating term
converges almost surely as ε→ 0 to the trajectory attractor A of the homogenized
equation in an appropriate functional space. Under the assumption that the ran-
dom function R

(
x, xε , ω

)
, β
(
x, xε , ω

)
, and g

(
x, xε , ω

)
are statistically homogeneous

and ergodic with smooth realizations (for detailed definitions see below), we prove
that the mathematical expectation coincides with deterministic spatial mean.

The rest of the paper is organized as follows. In Section 2 we formulate the
problem and give the necessary definitions of the random spaces. In Section 3
we consider global and trajectory attractors for Ginzburg–Landau equation and
formulate and generalize known theorem on these attractors. Section 4 is devoted
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to the homogenization of trajectory and global attractors of the Ginzburg–Landau
equations with randomly rapidly oscillating terms.

2. Preliminaries. We consider the Ginzburg–Landau equation in the torus Tn :=
(R mod 2π)

n
:

∂tuε = (1 + αi)∆uε +Rε uε + (1 + βεi) |uε|2uε + gε, (4)

where ε > 0 is a small parameter; uε = uε(x, t) := (u1
ε, u

2
ε, . . . , u

N
ε ), x ∈ Tn, t >

0, is an unknown complex vector-field of electronic Cooper pairs; gε = gε(x) :=
(g1
ε , g

2
ε , . . . , g

N
ε ) is a known complex function; α is a real number; βε and Rε are real

scalar functions.
We study the case of autonomous equation, i.e. equation (4) with rapid space

oscillations having the external force gε = g
(
x, xε , ω

)
and the coefficients Rε =

R(x, xε , ω), βε = β(x, xε , ω), where g = g(x, ξ, ω), R = R(x, ξ, ω), β = β(x, ξ, ω),
x ∈ Tn, ξ ∈ Rn.

In what follows, for the sake of brevity, we omit the subindex ε.
We assume that R, β and g are random statistically homogeneous ergodic func-

tions with smooth realizations, ω is an element of a standard probability space
(Ω,B, µ) (for more details see the definitions below).

Randomness. Notational convention. Now we turn to the definitions and re-
sults that will be used in the paper. Let (Ω,B, µ) be a probability space, i.e., the
set Ω is endowed with a σ-algebra B of its subsets and a σ-additive nonnegative
measure µ on B such that µ(Ω) = 1.

Definition 2.1. A family of measurable maps Tξ : Ω → Ω, ξ ∈ Rn is called a
dynamical system if the following properties hold:

1) the group property : Tξ1+ξ2 = Tξ1Tξ2 , ∀ξ1, ξ2 ∈ Rn; T0 = Id, where Id is the
identity mapping on Ω;

2) the isometry property (the mappings Tξ preserve the measure µ on Ω): TξB ∈
B, µ(TξB) = µ(B), ∀ξ ∈ Rn, ∀B ∈ B;

3) the measurability : for any measurable function ψ(ω) on Ω, the function ψ(Tξω)
is measurable on Ω× Rn and continuous in ξ.

Let Lq(Ω, µ) (q > 1) be the space of measurable functions on Ω whose absolute
value at the power q is integrable with respect to the measure µ. If Tξ : Ω → Ω
is a dynamical system, then on the space Lq(Ω, µ) we define a group of operators
{Tξ} depending on the parameter ξ ∈ Rn by the formula (Tξψ)(ω) := ψ(Tξω),
ψ ∈ Lq(Ω, µ).

Note that Condition 3) in Definition 2.1 implies that the group Tξ is strongly
continuous, i.e.,

lim
ξ→0
‖Tξψ − ψ‖Lq(Ω,µ) = 0

for any ψ ∈ Lq(Ω, µ).

Definition 2.2. Suppose that ψ(ω) is a measurable function on Ω. The function
ξ 7→ ψ(Tξω) (ξ ∈ Rn, ψ ∈ R) for a fixed ω ∈ Ω is called the realization of the
function ψ.

The following assertion is proved, for instance, in [38] (see also [14]).
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Proposition 1. If ψ ∈ Lq(Ω, µ), then ω-almost all realizations ξ 7→ ψ(Tξω) belong
to Llocq (Rn). If the sequence {ψk} ⊂ Lq(Ω, µ) converges in Lq(Ω, µ) to the function
ψ, then there exists a subsequence {ψk′} such that ω-almost all realizations ξ 7→
ψk′(Tξω) converge in Llocq (Rn) to the realization ξ 7→ ψ(Tξω).

Definition 2.3. A measurable function ψ(ω) on Ω is called invariant, if ψ(Tξω) =
ψ(ω) for any ξ ∈ Rn and almost all ω ∈ Ω.

Definition 2.4. The dynamical system Tξ is called ergodic, if any invariant function
is ω-almost everywhere constant.

In what follows, R stands for the natural Borel σ-algebra of subsets of Rn.

Definition 2.5. Let z(ξ) be an arbitrary function from the space Lloc1 (Rn). We
say that z(ξ) has a space average, if the limit

M(z) := lim
ε→0

1

|R|

∫
. . .

∫
R

z
(x
ε

)
dx

exists for any bounded Borel set R ∈ R and does not depend on the choice of R.
The number M(z) is called the space mean value of the function z.

Equivalently, the space average is defined by

M(z) := lim
s→+∞

1

|Rs|

∫
. . .

∫
Rs

z(ξ) dξ, where Rs =

{
ξ ∈ Rn

∣∣∣∣ ξs ∈ R
}
.

The following statement holds true (the proof is step by step repetition of the
proof from [14]).

Proposition 2. Let P be a measurable subset of Rn. Let p > 1 or p =∞. Suppose
that a measurable function z(x, ξ), x ∈ P, ξ ∈ Rn, has a space mean value M(z)(x)
in Rnξ for every x ∈ P and that the family {z

(
x, xε

)
, 0 < ε 6 1}, x ∈ K, is bounded

in Lp(K), where K is an arbitrary compact subset in P . Then M(z)(·) ∈ Llocp (P )

and, for p > 1, we have z
(
x, xε

)
⇀ M(z)(x) weakly in Llocp (P ) as ε → 0 and, for

p =∞, we have z
(
x, xε

)
⇀M(z)(x) ∗-weakly in Lloc∞ (P ) as ε→ 0.

Remark 1. We note that if a function z(x, ξ) is periodic or quasi-periodic in
x, then the corresponding space mean value function M(z)(x) is also periodic or
quasi-periodic.

In the next sections considering the GL system, we shall apply Proposition 2 for
the case P = Tn.

From now on we make use of a generalization of the well known Birkhoff theorem
(see [8], [2] and also [38] and [14]). Namely, following the lines of [31, Ch. VIII, §7]
it can be obtained in the form (see, e.g., [52]).

Theorem 2.6. (Birkhoff ergodic theorem) Let P ⊂ Rn. Let the dynamical
system Tξ (ξ ∈ Rn) satisfy Definition 2.1. Consider a measurable real function ψ =
ψ(x, ω), x ∈ P, ω ∈ Ω, such that, for every x ∈ P , the function ψ(x, ·) ∈ Lq(Ω, µ)
with q > 1. Then, for every x ∈ P and for almost all ω ∈ Ω, the realization
ψ(x, Tξω) has the space mean value M(ψ(x, Tξω)). Moreover, the space mean value
M(ψ(x, Tξω)) is a conditional mathematical expectation of the function ψ(x, ω) with
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respect to the σ-algebra of invariant subsets. Hence, M(ψ(x, Tξω)) is an invariant
function and

E(ψ)(x) ≡
∫
Ω

ψ(x, ω) dµ =

∫
Ω

M(ψ(x, Tξω)) dµ.

In particular, if the dynamical system Tξ is ergodic then, for almost all ω ∈ Ω, we
have the identity

E(ψ)(x) = M(ψ)(x).

Note that in the formulation of Theorem 2.6 the variable x ∈ P plays the role of
the parameter. In the next sections, we consider P = Tn.

Definition 2.7. Let P ⊂ Rn. A random function ψ(x, ξ, ω), x ∈ P , ξ ∈ Rn,
ω ∈ Ω, is called statistically homogeneous for any x, if the representation ψ(x, ξ, ω) =
Ψ(x, Tξω) is valid for some measurable function Ψ : P × Ω → R, where Tξ is a
dynamical system in Ω.

2.1. Some examples.

2.1.1. Periodic case. Let Ω be the unit cube {ω ∈ Rd, 0 ≤ ωj ≤ 1, j = 1, . . . , d}.
On Ω we have a dynamical system Tξω = ω + ξ (mod 1). The Lebesque measure is
invariant and ergodic due to this dynamical system. The realization of the function
f(ω) ∈ Lq(Ω) has the form f(ξ + ω).

2.1.2. Quasi-periodic case. Let Ω be a unit cube in Rd, µ be a Lebesque measure
on it. For ξ ∈ Rm we set Tξω = ω + λξ (mod 1), where λ = {λij}di,j=1 is a matrix
m × d. Obviously the mapping Tξ preserve the measure µ on Ω. The dynamical
system is ergodic if and only if λijkj 6= 0 for any integer vector k 6= 0.

Thus, Lq(Ω) is the space of periodic functions of d variables, and the realizations
have the form f(ω + λξ). These realizations are called quasi-periodic functions, if
f(ω) is continuous on Ω.

3. Attractors for Ginzburg-Landau equations. In this section we discuss at-
tractors for Ginzburg–Landau (GL) equations with space-dependent coefficients re-
calling and generalizing some known facts concerning these equations forN = 1 with
constant coefficients. Consider the following system on the n-dimensional torus Tn:

∂tu = (1 + iα)∆u+R(x)u− (1 + iβ(x))|u|2u+ g(x), x ∈ Tn, t > 0, (5)

where u = u(x, t), u = u1 + iu2 = (u1
1, . . . , u

N
1 ) + i(u1

2, . . . , u
N
2 ) is a periodic in x

unknown complex vector function and |u|2 = |u1|2 + |u2|2 =
∑N
k=1 |uk1 |2 + |uk1 |2. In

equation (5), α is a fixed real number, β(x) and R(x) are real function. The quantity
α and the function β(x) are called the dispersion coefficients and the function R(x)
is called the instability coefficient.

We assume that functions β(x), R(x) are measurable and for almost all x ∈ Tn

−R0 6 R(x) 6 R1, (6)

−β0 6 β(x) 6 β1 (R0, R1, β0, β1 > 0). (7)

Remark 2. In a similar way, we can consider more general systems (5) where α
is a real N × N -matrix and β(x) and R(x) are real N × N -matrix functions with
coefficients from L∞(Tn) that satisfy inequalities (6) and (7).
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Let Hs, s ∈ R, denote the scale of Sobolev spaces with H0 = H := L2(Tn;CN ).
In particular, H1 = H1(Tn;CN ). We shall use also the short notation Lp :=
Lp(Tn;CN ).

Assume that the complex vector function g(x) = g1(x) + ig2(x) = (g1
1(x), . . . ,

gN1 (x)) + i(g1
2(x), . . . , gN2 (x)) in (5) belongs to H−1, which is the dual space for H1.

For t = 0 we consider the initial conditions

u|t=0 = u0(x) = u01(x) + iu02(x), u0 ∈ H. (8)

GL equation (5) can be written as a reaction-diffusion system with respect to
the unknown real vector function u = (u1, u2)> in the following form:

∂tu = A∆u+R(x)u−B(x)f(u) + g(x), (9)

where the matrices A =

(
IN −αIN
αIN IN

)
, B(x) =

(
IN −β(x)IN

β(x)IN IN

)
, the

nonlinear real function f(u) = |u|2u, and the external force g(x) = (g1(x), g2(x))>.
It is well-known (see the case with constant coefficients R and β in [24], [43])

that under the condition

|β(x)| 6
√

3, (10)

the Cauchy problem (5), (8) for each u0 ∈ H has a unique weak solution u(x, t), x ∈
Tn, t ≥ 0 that belongs to the space

L2(0,M ; H1)∩L4(0,M ; L4) ∩ C(0,M ; H)

for each M > 0. Therefore, this solution can be presented in the form

u(·, t) = S(t)u0(·), S(t) : H→ H, t ≥ 0,

where {S(t)} := {S(t), t ≥ 0} denotes the dynamical semigroup in H corresponding
to the problem (5), (8).

The semigroup {S(t)} is continuous in the space H and if g ∈ H, then the
semigroup {S(t)} has an absorbing set B0 that is compact in H. This implies (see,
e.g., [3, 46]) that the semigroup {S(t)} has the global attractor A in the space H,
that is, the set A is compact in H, strictly invariant with respect to the action of
the semigroup {S(t)} :

S(t)A = A, ∀t ≥ 0,

and A attracts bounded trajectories of equation (5), i.e., for any bounded set B ⊂
H :

distH(S(t)B,A)→ 0 (t→ +∞).

Here and in the sequel

distM(X,Y ) := sup
x∈X

distM(x, Y ) = sup
x∈X

inf
y∈Y

ρM(x, y)

denotes the Hausdorff semidistance from a set X to a set Y in a metric space M.

Remark 3. We note that in dimension n = 1, 2, the uniqueness theorem for the
GL equation is proved for any values of dispersion parameters α and β (see, e.g.,
[34, 46]). Besides, there are deep results concerning the attractors of GL equations
for n ≥ 3 in the phase spaces Lp under some restrictions on the parameters α, β,
and R (the degree p depends on α, β, and R (see [43, 51])). However, to the best
of our knowledge, the uniqueness of a weak solution of the GL equation is not yet
proved for arbitrary parameters α, β, and R and in space dimension n ≥ 3.
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Let now assume that the dispersion coefficient β(x) does not satisfy condition
(10). In that case, since the uniqueness of a solution to problem (5), (8) is not
proved for dimensions n ≥ 3, we can not construct the global attractor for this
equation following the above standard scheme. To study the behaviour of solutions
of GL equation (5) as t → +∞ we shall use an alternative approach and we shall
construct the trajectory attractor of this equation.

Let g ∈ H−1. First of all, we observe that, for each u0(·) ∈ H, the Cauchy problem
(5), (8) has at least one weak solution u(·, t), t ≥ 0, that can be constructed by the
Galerkin approximation method (see, e.g., [22, 23, 24]).

Recall that a function u(x, t) is called a weak solution of equation (5) for t ≥ 0
if u(t) := u(·, t) ∈ Lloc

∞ (R+; H) ∩ Lloc
2 (R+; H1) ∩ Lloc

4 (R+; L4) and u(t) satisfies
equation (5) in the distribution sense of the space D′(0,M ; H−r) for every M > 0.
Here D′(0,M ; H−r) is the space of distributions with values in the Banach space
H−r, r = max{1, n/4} (see [40, 41]).

Let u(t) be a weak solution of equation (5). Considering the corresponding
vector-function u(t) = (u1(t), u2(t))> that satisfy the system (9), we have

∂tu(t) = A∆u+R(x)u−B(x)|u(t)|2u(t) + g(x) (11)

= w(t) + h(t),

where

w(t) = A∆u(t) + g, h(t) = R(x)u(t)−B(x)|u(t)|2u(t), (12)

and clearly

w(·) ∈ L2(0,M ; H−1), h(·) ∈ L4/3(0,M ; L4/3) (13)

for all M > 0. The Sobolev embedding theorem implies that Hs(Tn) ⊂ L%(Tn) for

s ≥ n(1/2−1/%). In particular, for % = 4, we have Hn/4(Tn) ⊂ L4(Tn), and, hence,
for the dual spaces we obtain the embedding L4/3(Tn) ⊂ H−n/4(Tn). Thus,

L2(0,M ; H−1) ⊂ L4/3(0,M ; H−1), L4/3(0,M ; L4/3) ⊂ L4/3(0,M ; H−n/4). (14)

From (13) and (14), we conclude that

∂tu(·) ∈ L4/3(0,M ; H−r) ⊂ D′(0,M ; H−r), r = max{1, n/4}. (15)

We have the following

Proposition 3. Let u(t) be a weak solution of GL equation (5). Then

(a): the function u(·) ∈ C(R+; H);
(b): the function ‖u(t)‖2H is absolutely continuous on R+ and the following iden-

tity holds for almost every t ≥ 0 :

1

2

d

dt
‖u(t)‖2H + ‖∇u(t)‖2H + ‖u(t)‖4L4

−
∫
Tn

R(x)|u(x, t)|2dx = 〈u(t), g〉 . (16)

Here

〈u, v〉 :=

∫
Tn

[
N∑
k=1

uk1(x)vk1 (x) + uk2(x)vk2 (x)

]
dx

denotes the real scalar product of complex vector functions u = u1 + iu2 and v =
v1 + iv2.

This proposition is proved in [48] for the case of constant coefficients β and R.
The x-dependent case can be proved in the similar way. We shortly explain the
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formal derivation of the equality (16). Taking the scalar product of (11) and u, we
integrate the result over Tn and obtain the identity

1

2

d

dt
‖u(t)‖2H = 〈w(t),u(t)〉+ 〈h(t),u(t)〉 . (17)

Since matrices A and B(x) are skew-symmetric, we clearly have that

〈w(t),u(t)〉 = 〈A∆u(t) + g,u〉 = −‖∇u(t)‖2H + 〈g,u(t)〉 , (18)

〈h(t),u(t)〉 =
〈
R(x)u(t)−B(x)|u(t)|2u(t),u(t)

〉
=∫

Tn

R(x)|u(x, t)|2dx−
∫
Tn

|u(x, t)|4dx, (19)

where in the second equality of (18) we have integrated by part in x ∈ Tn (recall
that α is a real constant). Finally, we apply (18) and (19) in (17) and obtain (16).
The rigorous proof of the identity (17) uses the properties (13) (see, e.g., Theorem
II.1.8 in [24] or Theorem 3.2 in [48]).

Identity (16) implies that

1

2

d

dt
‖u(t)‖2H + ‖∇u(t)‖2H + ‖u(t)‖4L4

−
∫
Tn

R(x)|u(x, t)|2dx =

〈u(t), g〉 6 ‖u(t)‖H1‖g‖H−1 6
1

2
‖u(t)‖2H1 +

1

2
‖g‖2H−1 .

Then

1

2

d

dt
‖u(t)‖2H +

1

2
‖u(t)‖2H1 + ‖u(t)‖4L4

−
∫
Tn

[R(x) + 1] |u(x, t)|2dx 6
1

2
‖g‖2H−1

since ‖∇u(t)‖2H = ‖u(t)‖2H1 − ‖u(t)‖2H and, due to (6), we have

1

2

d

dt
‖u(t)‖2H +

1

2
‖u(t)‖2H1 + ‖u(t)‖4L4

− ρ‖u(t)‖2H 6
1

2
‖g‖2H−1 , (20)

where ρ = R1 + 1. Elementary inequality z2 − ρz ≥ ρz − ρ2 implies that

‖u(t)‖4L4
− ρ‖u(t)‖2H =

∫
Tn

(
|u(x, t)|4 − ρ|u(x, t)|2

)
dx >

∫
Tn

(
ρ|u(x, t)|2 − ρ2

)
dx = ρ‖u(t)‖2H + ρ2(2π)n, (21)

Combining (20) and (21) we obtain the following differential inequality

1

2

d

dt
‖u(t)‖2H +

1

2
‖u(t)‖2H1 + ρ‖u(t)‖2H 6

1

2
‖g‖2H−1 + ρ2µ(Tn).

Therefore,

d

dt
‖u(t)‖2H + 2ρ‖u(t)‖2H 6 D, (22)

where D = ‖g‖2H−1 + 2ρ2µ(Tn). Inequality (22) implies that

‖u(t)‖2H 6 ‖u(0)‖2He−2ρt +
D

2ρ
, ∀t > 0. (23)
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Integrating (22) over [t, t+ 1], we have

‖u(t+ 1)‖2H + 2ρ

t+1∫
t

‖u(s)‖2Hds 6 ‖u(t)‖2H +D 6 ‖u(0)‖2He−2R1t +
D

2ρ
+D.

Hence,

2ρ

t+1∫
t

‖u(s)‖2Hds 6 ‖u(0)‖2He−2ρt +D

(
1

2ρ
+ 1

)
. (24)

Finally, integrating (20) over [t, t+ 1] and using (23) and (24), we obtain

t+1∫
t

‖u(s)‖2H1ds+ 2

t+1∫
t

‖u(s)‖4L4
ds 6 ‖u(t)‖2H + 2ρ

t+1∫
t

‖u(s)‖2Hds+ ‖g‖2H−1

6 ‖u(0)‖2He−2ρt +
D

2ρ
+ ‖u(0)‖2He−2ρt +D

(
1

2ρ
+ 1

)
+ ‖g‖2H−1

= 2‖u(0)‖2He−2ρt +D1,

where D1 = D
(

1
ρ + 1

)
+ ‖g‖2H−1 . Thus, we have proved

Proposition 4. Any weak solution u(t) of GL equation (5) satisfies the inequalities

‖u(t)‖2H 6 ‖u(0)‖2He−2ρt +
D

2ρ
, (25)

t+1∫
t

‖u(s)‖2H1ds+ 2

t+1∫
t

‖u(s)‖4L4
ds 6 2‖u(0)‖2He−2ρt +D1, ∀t > 0, (26)

where constants ρ = R1+1, D = ‖g‖2H−1 +2ρ2µ(Tn), and D1 = D
(

1
ρ + 1

)
+‖g‖2H−1

are independent of the dispersion coefficients α and β(x).

We note that the proof of an analogous result is given in [22, 24] for more general
reaction-diffusion systems (see also [23]).

We now construct the trajectory attractor for GL equation (5). We consider the
trajectory space K+ consisting of all the weak solutions u(t), t > 0, of equation (5),
i.e. all the functions u(·) ∈ Lloc

∞ (R+; H) ∩ Lloc
2 (R+; H1) ∩ Lloc

4 (R+; L4) that satisfy
(5) in the space of distributions D′(0,M ; H−r).

Proposition 5. Let the sequence um ∈ K+ and um ⇀ u (m → ∞) weakly in
the space Lloc

2 (R+; H1), weakly in the space Lloc
4 (R+; L4), and ∗-weakly in the space

Lloc
∞ (R+; H). Then u ∈ K+.

Proof. It is clear that {um} is bounded in the spaces L2(0,M ; H), L4(0,M ; L4), and
L∞(0,M ; H) for any fixed M > 0. The functions um(t) satisfies the GL equations

∂tum = (1 + iα)∆um +Rum − (1 + iβ)|um|2um + g(x). (27)

Therefore, the sequence of derivatives {∂tum} is bounded in L4/3(0,M ; H−r). Us-
ing the known compactness theorem (see [30, 40]), we conclude that the sequence
{um} converges strongly in L2(0,M ; H) and, hence, um(x, t) converges to u(x, t)
as m → ∞ for almost every (x, t) ∈ Tn × [0,M ]. It follows from the assumptions
of Proposition 5 that the sum (1 + iα)∆um + Rum converges to (1 + iα)∆u + Ru
weakly as m → ∞ in the space L2(0,M ; H−1) and the sequence (1 + iβ)|um|2um
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converges to (1 + iβ)|u|2u weakly in L4/3(0,M ; L4/3) for an arbitrary fixed M > 0.
The last assertion follows from the fact that um(x, t)→ u(x, t) (m→∞) for almost
every (x, t) ∈ Tn× [0,M ]. Therefore, the right-hand side of equation (27) converges
to (1 + iα)∆u+Ru− (1 + iβ)|u|2u+ g(x) as m→∞ in the space D′(0,M ; H−r).
The operator ∂t is continuous in the space of distributions D′(0,M ; H−r), that is,
∂tum → ∂tu (m → ∞) in D′(0,M ; H−r). Consequently, passing to the limit as
m→∞ in (27), we obtain the equation for u

∂tu = (1 + iα)∆u+Ru− (1 + iβ)|u|2u+ g(x). (28)

It is clear that u(·) ∈ Lloc
∞ (R+; H)∩Lloc

2 (R+; H1)∩Lloc
4 (R+; L4). Hence, u ∈ K+.

Corollary 1. The space K+ of weak solutions of the GL equation (5) is sequentially
closed in the weak topology of the space Lloc

2,w(R+; H1)∩Lloc
4,w(R+; L4)∩Lloc

∞,∗w(R+; H).

We now introduce the spaces F loc
+ , Fb

+, and Θloc
+ for equation (5) that we need

to define the trajectory attractor.

Definition 3.1. The spaces

F loc
+ := Lloc

∞ (R+; H) ∩ Lloc
2 (R+; H1) ∩ Lloc

4 (R+; L4) ∩
{
v | ∂tv ∈ Lloc

4/3(R+; H−r)
}

(29)

Fb
+ := L∞(R+; H) ∩ Lb

2(R+; H1) ∩ Lb
4(R+; L4) ∩

{
v | ∂tv ∈ Lb

4/3(R+; H−r)
}
,

(30)

where the norm in the space Lb
p(R+;E) is

‖ϕ‖Lb
p(R+;E) :=

sup
t>0

t+1∫
t

‖ϕ(τ)‖pEdτ

1/p

.

Obviously Fb
+ is a Banach space with norm

‖v‖Fb
+

:= ‖v‖L∞(R+;H) + ‖v‖Lb
2(R+;H1) + ‖v‖Lb

4(R+;L4) + ‖∂tv‖Lb
4/3

(R+;H−r). (31)

We denote by Θloc
+ the space F loc

+ equipped with the following local convergence

topology in F loc
+ . By definition, a sequence of functions {vm} ⊂ F loc

+ converges

to a function v ∈ F loc
+ as m → ∞ in Θloc

+ , if, for each M > 0, the sequence
vm ⇀ v (m → ∞) weakly in L2(0,M ; H1), weakly in L4(0,M ; L4) and ∗-weakly
in L∞(0,M ; H), and moreover, ∂tvm ⇀ ∂tv (m → ∞) weakly in L4/3(0,M ; H−r).

It is also possible to define the topological space Θloc
+ in terms of the suitable

neighbourhoods (see [24]).

We note that Fb
+ ⊂ Θloc

+ and a ball Bd =
{
w(·) ∈ Fb

+ | ‖w‖Fb
+
6 d
}

in Fb
+ is a

compact set in the topology Θloc
+ . Therefore, the corresponding topological subspace

Bd ⊂ Θloc
+ is metrizable and complete (see, e.g., [24]).

We consider the translation semigroup {T (h)} := {T (h), h > 0} acting in the
space Θloc

+ by the formula T (h)w(t) = w(t + h), h > 0. It is easy to see that the
semigroup {T (h)} maps the trajectory space K+ to itself, i.e. T (h)K+ ⊂ K+ for
any h > 0.

Proposition 6. Let, in equation (5), g ∈ H−1. Then

(a): the trajectory space K+ ⊂ Fb
+;
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(b): for an arbitrary trajectory u ∈ K+, the following inequality holds:

‖T (h)u(·)‖Fb
+
6 C0‖u(0)‖2He−2ρh +D2, ∀t > 0, (32)

where the constants D2 and ρ = R1 + 1 are independent of u(·).

Proof. Estimate (26) yields

‖T (h)u(·)‖2L2(0,1;H1) + ‖T (h)u(·)‖4L4(0,1;L4) =

h+1∫
h

(
‖u(s)‖2H1 + ‖u(s)‖4L4

)
ds 6 2‖u(0)‖2He−2ρt +D1, ∀h > 0. (33)

Thus, since u(t) ∈ K+ the function T (h)u(t) is a weak solution of equation (5).
Hence, we conclude that

‖T (h)∂tu(·)‖L4/3(0,1;H−r) ≤ ‖T (h) ((1 + iα)∆u+R(·)u+ g(x)) ‖L4/3(0,1;H−r)+

‖T (h)
(
(1 + iβ(·))|u|2u

)
‖L4/3(0,1;H−r) 6

C1

(
‖T (h)∆u‖L4/3(0,1;H1) + ‖T (h)

(
|u|2u

)
‖L4/3(0,1;H−r) + 1

)
6

C2

(
‖T (h)u‖2L2(0,1;H1) + ‖T (h)u‖4L4(0,1;L4) + 1

)
6 C4‖u(0)‖2He−2ρt +D′2. (34)

Inequalities (25), (33), and (34) yield estimate (32). Point (b) of Proposition 6 is
proved. Inequality (32) evidently provides Point (a).

Recall the notion of the trajectory attractor of equation (5) (see, e.g. [23, 24, 49]).
We consider the translation semigroup {T (h)} on the trajectory space K+ of GL

equation (5). We have already proved that K+ ⊂ Fb
+ ⊂ Θloc

+ . It is easy to see that
T (h)K+ ⊂ K+ for h > 0 and, for every u ∈ K+, the function T (h)u(·) satisfies
the estimate (32). Moreover, K+ is sequentially closed in the topology Θloc

+ (see
Corollary 1).

Definition 3.2. A set P ⊆ K+ is called an attracting set for the semigroup {T (h)}
in the topology Θloc

+ if, for each set B ⊂ K+ bounded in Fb
+, the set P attracts

T (h)B as h → +∞ in the topology Θloc
+ , that is, for each neighbourhood O(P ) of

P in Θloc
+ , there exists a quantity h1 = h1(B,O) such that T (h)B ⊂ O(P ) for all

h > h1.

Definition 3.3. A set A ⊂ K+ is called the trajectory attractor of the translation
semigroup {T (h)} on K+ in the topology Θloc

+ if A is bounded in Fb
+, compact in

Θloc
+ , strictly invariant with respect to {T (h)} :

T (h)A = A, ∀h > 0,

and A is an attracting set of the semigroup {T (h)} on K+ in the topology Θloc
+ .

It follows from estimate (32) that the set

P =
{
u(·) ∈ K+ | ‖u(·)‖Fb

+
6 2D2

}
is absorbing and attracting for the semigroup {T (h)}|K+ . The set P is bounded in
Fb

+ and compact in Θloc
+ . Then, P is a complete metric space (recall the topology

Θloc
+ is metrizable on any ball in Fb

+). Besides, the semigroup {T (h)}|K+ is contin-

uous in the topology Θloc
+ . It is known that the above facts imply the following
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Theorem 3.4. The semigroup {T (h)}|K+ has the trajectory attractor A ⊂ K+ ∩P
in the topology Θloc

+ that attracts all bounded sets B of K+ ∩ Fb
+.

Proof. It follows from the above-listed properties of the semigroup {T (h)}|K+ that
the ω-limit set ⋂

h>0

⋃
s>h

T (s)P


Θloc

+

= A

is the global
(
Fb

+,Θ
loc
+

)
-attractor of the semigroup {T (h)}|K+ . Here, we use the

terminology from the well-known theorem on the existence of global attractors of
semigroups (see, e.g., [3, 24, 35, 46]). The so-constructed global

(
Fb

+,Θ
loc
+

)
-attractor

is just the trajectory attractor of the equation (5).

We now describe the structure of the attractor A in terms of the complete tra-
jectories {u(t), t ∈ R} of equation (5), that is, of weak solutions of this equation
that are defined on the entire time axis.

A function {u(t), t ∈ R} belonging to Lloc
∞ (R; H) ∩ Lloc

2 (R; H1) ∩ Lloc
4 (R; L4) is

called the complete trajectory of GL equation (5) if u(t) satisfies equation (5) in the
sense of the distribution space D′(−M,M ; H−r) for each M > 0.

The spaces F loc and Fb are defined similarly to the spaces F loc
+ and Fb

+ except
that one must replace in formulae (29), (30), and (31) the half-axis R+ by the
entire axis R, and the topological space Θloc is the space F loc equipped with the
following topology of sequential convergence: by definition, a sequence {vm} ⊂ F loc

converges to v ∈ F loc as m → ∞ in Θloc if, for each M > 0, the sequence vm ⇀ v
converges as m → ∞ weakly in L2(−M,M ; H1), weakly in L4(−M,M ; L4), and
∗-weakly in L∞(−M,M ; H), and moreover ∂tvm ⇀ ∂tv as m → ∞ weakly in
Lloc

4/3(−M,M ; H−1).

Definition 3.5. By the kernel K of GL equation (5) in the space Fb we mean the
union of all complete trajectories {u(t), t ∈ R} of this equation that belong to Fb

(that is, with bounded norm ‖u‖Fb).

We denote by Π+ the restriction operator to the positive half-axis that maps a
function {v(t), t ∈ R} to the function {v(t), t ∈ R+}.

Theorem 3.6. The kernel K of GL equation (5) is bounded in the space Fb and
compact in Θloc. The trajectory attractor A ⊂ K+ of equation (5) coincides with
restriction of the kernel K of this equation on the positive half-axis:

A = Π+K.

The proof of this theorem in a more general case is presented in [24, p.224].

Remark 4. If, in GL equation (5), |β(x)| 6
√

3 and g ∈ H, then the uniqueness
theorem holds for the Cauchy problem (5), (8) and GL equation has the global
attractor A and the trajectory attractor A. The following relation holds for these
attractors:

A = A(0) := {u(0) | u(·) ∈ A}. (35)

The proof of this fact can be found in [24, p.227].
We note that the considered in K+ local weak topology Θloc

+ is stronger that the

local strong topologies Lloc
2 (R+; H1−δ) and Cloc(R+; H−δ) for each δ > 0, that is,

if a sequence {vm} ⊂ F loc
+ converges to a function v ∈ F loc

+ as m → ∞ in Θloc
+ ,
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then vm ⇀ v (m→∞) strongly in L2(0,M ; H1−δ) and strongly in C([0,M ]; H−δ)
for every M > 0. This assertion follows from Aubin-Lions-Simon theorem (see, e.g.,
[5], [13], [24]). We have

Corollary 2. For any set B ⊂ K+ bounded in Fb+ we have

distL2([0,M ];H1−δ) (Π0,MS(t)B,Π0,MK)→ 0 (t→∞),

distC([0,M ];H−δ) (Π0,MS(t)B,Π0,MK)→ 0 (t→∞), ∀M > 0, (δ > 0),

where Π0,M denotes the restriction operator onto the interval [0,M ].

In the next section we study GL equations and their global and trajectory at-
tractors depending on a small parameter ε > 0.

Definition 3.7. (a): We say that the global attractors Aε converge to the tra-
jectory attractor A0 as ε→ 0 in the space Hs if

distHs(Aε,A0)→ 0 (ε→ 0+).

(b): We say that the trajectory attractors Aε converge to the trajectory attractor
A0 as ε→ 0 in the topological space Θloc

+ if for any neighborhoodO(A0) ⊂ Θloc
+

there is an ε1 > 0 such that Aε ⊆ O(A0) for any ε < ε1.

4. Ginzburg-Landau equations with randomly rapidly oscillating coeffi-
cients. Consider the GL equation in the torus Tn

∂tu = (1 + iα)∆u+R
(
x,
x

ε
, ω
)
u+

(
1 + iβ

(
x,
x

ε
, ω
))
|u|2u+ g

(
x,
x

ε
, ω
)
. (36)

Let Tξ, ξ ∈ Rn, be an ergodic dynamical system.
Assume that the functions R(x, ξ, ω) and β(x, ξ, ω) are statistically homogeneous

for any x, that is, R(x, ξ, ω) = R(x, Tξω), β(x, ξ, ω) = B(x, Tξω), where R,B :
Tn × Ω→ R are measurable functions.

We also assume that R(x, ω),B(x, ω) ∈ L∞(Tn × Ω) and

−R0 6 R(x, ω) 6 R1, (37)

−β0 6 B(x, ω) 6 β1, ∀x ∈ Tn, ω ∈ Ω.

Due to the Birkhoff ergodic theorem the functions R (x, ξ, ω) and β (x, ξ, ω) have
the average Rhom(x) = E(R)(x), βhom(x) = E(B)(x) for every x ∈ Tn. It is
apparent that the functions Rhom(x) and βhom(x) also satisfies inequalities

−R0 6 Rhom(x) 6 R1, −β0 6 βhom(x) 6 β1, ∀x ∈ Tn.
It follows from Proposition 2 (see also [38, Ch. VII, §1]), the case p = ∞, that

almost surely in ω ∈ Ω∫
Tn

R
(
x,
x

ε
, ω
)
ϕ(x)dx −→

∫
Tn

Rhom (x)ϕ(x)dx, (38)

∫
Tn

β
(
x,
x

ε
, ω
)
ϕ(x)dx −→

∫
Tn

βhom (x)ϕ(x)dx (ε→ 0+) (39)

for any ϕ ∈ L1(Tn).
For the random vector function g(x, xε , ω), we assume that

g
(
x,
x

ε
, ω
)

= g0

(
x,
x

ε
, ω
)

+

n∑
i=1

∂xigi

(
x,
x

ε
, ω
)
,
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where the function gi(x, ξ, ω) are statistically homogeneous, i.e.

gi(x, ξ, ω) = Gi(x, Tξω), i = 0, . . . , n,

Gi : Tn ×Ω→ CN are measurable functions and the following inequalities hold for
almost all x ∈ Tn:

|Gi (x, ω) | 6 φi(x), ∀ω ∈ Ω, i = 0, . . . , n, (40)

where the positive majorant φi(·) ∈ L2(Tn), for i = 0, . . . , n.
Birkhoff theorem implies that the functions gi(x, ξ, ω), i = 0, . . . , n, have the

averages ghom
i (x) = E(Gi)(x) for every x ∈ Tn. It follows from (40) that

|ghom
i (x)| 6 φi(x), i = 0, . . . , n,

for almost all x ∈ Tn and therefore ghom
i (·) ∈ H.

Inequalities (40) imply that the vector functions gi
(
x, xε , ω

)
belong to the space

H and they are uniformly (w.r.t. ε ∈ (0, 1]) bounded in this space. Therefore,
Proposition 2 is applicable with P = Tn and p = 2 and we obtain that, almost
surely in ω ∈ Ω,

gi

(
x,
x

ε
, ω
)
⇀ ghom

i (x) (ε→ 0+) weakly in H, i = 0, . . . , n, (41)

that is, ∫
Tn

〈
gi

(
x,
x

ε
, ω
)
, ϕ(x)

〉
dx −→

∫
Tn

〈
ghom
i (x) , ϕ(x)

〉
dx (ε→ 0+)

for any ϕ ∈ H.
That is, the vector function g(x, xε , ω) = g0

(
x, xε , ω

)
+
∑n
i=1 ∂xigi

(
x, xε , ω

)
be-

longs to the space H−1, is uniformly bounded (w.r.t. ε ∈ (0, 1]) and almost surely

g
(
x,
x

ε
, ω
)
⇀ ghom(x) (ε→ 0+) weakly in H−1, (42)

where

ghom(x) = ghom
0 (x) +

n∑
i=1

∂xig
hom
i (x).

This function clearly also belongs to H−1.
We note that the H-norms of the functions

∂xigi

(
x,
x

ε
, ω
)

= gi xi

(
x,
x

ε
, ω
)

+
1

ε
gi ξi

(
x,
x

ε
, ω
)

may tend to infinity as ε → 0 + . These functions are bounded in the space H−1

only.

Remark 5. As examples, we can consider the functions R, β and g to be periodic
or quasiperiodic in ω ∈ Ω, where the probability space Ω is a unit cube in Rd with
Lebesgue measure and with corresponding translation dynamical system on it (see
Subsection 2.1).

We study the weak solutions to system (2), that is, the functions

u(x, t) ∈ Lloc∞ (R+; H) ∩ Lloc2 (R+; H1) ∩ Llocp (R+; Lp)

which satisfy (36) in the sense of distributions of the space D′ (R+; H−r) , (see
Section 2). For every u0 ∈ H there exists at least one weak solution u(x, t) of the
equation (36) such that u(0) = u0. This solution is not necessarily unique because
we do not assume that the function β satisfies inequality (10).
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We denote by K+
ε the set of all weak solutions of (36).

For every fixed ε > 0, the GL equation (36) satisfies assumptions of Theorems
3.4 and 3.6. Therefore, there exist the trajectory attractor Aε in topological space
Θloc

+ .

Moreover, the sets Aε are uniformly (in ε ∈ (0, 1]) bounded in Fb+ since the
constant D2 in (32) depends only on R1 and ‖g‖2H−1 which are independent of ε
due to (37) and (40). We obtain the following

Proposition 7. Under the hypotheses (37), (38), (39), (40), and (42) the GL equa-
tion (36) has the trajectory attractors Aε in the topological space Θloc

+ . The set

Aε is almost surely uniformly (in ε ∈ (0, 1)) bounded in Fb+ and compact in Θloc
+ .

Moreover,

Aε = Π+Kε.
The kernel Kε is non-empty, uniformly (in ε ∈ (0, 1)) bounded in Fb and compact
in Θloc.

Along with the system (36) we consider the homogenized GL equation

∂tu0 = (1 + αi)∆u0 +Rhom(x)u0 +
(
1 + βhom(x)i

)
|u0|2u0 + ghom(x). (43)

It is clear that the system (43) also has the trajectory attractor Ahom in the trajec-

tory space Khom+
corresponding to the equation (43) and

Ahom = Π+Khom,

where Khom is the kernel of (43) in Fb (see Theorems 3.4 and 3.6).
Let us formulate the main result of the paper concerning the trajectory attractors

of Ginzburg-Landau equations.

Theorem 4.1. The following limit holds almost surely in the topological space Θloc
+

Aε −→ Ahom as ε→ 0 + . (44)

Moreover, almost surely

Kε −→ Khom as ε→ 0 + in Θloc. (45)

Proof of Theorem 4.1. It is clear that (45) implies (44). Therefore, it is sufficient
to prove (45), that is, for every neighborhood O(Khom) ⊂ Θloc there exists ε1 =
ε1(O) > 0 such that, almost surely,

Kε ⊂ O(Khom) for ε < ε1. (46)

Suppose that (45) is not true. Consider the corresponding subset Ω′ ⊂ Ω with
µ(Ω′) > 0 and (45) does not hold for all ω ∈ Ω′. Then, for each ω ∈ Ω′, there exists
a neighborhood O′(Khom) ⊂ Θloc, a sequence εn → 0 + (n → ∞), and a sequence
uεn(·) = uεn(ω, t) ∈ Kεn such that

uεn /∈ O′(Khom) for all n ∈ N, ω ∈ Ω′. (47)

For each ω ∈ Ω′, the function uεn(t), t ∈ R is the solution to the equation

∂tuεn = [1 + αi] ∆uεn +R

(
x,

x

εn
, ω

)
uεn+[

1 + β

(
x,

x

εn
, ω

)
i

]
|uεn |2uεn + g

(
x,

x

εn
, ω

)
, t ∈ R. (48)
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Moreover, the sequence {uεn(t)} is bounded in Fb for each ω ∈ Ω′, that is,

‖uεn‖Fb = sup
t∈R
‖uεn(t)‖H+

sup
t∈R

 t+1∫
t

‖uεn(t)‖2H1 ds

1/2

+ sup
t∈R

 t+1∫
t

‖uεn(t)‖4L4
ds

1/4

+

sup
t∈R

 t+1∫
t

‖∂tuεn(t)‖4/3H−r ds

3/4

6 C for all n ∈ N.

(49)

Hence there exists a subsequence, {uε′n(t)} ⊂ {uεn(t)}, for which we keep the same
notation such that

uεn(t) −→ u0(t) as n→∞ in Θloc, (50)

where u0(t) ∈ Fb and u0(t) satisfies (49) with the same constant C. In detail, we
have that uεn(t) ⇀ u0(t) (n → ∞) weakly in Lloc2,w(R; H1), weakly in Lloc4,w (R; L4) ,

∗-weakly in Lloc∞,∗w(R+; H) and ∂tuεn(t) ⇀ ∂tu0(t) weakly in Lloc4/3,w (R; H−r) . We

claim that u0(t) ∈ Khom. We have already proved that ‖u0‖Fb 6 C. Then we have
to establish that u0(t) is a weak solution of (43). Since the derivative operators are
continuous in the space of distributions, then using (49) and (42) we obtain that

∂tuεn − (1 + αi)∆uεn − g
(
x,

x

εn
, ω

)
→ ∂tu0 − (1 + αi)∆u0 − ghom (x) (51)

as n→∞ in the space D′ (R; H−r). Let us prove that

R

(
x,

x

εn
, ω

)
uεn ⇀ Rhom (x)u0 and β

(
x,

x

εn
, ω

)
|uεn |2uεn ⇀ βhom (x) |u0|2u0

(52)
as n → ∞ weakly in Lloc4/3,w(R; L4/3). We fix an arbitrary number M > 0. The

sequence {uεn(t)} is bounded in L4 (−M,M ; L4) (see (49)). Hence the sequence
{|uεn(t)|2uεn(t)} is bounded in L4/3

(
−M,M ; L4/3

)
. Since {uεn(t)} is bounded in

L2

(
−M,M ; H1

)
and {∂tuεn(t)} is bounded in L4/3 (−M,M ; H−r), then we can as-

sume that uεn(t)→ u0(t) as n→∞ strongly in L2 (−M,M ; L2) = L2 (Tn × (−M,

M))
2

and therefore

uεn(x, t) −→ u0(x, t) as n→∞ a.e. in (x, t) ∈ Tn × (−M,M).

We also conclude that

|uεn(x, t)|2uεn(x, t)→ |u0(x, t)|2u0(x, t) as n→∞ a.e. in (x, t) ∈ Tn × (−M,M).
(53)

Then we have

β

(
x,

x

εn
, ω

)
|uεn |2uεn − βhom (x) |u0|2u0 =

β

(
x,

x

εn
, ω

)(
|uεn |2uεn − |u0|2u0

)
+

(
β
(
x,

x

εn
, ω
)
− βhom(x)

)
|u0|2u0. (54)

Let us show that both terms on the right-hand side of (54) converge to zero as

n→∞ weakly in L4/3

(
(−M,M); L4/3

)
=
(
L4/3 (Tn × (−M,M))

)2
. The sequence

β

(
x,

x

εn
, ω

)(
|uεn |2uεn − |u0|2u0

)
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tends to zero as n→∞ almost everywhere in (x, t) ∈ Tn× (−M,M) (see (53)) and

is bounded in
(
L4/3 (Tn × (−M,M))

)2
(see (37)). Therefore Lemma 1.3 from [40,

Chapter 1, Section 1] implies that

β

(
x,

x

εn
, ω

)(
|uεn |2uεn − |u0|2u0

)
⇀ 0 as n→∞

weakly in
(
L4/3 (Tn × (−M,M))

)2
. The sequence

(
β
(
x, xεn , ω

)
− βhom(x)

)
|u0|2u0

also goes to zero as n→∞ weakly in
(
L4/3 (Tn × (−M,M))

)2
since by the assump-

tion, β
(
x, xεn , ω

)
⇀ βhom (x) as n → ∞ ∗-weakly in L∞,∗w ((−M,M); L∞) and

|u0|2u0 ∈
(
L4/3 (Tn × (−M,M))

)2
. We have proved the second convergence result

in (52). In order to prove the first convergence result in (52) we proceed in a similar
way. Using (51) and (52) we pass to the limit in the equation (48) as n→∞ in the
space D′ (R+; H−r) and we obtain that the function u0(x, t) satisfies the equation

∂tu0 = (1 + αi)∆u0 +Rhom(x)u0 +
(
1 + βhom(x)i

)
|u0|2u0 + ghom(x), t ∈ R.

Consequently, u0 ∈ Khom. It was proved above that uεn(t) −→ u0(t) as n →
∞ in Θloc for each ω ∈ Ω′. The hypotheses uεn(t) /∈ O′(Khom) implies that u0 /∈
O′(Khom) and moreover u0 /∈ Khom for all ω ∈ Ω′. This contradiction completes
the proof of the theorem.

Since the topology Θloc
+ is stronger that the local strong topologies Lloc

2 (R+; H1−δ)

and Cloc(R+; H−δ) for each δ > 0, similar to Corollary 2 we obtain the following

Corollary 3. For every 0 < δ 6 1 and any M > 0, almost surely

distL2([0,M ];H1−δ)

(
Π0,MAε,Π0,MAhom

)
→ 0,

distC([0,M ];H−δ)

(
Π0,MAε,Π0,MAhom

)
→ 0 (ε→ 0+) (55)

Finally, we consider the case of GL equation (36) for which the dispersion coef-
ficient β(x, ξ, ω) satisfies almost surely the inequality

|β(x, ξ, ω)| 6
√

3, ∀x ∈ Tn, ξ ∈ Rn, ω ∈ Ω.

that is, the corresponding Cauchy problem has a unique solution and generates
the semigroup {Sε(t)} acting in H. The averaged equation (43) also generates the
semigroup {Shom(t)} acting in H. Moreover, these semigroups possess the global
attractors Aε and Ahom (see Section 3). Using formula (33) and limit relation (55)
we obtain

Corollary 4. The following limit holds almost surely:

distH−δ
(
Aε,Ahom

)
→ 0 (ε→ 0+) ∀δ > 0.
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[43] A. Mielke, The complex Ginzburg–Landau equation on large and unbounded domains:

sharper bounds and attractors, Nonlinearity, 10 (1997), 199–222.

[44] L. Pankratov, Homogenization of Ginzburg-Landau heat flow equation in a porous medium,
Applicable Analysis, 69 (1998), 31–45.

[45] E. Sánchez-Palencia, Homogenization Techniques for Composite Media, Lecture Notes in
Physics, 272. Springer-Verlag, Berlin, 1987.

[46] R. Temam, Infinite-dimensional Dynamical Systems in Mechanics and Physics, 2nd edition.

Applied Mathematical Sciences, 68. Springer-Verlag, New York, 1997.
[47] M. I. Vishik and V. V. Chepyzhov, Averaging of trajectory attractors of evolution equations

with rapidly oscillating terms, Sb. Math., 192 (2001), 11–47.

[48] M. I. Vishik and V. V. Chepyzhov, The nonautonomous Ginzburg-Landau equation and its
attractors, Sb. Math., 196 (2005), 791–815.

[49] M. I. Vishik and V. V. Chepyzhov, Trajectory attractors of equations of mathematical physics,

Russian Math. Surveys, 66 (2011), 637–731.
[50] M. I. Vishik and B. Fiedler, Quantitative averaging of global attractors of hyperbolic wave

equations with rapidly oscillating coefficients, Russian Math. Surveys, 57 (2002), 709–728.

[51] S. V. Zelik, The attractor for a nonlinear reaction-diffusion system with a supercritical non-
linearity and it’s dimension, Rend. Accad. Naz. Sci. XL Mem. Mat. Appl., 24 (2000), 1–25.

http://www.ams.org/mathscinet-getitem?mr=MR2305065&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1788405&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1699445&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1725227&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR2180579&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR0190546&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1009162&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1939092&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1992283&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR0914451&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR0941371&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1094480&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1400351&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1329546&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1298448&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR0259693&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR0247243&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR2182441&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1430749&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1708185&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR0902007&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1441312&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1830471&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR2164550&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR2883225&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1942117&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1827004&return=pdf


1154 G. A. CHECHKIN, V. V. CHEPYZHOV AND L. S. PANKRATOV

[52] V. V. Zhikov, On two–scale convergence, Journal of Mathematical Sciences, 120 (2003),
1328–1352.

Received March 2017; revised September 2017.

E-mail address: chechkin@mech.math.msu.su

E-mail address: chep@iitp.ru

E-mail address: leonid.pankratov@univ-pau.fr

http://www.ams.org/mathscinet-getitem?mr=MR2085184&return=pdf
mailto:chechkin@mech.math.msu.su
mailto:chep@iitp.ru
mailto:leonid.pankratov@univ-pau.fr

	1. Introduction
	2. Preliminaries
	Randomness
	2.1. Some examples

	3. Attractors for Ginzburg-Landau equations
	4. Ginzburg-Landau equations with randomly rapidly oscillating coefficients
	REFERENCES

