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1 Introduction

In this article we discuss the perturbation and inflation of pullback attractors
for nonautonomous difference equations which are formulated as a skew-
product system, i.e., consisting of a cocycle mapping in the state space that is
driven by an autonomous dynamical system [6]. The existence of a pullback
attractor for a setvalued “inflation” of the cocycle dynamics implies the total
stability of the pullback attractor of the original system, i.e. the persistence
of the pullback attractor under perturbations of the cocycle mapping. How-
ever, if the driving system itself is perturbed to a new driving system, then
an additional property such as the shadowing of the original driving system
needs also to be assumed. These concepts are introduced and developed here.

For simplicity we shall restrict attention to the Euclidean state space
R?, though our results can be extended to more general metric or Banach
state spaces with appropriate modifications to assumptions. To describe the
proximity and convergence of sets, we recall that the Hausdorff separation
H*(A,B) of nonempty compact subsets A4, B of R? is defined as

H*(A, B) := maxdist(a, B) = maxmin ||la — b||
acA a€A beB

and that H(A, B) = max{H*(A, B), H*(B, A)} defines a metric, called the
Hausdorff metric, on the space 3(R?) of nonempty compact subsets of R%. In
addition, B[A, €] denotes the closed neighbourhood of a compact set A with
radius € and B(A, €) denotes the open neighbourhood of a compact set A with
radius e, i.e.,

B[A, €] = {z € R : dist(x, A) < €}, B(A,e) = {z € R? : dist(x, A) < €}.

2 The autonomous case

Successive iteration of an autonomous difference equation

Tnt1 = f(2n) (1)

generates the forwards solution mapping ¢ : Z* x R¢ — R? defined by

Tp = ¢(n,20) = f" (x0) = fo fo---o f(xo),
—_—
n times
which satisfies the initial condition ¢(0, z¢) = x¢ and the semigroup property
¢(n7¢(m7x0)) = f’ﬂ (¢(m,$0)) =

fro f™ (zo) = [P (20) = d(n+m,x9)  (2)

for all 7o € R?, and integers n, m > 0. Property (2) says that the solution map-
ping ¢ forms a semigroup under composition; it is typically only a semigroup
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rather than a group since the mapping f need not be invertible. Assuming
that the mapping f in the difference equation (1) is at least continuous, it fol-
lows that the mappings ¢(n, -) are continuous for every n € Z*. The solution
mapping ¢ then generates a discrete time autonomous semidynamical system
on the state space R? [1, 15].

A nonempty compact subset A of R? is called invariant under ¢, or ¢—
invariant, if ¢(n, A) = A for all n € Z* or, equivalently, if f(A) = A. Simple
examples are steady state solutions and periodic solutions; in the first case A
consists of a single point, which must thus be a fixed point of the mapping f,
and for a solution with period r it consists of a finite set of r distinct points
{p1,...,pr} which are fixed point of the composite mapping f” (but not for an
f7 with j smaller than r). Invariant sets can also be much more complicated,
for example fractal sets. Many are the w-limit sets of some trajectory, i.e.
defined by

wh(zg) = {y eR? . In; — 00, @(nj,xo) = y},

which is nonempty, compact and ¢—invariant when the forwards trajectory
{p(n,z0); n € ZT} is bounded. The asymptotic behaviour of a autonomous
semidynamical system is characterized by its w—limit sets in general, and its
attractors and their associated absorbing sets in particular. An attractor is
a nonempty ¢-invariant compact set A* that attracts all trajectories starting
in some neighbourhood U of A*, that is with w(z9) C A* for all zg € U or,
equivalently, with lim,,_, dist (¢(n, zg), A*) = 0 for all zp € U. A nonempty
compact subset A* of R? is a global maximal attractor of the discrete time
autonomous semidynamical system ¢ on R? if it is ¢-invariant and attracts
bounded sets, i.e.

nl;rrgo H* (¢ (n,D),A*) =0 for any bounded subset D C R%. (3)
The existence and approximate location of such a maximal attractor follows
from that of more easily found absorbing sets, which typically have a conve-
nient simpler shape such as a ball or ellipsoid. A nonempty compact subset B
of R? is called an absorbing set of a discrete time autonomous semidynamical
system ¢ on R? if for every bounded subset D of R? there exists a Np € Z+
such that ¢(n, D) C B for all n > Np in Z*.

Theorem 2.1 Suppose that a discrete time autonomous semidynamical sys-
tem ¢ on R% generated by a continuous mapping f has an absorbing set B.
Then ¢ has a unique global maximal attractor A* C B given by

A = U ¢ B). (4)

m>0 n>m

A maximal attractor (but not always a local or point-attracting attractor,
see [1]) is in fact uniformly Lyapunov asymptotically stable in that it is also
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Lyapunov stable, i.e. for every € > 0 there exists a § = §(e) > 0 such that
dist (¢(n,xz0), A*) < e forall n € Zt whenever dist(zg, A*) < 0,

as well as attracting bounded sets as in (3). Uniformly Lyapunov asymp-
totically stable sets can be characterized by a Lyapunov functions [1, 15],
which can be used to establish the existence of an absorbing set and hence
that of a nearby maximal attractor in a perturbed autonomous system, i.e., if
the semidynamical system generated by the autonomous difference equation
(1) has a global maximal attractor A, then for any continuous g : R — R¢
with sup,cga ||g(z)|| < 1 and € > 0 small enough, the semidynamical system
generated by the perturbed autonomous difference equation

Tp+1 = f (.7:") +eg (xn)

has a maximal autonomous attractor A9 which converges upper semicontin-
uously to A in the sense that

H* (A9, A) -0 ase—0+.

This property is often known as total stability. Similarly, for sufficiently small
e > 0, the setvalued semidynamical system ®¢ generated by the “inflated”
difference inclusion

Tp+1 € Fe (-Tn)a

where F€ is defined by F¢(x) := B[f(x),¢] = f(z) + B0, €], has a maximal
attractor A€, which converges continuously to A (since it contains A as well
as all above A%9), i.e., H (A5, A) — 0 as e — 0+.

In fact, in the autonomous case under discussion, the uniform asymptotic
stability of the maximal attractor A, its total stability, and the existence of
an “inflated” attractor A€ for sufficiently small € > 0 all imply each other.

3 Nonautonomous difference equations

Difference equations of the form

Tn+1 = fn (xn) 5 (5)

in which the mappings on the right hand side are allowed to vary with the
time instant n are called nonautonomous difference equations. Such nonau-
tonomous difference equations arise quite naturally in many different ways.
The mappings f,, in (5) may of course vary completely arbitrarily, but often
there is some relationship between them or some regularity in the way in
which they are chosen. For example, the mappings may all be the same as in
the very special autonomous subcase or they may vary periodically within, or
be chosen irregularly from, a finite family {g1,- -, g}, in which case (5) can
be rewritten as

LTn+1 = Gk, (7)), (6)
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where the k, € {1,---,r} and f,, = g, . More generally, a difference equation
may involve a parameter ¢ € ) which varies in time by choice or randomly,
giving rise to the nonautonomous difference equation

Tn+1 = f (l'n,Qn) ) (7)

so fn(z) = f(z, qn) here for the prescribed choice of ¢, € Q. Another example,
the difference equation (5) may represent a variable time-step discretization
method for an autonomous differential equation. See [6, 11, 12, 14] for more
details and examples.

The nonautonomous difference equation (5) has the forwards solution map-
ping ¢ defined through iteration by

In:¢(n7no;fno) :fn—lo"'ofno(‘rno) for all n > ny, (8)

for the initial value ¢(no, no; Tny) = Tn, at time n = ng € Z.

As in the autonomous case, the long—term or asymptotic behaviour and
related concepts such as asymptotic stability, limit sets and attractors are of
major interest. However, the general nonautonomous case differs crucially
from the autonomous case in that the starting time ng is just as important
as the time that has elapsed since starting, i.e. n — ng, and hence many of
the concepts that have been developed and extensively investigated for au-
tonomous dynamical systems in general and autonomous difference equations
in particular are either too restrictive or no longer valid or meaningful. More-
over, the above formalism is often too general to allow useful assertions to be
made about the dynamics of the nonautonomous system as it does not say
anything explicitly about how the solution mapping changes in time. Such in-
formation can be incorporated through a driving system in the skew-product
formalism of a nonautonomous dynamical system.

3.1 Skew-product formalism

Let (P,dp) be a metric space, which we call the parameter set, and let 6
= {0, }nez be a group of continuous mappings from P onto itself, i.e. with
Oo(p) = p and 0,, 0 0,,(p) = Orm(p) for all p € P and n, m € Z (henceforth
we write 0,,p instead of 6,(p)). Essentially, 6 is a discrete time autonomous
dynamical system on P that models the driving mechanism for the change
in the mappings f, on the right hand side of the nonautonomous difference
equation (5), which we now write as

Tn+l = f (en]% xn) (9)

for n € Z, where f : PxR% — R% is a continuous mapping. The corresponding
solution mapping ¢ : Zt x P x R* — R% is now defined by

¢(Oap7x) =z, ¢(j,p,33) = f(oj—1p7') O Of(p,l‘), .] € Na
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for each p € P and = € R%. The mapping ¢ satisfies the initial value property
#(0,p,z) := x and the cocycle property with respect to the driving system 6
on P, i.e.

¢(Z+],p,l‘) =¢(Z,9jp,¢(],p,$)) (10)

for all 4, j € Zt, p € P and x € R%, and will be called a discrete time or
difference cocycle with respect to the driving system 6 on P. Note that each

of the mappings ¢(j,-,-) : P x R? — R? here is continuous.

Remark 3.1 If ¢ be a difference cocycle on R? with respect to a group 6
= {60, }nez of mappings of metric space P into itself. Then the mapping IT :
7 x P x RY = P x R? defined by

H(j,p, ’JJ) = (ejpa ¢(]7p7 IL‘))

for all j € ZT, (p,x) € P xR? forms an autonomous semidynamical system on
the state space P x R?, i.e. the set of mappings {II(j,, ")} ;ez+ of P x R? into
itself is a semigroup, thus a discrete time autonomous semidynamical system,
which is called a discrete time skew-product system [2, 15].

The above examples can be reformulated in the skew-product formalism
with appropriate choices of parameter space P and #. The nonautonomous
difference equation (5) with continuous mappings f, : R? — R generates a
difference cocycle ¢ over the parameter set P = Z with respect to the group
of left shift mappings 0; := 67 for j € Z, where On := n+ 1 for n € Z. Here
¢ is defined by

¢(O,n,x) =a and q/)(j,n,sc) = fn+j71 - Ofn(x)v .7 € N7

for all n € Z and z € R% The mappings ¢(j,n,-) : R? — R? here are all
continuous. (The autonomous case can be considered as a difference cocycle
with respect to a singleton parameter set P = {po} with 6 consisting just of
the identity mapping on P).

While Z appears to be the natural choice for the parameter set above, in
the following example the use of sequence spaces is more advantageous as such
spaces are often compact. As will be seen in Theorem 3.2, stronger assertions
can then be made about the dynamical behaviour of the difference cocycle.

The nonautonomous difference equation (6) with continuous mappings g
:R? — R? for k € {1,---,r} generates a difference cocycle over the param-
eter set P = {1,---,7}% of bi-infinite sequences p = {k,,n € Z} with k, €
{1,---,r} with respect to the group of left shift operators 6,, := 6™ for n € Z,
where 0{k,,n € Z} = {kn+1,n € Z}. The mapping ¢ defined by

QS(O,p,J)) =T and d)(.]?pax) = gkj,l O~-~ng0($), .] ENa
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for all z € R where p = {k,,n € Z}, is a difference cocycle. Note that

the parameter space P = {1, -, T}Z here is a compact metric space with the
metric ~
d(p,p)= > (r+ 1) " [k, — k.
n=—oo

In addition, the mappings 6,, : P — P and ¢(j,-,-) : P x R? — R here are
all continuous.

3.2 Pullback attractors for difference cocycles

The concept of an autonomous maximal attractor for the discrete time skew-
product system is not always appropriate as the cocycle dynamics in the state
space R? are often of prime importance, with the driving system dynamics in
the space P being of somewhat lesser direct interest. The concept of pullback
attractor provides a useful analogue of an attractor for the nonautonomous
cocycle dynamics. See [4, 6, 11, 12, 14].

A family A ={A, : p € P} of nonempty compact subsets of R? is called
a pullback attractor of a difference cocycle ¢ on R® if it is ¢ invariant, i.e.,
d(j, p, Ap) = As,p for all j € ZF, and pullback attracts bounded sets, i.e.

H* (¢(4,0—p,D),Ap) =0 j— 00 (11)

for all p € P and all bounded subsets D of R?.

The pullback absorbing sets, in general, now depend on the parameter
too. A family B = {B,, : p € P} of nonempty compact subsets of R? is called
a pullback absorbing set family for a difference cocycle ¢ on R? if for each p
€ P and every bounded subset D of R? there exists an N, p € Z* such that
¢ (j,0—jp,D) C By, for all j > N, p and p € P. If N, p is independent of p,
then B is said to be uniformly absorbing. A proof of the following theorem
can be found in [11] (see also [12]).

Theorem 3.2 Suppose that a difference cocycle ¢ with ¢(j,p,-) : R? — R4

continuous for each j € Z+ and p € P has a pullback absorbing set family B
= {B, : p € P}. Then there exists a pullback attractor A = {A, : p € P}
with component sets determined uniquely by

A= U 6 (:0-5p Bo_p))- (12)

n>0j5>n

If, in addition, P is a compact metric space, the 0, are bijective and continu-
ous, the mappings ¢(j,-,-) : P x R? — R? are continuous for all j € 7+, and
B is uniformly absorbing, then

lim sup H* (¢(n,p, D), A(P)) =0 (13)

n—oo peEP

for any bounded subset D of RY, where A(P) := Uper 4p-
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4 Inflated difference cocycles and pullback at-
tractors

The “e—inflation” of the of the nonautonomous difference equation (9) leads
to the nonautonomous difference inclusion

Tnt1 € Fe (enpa xn) (14)
driven by the autonomous dynamical system 6 = {0, },cz on P. The set

Fﬁ(pam) = B[f(p,x)m] = f(p733') +B[O7d

is compact and convex, and the setvalued mapping (e, p, x) — F¢(p, ) is con-
tinuous in the variables (¢, p, x). The difference inclusion (14) thus generates
a compact setvalued cocycle mapping ®¢(n,p, z), which is continuous in the
variables (e, p, z). ®¢ will be called e-inflated difference cocycle of the single-
valued cocycle ¢ of system (9). Note that ¢(n,p,x) € ®¢(n,p,z) for all n, p,
x and € > 0.

Below we also consider the e-internal inflation of a nonautonomous differ-
ence equation (9), which is a difference inclusion like (14) except now the set
F<(p,z) is defined as

Fe(p,x):= f(B0,d,2)= ] flg=).

dp(gq,p)<e

The corresponding setvalued difference cocycle will be called the e—internally
inflated difference cocycle. See [8, 9, 14].

4.1 Inflated pullback attractors

Pullback attractors for a setvalued e-inflated cocycle ®¢ are defined analo-
gously to the single-valued case. A family A° = {Af : p € P} of nonempty
compact subsets of R is called pullback attractor of ®¢, or an e-inflated
pullback attractor of ¢, if it is ®“—invariant, i.e.,

o°(j,p, Ay) = 0;p forall je€Zt,peP,
and if it pullback attracts nonempty bounded subsets of R?, i.e.,

Jlggo H* (<I>€(j, 0_;p, D),A;) =0
for all p € P and nonempty bounded subsets D of R?.

The existence of an e-inflated pullback attractor follows from that of a cor-
responding pullback absorbing family as in the single-valued case. However,
it need not follow from the existence of a pullback attractor for the associ-
ated single-valued cocycle. Similarly, the pullback attractor (of the associated
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single-valued cocycle) is generally not totally stable, but the existence of an
inflated pullback attractor for some € > 0 does imply totally stable.

The following theorem shows that if an ep—inflated pullback attractor exists
for a particular value ¢y > 0, then an e-inflated pullback attractor exists for
all smaller values of e, including ¢ = 0, and are nested as € decreases. The
result also applies to internally inflated difference cocycles. The proof follows
directly from definitions.

Theorem 4.1 Suppose for some ey > 0 that the cocycle ¢ has an eq—inflated
attractor A = {As0 : p € P}. Then the cocycle ¢ has an e-inflated attractor

Ac = {A;5, :p € P} for every e € [0,¢] and these are related through

A C AS, An= () A, (15)

e<e’

forany 0 < e < € < ¢ and eachp € P.

5 Perturbation of pullback attractors

There are various different ways in which a nonautonomous difference equa-
tion (9) can be perturbed. The most obvious way, given our remark on the
importance of the cocycle dynamics, is by a direct perturbation to the map-
ping f in (9) resulting in a perturbed difference equation

Tnt+1 = fe (9np7 xn) 5 (16)

where f. : P x R* — R? is a continuous mapping and the corresponding so-
lution mapping ¢, : Z* x P x R? — R? is a difference cocycle with respect
to the same driving system as in the unperturbed difference equation (9).
Suppose that f.(p,z) C f(p,z) + B[0,¢] for all x € R? and p € P, i.e., if
SUP(p.z)epxrd || fe(,p) — f(2,p)|| <€, and suppose that the unperturbed dif-

ference equation (9) has an ¢y—inflated pullback attractor Ao = {450 :pe P}

for some €y > €. Hence (9) itself has a pullback attractor A = {4, : p € P}
with A, C A5 for each p € P and the perturbed difference equation (16) has

a pullback attractor ASPert — {AgPert s p e P} with AGPer € A% for each p
€ P. Moreover the upper semi continuous convergence of component subsets
holds, i.e.

: * s 1 _

i 1 (4577, 4,) =0

for each p € P.

Another type of perturbation is through the driving system and thus in-
directly on the driven cocycle dynamics: This might occur in the “weak”
sense of perturbations to the p—variable in the f mapping, i.e. resulting in a
perturbed difference equation

Tn+1 = f (Qmen)
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with the same mapping f as before and an arbitrary sequence {q, : n € Z}
with dp(qn,0,p) < € for all n € Z with some sufficiently small e. (Think
of a round—off error or digitization error when inputing the driving system
values p, = 6,p into the difference equation). This situation is covered in
that just discussed involving the inflation of the mapping f in the original
nonautonomous difference equation (9).

Alternatively, the driving system 6 on P itself might be perturbed, re-
sulting in a new driving system 8¢ on P, and hence the perturbed difference
equation

Tny1 = [ (0,0, xn) (17)

with the same mapping f as before. This thus perturbs the effect of the
driving system in a “strong” sense. It is reasonable to assume that d (6¢,6)
= SUppep dp(6°p,0p) — 0 as e — 0 and hence, by continuity of composite
functions, that doo(05,6,) — 0 as € — 0 for each n € Z. If this convergence
were uniform in n € Z, then we would be in the previous situation with g,
:= ¢ p. But uniformity is too strong an assumption in most instances.

5.1 Perturbation of a shadowing driving system

An autonomous dynamical system 6 on P is said to have the shadowing
property if for any ¢ > 0 there exists a 6 = d(¢) > 0 such that for any
bi-infinite sequence {¢,,n € Z} in P satisfying

dp (Gn+1,0qn) <9, for almost all n € Z, (18)

there exists an exact solution {p,,n € Z} of 0, i.e. with p,41 = 0p,, for all n
€ 7Z, such that

dp (Pn,qn) < € for all n € Z. (19)

holds.

In our context we consider the sequence {¢,,n € Z} in P to be a solution
of some perturbed driving system 6¢ satisfying do, (6€,0) — 0 as € — 0, i.e.,
with q,+1 = 0, for all n € Z.

Let ¢¢ be the difference cocycle generated by (17) with the perturbed
driving system 6°. We will show that ¢¢ has a pullback attractor when the
original difference cocycle has an inflated pullback attractor and a shadowing
driven system. The following Lemma is needed in the proof.

Lemma 5.1 Suppose that the driving system 6 has the shadowing property
and that the perturbed driving system 0° satisfies do (0°,0) < & for 6 = 6(e)
as in the shadowing property. Then, for any nonempty compact subset D of
R4,

¢‘(n,D,q) < |J @(nD,p), neZk (20)

dp(p,q)<e
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and
¢“(n,D,0°q) € | J @®(n,D,0_np), nelZt, (21)
dp(p,q)<e

where € is the internally e-inflated cocycle solution mapping of the original
difference cocycle ¢.

PROOF. Fix an € > 0 and ¢g € P. Let x,, := ¢*(n, x0, qo) denote the solution
of the driven equation of

Tp+1 = f(GZQO#En)» I(O) = 2o,

with the perturbed driving system 6¢. Then this solution satisfies the inter-
nally inflated difference inclusion

Tpt1 € Fe(anp()a zn)a LL’(O) = Zo,

where pg corresponds to gp under the shadowing property since

dP (Qn+179Qn) S dP (Qn+179€Qn) + dP (HGQTH QQTL) S doo (967 0) < 5(6)

and thus dp (0,,po, 05q0) < € for all n € Z. It then follows from the definition
of the solution mapping for the internally inflated system that

¢E(n7 Zo, qO) =Tp € ®6<na anpO)

and the required forwards inclusion (20) is an immediate consequence of the
fact that dp(po, go) < €. The backwards inclusion (21) is proved analogously.
O

Remark 5.2 Although quite simple, Lemma 5.1 is important because it
clearly shows the differing influences of the weak and strong forms of per-
turbations of the driving system on the behaviour of the system. The former
manifests itself through the second e in (20) and (21), i.e., in the ®€ term,
and the latter through the first € in (20) and (21), i.e., under the set union
symbol. O

Theorem 5.3 Suppose that the original system 16, that the driven cocycle
system ¢ possesses a uniform internally e-inflated attractor A° := {Af :p €
P} for each € € [0,¢€g] for some ¢g > 0, and that the driving system 6 on P
has the shadowing property. In addition, suppose that the perturbed driving
system 0° satisfies doo(0°,0) < & for 6 = d(e) of the shadowing property for
some € € (0, €].

Then the perturbed difference cocycle ¢¢ has a pullback attractor Aepert =
{AgPe g € P} such that

At | J{AS idp(p,a) <€}, qeP. (22)
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Proof of Theorem 5.3. Let € € (0, 9] correspond to the §(¢) of the shadowing
property. Then by the uniformity assumption on the internally e-inflated
attractor A€, for any ¢ > 0 and nonempty compact subset D of R? there
exists a N = N(e,0,D) > 0 such that

®(n,D,p) C B (Agnp7 o) for all n > N(e,0,D), p € P.

It follows immediately from this inclusion and from Lemma 5.1 that

¢“(n.D,q) € B ({45, : de(p.g) < ¢} .0) (23)

and
6°(n, D,0,,9) € B ({45 : dp(p,0) < ¢} .0) (24)

for all n > N(e,0,D) and g € P. Now fix an arbitrary o > 0 and define

B, ::B[U{A;‘):pEP},U},

where A% := {As0 : p € P} is the uniform internally eo-inflated attractor.
This set B, is compact since the set P and the sets Af° are compact and
the mapping p — A;O is upper semicontinuous. Moreover, by Theorem 4.1,
B, contains any set A;, with € € [0,¢) and p € P. Hence by (23) and (24),
respectively,

¢°(n,D,q) C B (U {45, dp(p,q) <€} 70) C B,

and
¢‘(n,D,0%,q) CB (U {As - dp(p,q) <€} ,U) C B, (25)

for all n > N(e,0,D) and q € P.

The existence of an attractor (forwards and pullback) Acwert . — {Agpert
p € P} of the perturbed difference cocycle ¢¢ follows from the above inclusions
by Theorem 3.2; see also Theorems 2.8 or 2.9 of [2]. In particular, for (¢¢, 6)
instead of (¢,0) with the pullback absorbing system consisting of the same
subset B, gives

Az,pert _ m U ¢e(n7BU79inq) CB (U {A; : dP(p7 q) < 6} 70’) s qc P7

T>0n>T

where the set inclusion follows from (25) with D= B,. The desired inclusion
(22) then follows since o > 0 can be chosen arbitrarily small. O
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