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formulations of cluster edge editing problems are described including some new multicriteria problems.
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1. Introduction

1.1. Preliminaries

In recent years a special attention is targeted to various combinatorial clustering problems, approaches
and frameworks (e.g., [10,28,30,35,43,59,62,77,78,81,82,88,90,96,118,119,129,134–136]). The paper ad-
dresses a special type of combinatorial clustering as cluster editing problem (CEP) (e.g., [1,9,14,22,23,25]).

Note the classical cluster editing problem is often studied as correlation clustering (transformation
of a given graph into a disjoint union of cliques-clusters by small number of edge modifications) (e.g.,
[6,12,15,42,43,51,86,120]). On the other hand the cluster editing problem is close to clique partitioning
problem (or clique clustering) (e.g., [54,79,108]).

Here the cluster editing problem is considered as a component of the author’s combinatorial clustering
engineering approach. Some recent author publications on the research approach are listed in Table 1.

Table 1. Some publications on combinatorial clustering engineering approach
No. Publication Source(s)

1. Survey on combinatorial clustering [95,96]
2. Clique-based partitioning/clustering of graph [107,108]
3. Balanced clustering (indices, models, examples) [99,100]
4. Balanced clustering with tree-like structures over clusters [102,104]
5. Clustering models based on graph edge coloring [106]
6. Some clustering problems based on dominating sets problems [103]
7. Capacitated clustering: clustering with maximization of cluster elements connections [109,110]

while taking into account two constraints on cluster size
8. Dynamic combinatorial clustering [98]
9. Interval-balanced multiprocessor scheduling on modular jobs [101,105]

Various versions of the cluster editing problem are often used as significant components of combina-
torial frameworks in theoretical and application studies, for example: (i) networking (e.g., networking
(e.g., network partitioning, network transformations/modifications); (ii) studies in computational biology
(e.g., clustering gene expression patterns, examination of phylogenetic trees, genome editing); (iii) manu-
facturing systems (manufacturing cell formation). The cluster editing problem and its many variants are
NP-hard (e.g., [87,93,128]). A simplified (preliminary) illustration for the cluster editing problems domain
is depicted in Fig. 1. The basic Cluster Edge Editing problem is the following (e.g., [21,22,25,50,65,66,68]):

Transform an initial graph by at most k edge modifications (i.e., edge addition and edge deletion) into
a disjoint union of cliques.

In the Integer-Weighted Cluster Edge Editing problem, integer modification costs for each edge or
non-edge are defined (e.g., [21]). The problem is:

Transform an initial graph into a disjoint union of cliques and the set of edge modifications with total
weight is at most k.

Some basic related problems are:
1. Cluster deletion problem [24,47,63,65,66].
2. Cluster vertex deletion problem (or unweighted case of cluster vertex deletion problem) [52,76,93];
3. k-cluster editing problem (or p-cluster editing problem - p-CEP) (e.g., [31]): A given input graph

should be edited by adding and/or removing edges in such a way that p vertex-disjoint cliques (clusters)
are generated with the minimum number of editions.

4. Bicluster editing problem [7,49,53,67,75,91,122,131,133]: To add or remove at most k edges of a
bipartite graph to obtain a vertex-disjoint union of complete bipartite subgraphs).

In Fig. 2 a numerical illustration of the problem is depicted. Here the following modifications are used:
5 edge deletions, 5 edge addition.
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Fig. 1. Illustration for cluster editing problem domain
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Fig. 2. Illustration for cluster editing problem

(a) initial graph
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(b) solution
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1.2. Literature survey

Basic well-known types of cluster editing problems are listed in Table 2. Table 3 contains a list of basic
solving approaches. Note recently parameterized algorithms are intensively studied.
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Table 2. Cluster editing problems
No. Problem/study Source(s)

1. Some basic problems:
1.1. Basic cluster editing problems [22,25,50,66,68]
1.2. Cluster editing problem on planar graphs [16]
1.3. Weighted cluster editing problem [22,124,137]
1.4. Integer weighted cluster editing problem [21]
1.5. Cluster editing problem (enumeration version) [45,46]
1.6. Overlapping cluster editing problem [9,36,57]

2. Cluster deletion problems:
2.1. Cluster deletion problem [47,65,66]
2.2. Cluster deletion problem for cographs [63]
2.3. Parameterized cluster deletion problem [24]
2.4. Cluster deletion on interval graphs [37,85]
2.5. Various cluster vertex deletion problems [8,27,37,52,76,93,132]
2.6. Weighted cluster deletion problem on subclasses of chordal graphs [26]
2.7. Tree partitioning problems [5,44,55,92,121]

3. Parameterized cluster editing problems:
3.1. Parameterized cluster editing problems [22,24,56,123]
3.2. Parameterized mixed cluster editing via modular decomposition [130]
3.3. On the parameterized cluster editing with vertex splitting problem [3,4]
3.4. Parameterized dynamic cluster editing [116]
3.5. Multi-parameterized cluster editing [1]

4. Special cluster editing problems:
4.1. Bicluster editing problem [7,49,53,67,122,131]
4.2. p-cluster editing problem (cluster graph modification) [31,32,64,128]
4.3. Cluster editing with vertex splitting [2–4]
4.4. Cluster editing: kernelization based on edge cuts [33]
4.5. 2k kernel for the cluster editing problem [40]
4.6. Cluster editing with a small number of clusters [60]
4.7. Cluster editing with locally bounded modifications [83]
4.8. Preprocessing techniques for cluster editing via integer linear programming [115]
4.9. Biclique edge deletion, general biclique edge deletion problems [58]
4.10. Cluster editing problem with clusters of small sizes [84]
4.11. Modification-fair cluster editing [61]
4.12. Cluster editing parameterized above modification-disjoint P3-packings [111]
4.13. Cluster editing in multilayer graphs [41]

5. s-plex cluster editing problems:
5.1. s-plex cluster editing problem [69]
5.2. Model for graph-based clustering: s-plex editing [69]
5.3. s-plex cluster vertex deletion problem [17,18]

6. Dynamic cluster editing problems:
6.1. Basic dynamic cluster editing problem [116]
6.2. Cluster editing for temporal graphs [20,41]

7. Related problems:
7.1. Cograph editing problem [113]
7.2. Fixed-parameter enumerability of cluster editing and related problems [48]
7.3. Vertices removal for feasibility of clustered spanning trees [71,72]
7.4. Optimal clustering of multipartite graphs (clique partitioning [39]

by adding or deletion of minimum edge set)
7.5. Graph deletion problem (node deletion problems) [89]
7.6. Skeleton-based clustering by quasi-threshold editing [29]
7.7. Balanced cluster edge modification problems [117]

8. Additional prospective cluster editing problems:
8.1. Multicriteria cluster editing problem [95,96,126]
8.2. Cluster editing problem with ordinal estimates
8.3. Cluster editing problem with multiset estimates [94]
8.4. Restructuring in multi-stage cluster editing problems [97]
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Table 3. Basic solving approaches
No. Study Source(s)

1. Some surveys:
1.1. Theoretical study of cluster editing problems [12]

(equivalent problems to cluster editing problem)
1.2. Efficient algorithms for cluster editing [14]
1.3. Exact algorithms for cluster editing (evaluation and experiments) [23]

2. Enumerative exact methods:
2.1. Branch-and-bound algorithm for cluster editing [19]
2.2. Branch-and-cut approaches for p-cluster editing [23,31]
2.3. Branch-and-price algorithm for p-cluster editing [32]
2.4. Exact methods for weighted cluster editing [124]

3. Heuristics, metaheuristics, approximation algorithms:
3.1. Heuristics for weighted cluster editing [124]
3.2. Layout based heuristic for weighted cluster editing [137]
3.3. 2-approximation algorithm for cluster vertex deletion problem [8]
3.4. Hybrid heuristic for the overlapping cluster editing problem [36]
3.5. Heuristics/metaheuristics for bicluster editing problem [49]
3.6. Greedy heuristic for cluster editing with vertex splitting [4]

4. Polynomial time algorithms:
4.1. Polynomuial algorithm for cluster vertex deletion problem on block graphs [34]
4.2. Polynomuial algorithm for cluster vertex deletion problem on split graphs [34]
4.3. Polynomuial algorithm for cluster vertex deletion problem [125]

on bounded tree width graphs
4.4. Polynomial algorithm for cluster deletion on cographs (i.e., P4-free graphs) [63]
4.5. Polynomial algorithm for (1, 1)-Cluster Editing problem [70]
4.6. Polynomial time algorithm for cluster editing problem for points on the real line [13]

(dynamic programming algorithm)
4.7. Polynomial time algorithm for cluster editing problem on proper interval graphs [112]
4.8. Cut-based data reduction rule for weighted cluster editing in polynomial time [127]

5. Polynomial time approximation schemes (PTAS):
5.1. PTAS for cluster editing problem on planar graphs [16]
5.2. PTAS for p-Cluster Editing problem [64]
5.3. Polynomial time approximation algorithms for cluster editing problem [84]

with clusters of small sizes

6. Parameterized algorithms:
6.1. Modular decomposition to parameterized cluster editing problems [123,130]
6.2. Parameterized algorithms for cluster editing [22,80]
6.3. Golden ratio parameterized algorithm for cluster editing [21]
6.4. Fixed-parameter enumerability of cluster editing and related problems [45,46]
6.5. Programming by optimization meets parameterized algorithms: [73]

a case study for cluster editing
6.6. Faster parameterized algorithm for cluster vertex deletion [132]
6.7. Faster parameterized algorithms for bicluster editing [131,133]
6.8. Fixed-parameter algorithms for bicluster editing [91]
6.9. Dual parameterization for fast biclustering [53]
6.10. Fast branching algorithm for cluster vertex deletion (fixed-parameter algorithm) [27]

7. Special approaches:
7.1. Graph-modeled data clustering (exact algorithm for clique generation) [66]
7.2. Effective linear kernelization for cluster editing [68]
7.3. Two-phase solving strategy for CEP based on set partitioning [14]
7.4. Combinatorial approximations for cluster deletion: simpler, faster, and better [11]
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2. Basic cluster edge editing problem formulations

2.1. Designations

The finite undirected graph G = (A,E) (or G = (A(G), E(G))) is examined:
(i) A(G) = {a1, ..., ai, ..., an} is the set of vertices;
(ii) E(G) = {eai,aj

} (ai, aj ∈ A) is the set of edges E(G) ⊆ {A × A};

(iii) E(G) is the set of vertex pair which have no edges (E(G) ⊆ {A × A}): E
⋃

E = {A × A} and
|E

⋂
E| = 0.

2.2. Basic mathematical formulation

The mathematical formulation (integer linear programming ILP model) of cluster edge editing problem
(CEP) was proposed in [38]. It relies on the simple fact that a graph G is a cluster graph if and only if
G does not contain the graph P3 (a path formed by three vertices) as an induced subgraph.

For each two vertex pair ai, aj ( ∀ai, aj ∈ A(G)) with i < j, let xij be a binary variable such that
xij = 0 if and only if vertices ai and aj belong to the same clique (cluster) in a final solution.

The minimization problem formulation is:

min [ Cd =
∑

i<j, (ai,aj)∈E(G)

xij + Ca =
∑

i<j, (ai,aj)∈E(G)

(1 − xij) ] (1)

s.t. xik ≤ xij + xjk, xij ≤ xik + xjk, xjk ≤ xij + xik, i < j < k (2)

xij ∈ {0, 1} i < j (3)

Note that the objective function (1) minimizes the number of edges that are converted into non-edges
(Cd, i.e., deleted edges) plus the number of non-edges that are converted into edges (Ca, i.e., added
edges). There are O(n3) triangle inequalities (2) that eliminate the induced subgraphs isomorphic to P3.
Two numerical examples of CEP are presented as follows.

Example 1. An illustrative numerical example for CEP is depicted in Fig. 3:
(a) initial graph (Fig. 3a),
(b) the solution by 9 editions/modification operations (5 deletion, 4 addition) as vertex-disjoint union

of three cliques/clusters (Fig. 3b).

Fig. 3. Numerical example 1 of cluster editing problem

(a) initial graph
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Example 2. Another illustrative numerical example for CEP is depicted in Fig. 4 (for the same initial
graph):

(a) initial graph (Fig. 4a),
(b) the solution by 8 editions/modification operations (7 deletion, 1 addition) as vertex-disjoint union

of four cliques/clusters (Fig. 4b).
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Fig. 4. Numerical example 2 of cluster editing problem

(a) initial graph
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2.3. Bi-objective mathematical formulation

It is possible to examine two objective functions:

min Cd =
∑

i<j, (ai,aj)∈E(G)

xij (4a)

min Ca =
∑

i<j, (ai,aj)∈E(G)

(1 − xij) (4b)

s.t. xik ≤ xij + xjk, xij ≤ xik + xjk, xjk ≤ xij + xik, i < j < k (5)

xij ∈ {0, 1} i < j (6)

Thus the two-objective function (i.e., two-component vector) is minimized:

min C
da

= (Cd, Ca).

2.4. Edge-weighted problem formulations

2.4.1. Weighted basic mathematical formulation

The Weighted Cluster Edge Editing problem is examined as well (e.g., [22,124,137]). Here a non-
negative weight wi,j for each vertex pair (∀ai, aj ∈ A(G), i.e., for edges and for non-edges) is considered:

min [ Cdw =
∑

i<j, (ai,aj)∈E(G)

wi,j xij + Caw =
∑

i<j, (ai,aj)∈E(G)

wi,j (1 − xij) ] (7)

s.t. xik ≤ xij + xjk, xij ≤ xik + xjk, xjk ≤ xij + xik, i < j < k (8)

xij ∈ {0, 1} i < j (9)

Note that the objective function (1) minimizes the weighted number of edges that are converted into
non-edges (Cdw) plus the weighted number of non-edges that are converted into edges (Caw).

2.4.2. Bi-objective weighted mathematical formulation

Here the problem formulation is:

min Cdw =
∑

i<j, (ai,aj)∈E(G)

wij xij (10a)

min Caw =
∑

i<j, (ai,aj)∈E(G)

wij (1 − xij) (10b)

s.t. xik ≤ xij + xjk, xij ≤ xik + xjk, xjk ≤ xij + xik, i < j < k (11)

xij ∈ {0, 1} i < j (12)

Thus the bi-objective weighted (i.e., two-component vector) objective function is minimized:

min C
daw

= (Cdw, Caw).
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2.4.3. Multi-criteria weighted mathematical formulation

A prospective multicriteria problem formulation is based on using vector-like weights of vertex pairs:
wij = (w1

ij , ..., w
ξ
ij , ..., w

λ
ij) (for each vertex pair ∀ai, aj ∈ A(G), i.e., for edges and for non-edges).

The following multicriteria problem can be examined:

min C
dw

= (
∑

i<j, (ai,aj)∈E(G)

w1
ij xij , ...,

∑

i<j, (ai,aj)∈E(G)

w
ξ
ij xij , ...,

∑

i<j, (ai,aj)∈E(G)

wλ
ij xij ) (13a)

min Caw = (
∑

i<j, (ai,aj)∈E(G)

w1
ij (1 − xij), ...,

∑

i<j, (ai,aj)∈E(G)

w
ξ
ij (1 − xij), ...,

∑

i<j, (ai,aj)∈E(G)

wλ
ij (1 − xij) ) (13b)

s.t. xik ≤ xij + xjk, xij ≤ xik + xjk, xjk ≤ xij + xik, i < j < k (14)

xij ∈ {0, 1} i < j (15)

Here weighted λ-component vector objective functions are used: C
dw

and C
aw

.
Two basic solving approaches can be considered:
(a) analysis of an integrated (e.g., by vector components) additive objective function:

min (C
dw

+ C
aw

);

(b) consideration of two-part vector objective function: { min C
dw

,min C
aw

}.

3. Brief description of other cluster editing problems

3.1. Cluster deletion problem description

The cluster deletion problem is based only on edge deletion operations (via integer partitioning of the
initial graph) [65,63].

Example 3. An illustrative numerical example for cluster deletion problem is depicted in Fig. 5:
(a) initial graph (Fig. 5a),
(b) the solution by 6 editions/modification operations (6 deletion) as vertex-disjoint union of four

cliques/clusters (Fig. 5b).
Note each cluster contains 3 vertices, i.e., the clustering solution is balanced by cluster size.

Fig. 5. Numerical example for balanced solution
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The min-edge clique partition problem consists in finding a partition of the vertices of a graph into
a set of cliques with the fewest edges between cliques. This is a known NP-complete problem and has
been studied extensively in the scope of fixed-parameter tractability (FPT) where it is commonly known
as the Cluster Deletion problem. Many of the recently-developed FPT algorithms are targeted to solve
Cluster Deletion in polynomial time on restricted graph structures.

An illustrative numerical example of cluster deletion problem is depicted in Fig. 6. Here 7 modification
(deletion) operations are used. Evidently, edge-weighted cluster deletion problem (i.e., weighted edge
deletion problem) is examined as well [26].

Fig. 6. Illustration for cluster deletion problem

(a) initial graph
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3.2. Cluster editing problem with balance by multi-type elements

The cluster editing problem with balance by multi-type elements can be considered as a special new
problem. A numerical example illustrates the problem:

Example 4. The example is (Fig. 7):
(a) initial graph (three types of the vertices) (Fig. 7a),
(b) the solution by 6 editions/modification operations (4 deletion, 2 addition) as vertex-disjoint union

of four cliques/clusters (Fig. 7b).
This kind of clustering problem (i.e., with multi-type vertices) has been described in (e.g., [99,100]).

Note each cluster contains 3 vertices of three types, i.e., the clustering solution is balanced by cluster size
and types of the vertices.

Fig. 7. Cluster solution with balance by multi-type elements
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3.3. Optimal clustering of multipartite graphs

Optimal clustering of multipartite graphs (i.e., clique partitioning) is a special cluster editing problem
[39]:
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Partitioning the vertices of multipartite graph into a disjoint union of cliques by adding or removing a
minimum edge set).

This problem belongs to class of NP-hard problems.

3.4. On cluster vertex deletion problem

It is reasonable to point out that cluster vertex deletion problems are very important (from the theoret-
ical viewpoint and from the practical viewpoint) (e.g., [8,27,52,37,76,132]). The following basic problems
can be listed: (i) basic cluster vertex deletion problem, (ii) weighted cluster vertex deletion problem, (iii)
multicriteria cluster vertex deletion problem, and (iv) s-club cluster vertex deletion.

4. Conclusion

In this paper, cluster editing problems are examined from the viewpoint of combinatorial engineering
clustering (e.g., [95,96,98–100,104,106,107]). The paper contains three basic parts (a) literature survey,
(b) description of cluster edge editing problem (problems description with numerical examples, problem
formulations, some new models, and illustrative applied examples), (c) brief description of future research
directions.

It may be reasonable to consider the following future research directions:
(1) cluster editing problems with joint edge edition and vertex editing (e.g., [75]);
(2) vertex cluster editing problems (e.g., [8,132]);
(3) cluster editing problems under uncertainty;
(4) cluster editing problems with various types of used parameter estimates (e.g., ordinal estimates,

vector-like estimates, multiset-like estimates);
(5) dynamic cluster editing problems (e.g., [20,41,116]);
(6) relations between the cluster editing problems and close/related problems;
(7) cluster editing problems as basic components of graph modification problems (e.g., [128]);
(8) versions of the cluster editing problems as basic auxiliary components for reconfiguration (restruc-

turing) of cluster solutions in dynamical clustering or design of cluster trajectories (e.g., [97,98,107]);
(9) special new solving strategies (e.g., special heuristics and metaheuristics);
(10) application of cluster editing problems in dynamical communication network design and manage-

ment; and
(11) educational applications of cluster editing problems.
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