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## PREFACE TO THE SECOND EDITION

There was no question of "updating" this book nearly thirty years after it was first published - in 1980, volume 100 in the Studies in Logic series of North Holland. The only completely rewritten sections are 6 F , which gives a proof of the determinacy of Borel sets (a version of Martin's second proof not available in 1980) and 7F, where the question of how much choice is needed (especially) to prove Borel determinacy is examined. There is also a new, brief section 3I on the relativization method of proof, which has baffled some of the not-so-logically minded readers. Beyond that, the main improvements over the first edition are that

- this one has many fewer errors (I hope);
- the bibliography has been completed and expanded with a small selection of relevant, more recent publications;
- and many passages have been rewritten.
(It has been said that the most basic instinct in man is not for food or sex but to edit someone else's writing - and the urge to edit one's own writing is, apparently, even stronger.)

There have been two major developments in Descriptive Set Theory since 1980 which have fundamentally changed the subject.

One is the establishment of a robust connection between determinacy hypotheses, large cardinal axioms and inner model theory, starting with Martin and Steel [1988] and Woodin [1988], to such an extent that one cannot now understand any of these parts of set theory without also understanding the others. I have added some "forward references" to these developments when they touch on questions that were formulated in the book.

The other is the explosion in applications of Descriptive Set Theory to other parts of mathematics, cf. Kechris [1995]. This area really took off with Harrington, Kechris, and Louveau [1990] which (with the work that followed it) established the study of definable equivalence relations on Polish spaces as a subject of its own, with deep connections to classical mathematics. It was not possible to point to this work in this revision, especially as the basic result in Silver [1980] was not (for some reason) included in the original.

Many of the notions and techniques introduced in this book have been used heavily in these developments, notably scales and the application of effective methods to the "classical" theory. Some of it has become obsolete, of course; but I do not believe that its self-contained, foundationally motivated and unified introduction to the effective theory and the consequences of determinacy hypotheses has been duplicated.

I am grateful to all those who have sent me comments and corrections, including (from the incomplete records that I have) Ben Miller, Mike Brady, Vassilis Gregoriades, Steel. I am especially grateful to Christos Kapoutsis who set the manuscript in beautiful IATEX several years ago-and I apologize to him that it took me so long to do my part and finish the job.

Paleo Faliro, Greece July 29, 2008

## PREFACE TO THE FIRST EDITION

This book was conceived in the winter of 1970 when I heard that I was getting a Sloan Fellowship and I thought I would take a year off to write a book. It took a bit longer than that, but I have many good excuses.

I am grateful to the Sloan Foundation, the National Science Foundation and the University of California for their financial support-and to the Mathematics Department at UCLA for the stimulating and pleasant working environment that it provides.

One often sees in prefaces long lists of persons who have contributed to the project in one way or another and I hope I will be forgiven for not complying with tradition; in my case any reasonably complete list would have to start with Lebesgue and increase the size of the book beyond the publisher's indulgence. I will, however, mention my student Chris Freiling who read carefully through the entire final version of the manuscript and corrected all my errors.

My wife Joan is the only person who really knows how much I owe to her and she is too kind to tell. But I know too.

Finally, my deepest feelings of gratitude and appreciation are reserved for the very few friends with whom I have spent so many hours during the last ten years arguing about descriptive set theory; Bob Solovay and Tony Martin in the beginning, Aleko Kechris, Ken Kunen and Leo Harrington a little later. Their influence on my work will be obvious to anyone who glances through this book and I consider them my teachers-although of course, they are all so much younger than me. No doubt I would still work in this field if they were all priests or generals-but I would not enjoy it half as much.

Santa Monica, California
December 22, 1978

Added in proof. I am deeply grateful to Dr. Haimanti Sarbadhikari who read the first seven chapters in proof and corrected all the errors missed by Chris Freiling. I am also indebted to Anna and Nicholas for their substantial help in constructing the indexes and to Tony Martin for the sustenance he offered me during the last stages of this work.

## ABOUT THIS BOOK

My aim in this monograph is to give a brief but coherent exposition of the main results and methods of descriptive set theory. I have made no attempt to be complete; in a subject so broad this would degenerate into a long catalog of specialized results which would cover up the main thread. On the contrary, I have tried very hard to be selective, so that the central ideas stand out.

Much of the material is in the exercises. A very few of them are simple, to test the reader's comprehension, and a few more give interesting extensions of the theory or sidelines. The vast majority of the exercises are an integral part of the monograph and would be normally billed "theorems." There are extensive "hints" for them, proofs really, with some of the details omitted.

I have tried hard to attribute all the important results and ideas to those who invented them but this was not an easy task and I have undoubtedly made many errors. There is no suggestion that unattributed results are mine or are published here for the first time. When I do not give credit for something, the most likely explanation is that I could not determine the correct credit. My own results are immodestly attributed to me, including those which are first published here.

Many of the references are in the historical sections at the end of each chapter. The paragraphs of these sections are numbered and the footnotes in the body of the text refer to these paragraphs - each time meaning the section at the end of the chapter where the reference occurs. In a first reading, it is best to skip these historical notes and read them later, after one is familiar with the material in the chapter.

The order of exposition follows roughly the historical development of the subject, simply because this seemed the best way to do it. It goes without saying that the classical results are presented from a modern point of view and using modern notation.

What appeals to me most about descriptive set theory is that to study it you must really understand so many things: you need a little bit of topology, analysis and logic, a good deal of recursive function theory and a great deal of set theory, including constructibility, forcing, large cardinals and determinacy. What makes the writing of a book on the subject so difficult is that you must explain so many things: a little bit of topology, analysis and logic, a good deal of recursive function theory, etc. Of course, one could aim the book at those who already know all the prerequisites, but chances are that these few potential readers already know descriptive set theory. My aim has been to make this material accessible to a mathematician whose particular field of specialization could be anything, but who has an interest in set theory, or at least what used to be called "the theory of pointsets." He certainly knows whatever little topology and analysis are required, because he learned that as an undergraduate, and he has read Halmos' Naive Set Theory [1960] or a similar text. Beyond that, what he needs to
read this book is patience and a basic interest in the central problem of descriptive set theory and definability theory in general: to find and study the characteristic properties of definable objects.

## INTRODUCTION

The roots of Descriptive Set Theory go back to the work of Borel, Baire and Lebesgue around the turn of the 20th century, when the young French analysts were trying to come to grips with the abstract notion of a function introduced by Dirichlet and Riemann. A function was to be an arbitrary correspondence between objects, with no regard for any method or procedure by which this correspondence could be established. They had some doubts whether so general a concept should be accepted; in any case, it was obvious that all the specific functions which were studied in practice were determined by simple analytic expressions, explicit formulas, infinite series and the like. The problem was to delineate the functions which could be defined by such accepted methods and search for their characteristic properties, presumably nice properties not shared by all functions.

Baire was first to introduce in his Thesis [1899] what we now call Baire functions (of several real variables), the smallest set which contains all continuous functions and is closed under the taking of (pointwise) limits. He gave an inductive definition: the continuous functions are of class 0 and for each countable ordinal $\xi$, a function is of class $\xi$ if it is the limit of a sequence of functions of smaller classes and is not itself of lower class. Baire, however, concentrated on a detailed study of the functions of class 1 and 2 and he said little about the general notion beyond the definition.

The first systematic study of definable functions was Lebesgue's [1905], Sur les fonctions représentables analytiquement. This beautiful and seminal paper truly started the subject of descriptive set theory.

Lebesgue defined the collection of analytically representable functions as the smallest set which contains all constants and projections $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \mapsto x_{i}$ and which is closed under sums, products and the taking of limits. It is easy to verify that these are precisely the Baire functions. Lebesgue then showed that there exist Baire functions of every countable class and that there exist definable functions which are not analytically representable. He also defined the Borel measurable functions and showed that they too coincide with the Baire functions. In fact he proved a much stronger theorem along these lines which relates the hierarchy of Baire functions with a natural hierarchy of the Borel measurable sets at each level.

Today we recognize Lebesgue [1905] as a classic work in the theory of definability. It introduced and studied systematically several natural notions of definable functions and sets and it established the first important hierarchy theorems and structure results for collections of definable objects. In it we can find the origins of many standard tools and techniques that we use today, for example universal sets and applications of the Cantor diagonal method to questions of definability.

One of Lebesgue's results in [1905] identified the implicitly analytically definable functions with the Baire functions. To take a simple case, suppose that $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is analytically representable and for each $x$, the equation

$$
f(x, y)=0
$$

has exactly one solution in $y$. This equation then defines $y$ implicitly as a function of $x$; Lebesgue showed that it is an analytically representable function of $x$, by an argument which was "simple, short but false." The wrong step in the proof was hidden in a lemma taken as (basically) trivial, that a set in the line which is the projection of a Borel measurable set in the plane is itself Borel measurable.
Ten years later the error was spotted by Suslin, then a young student of Lusin at the University of Moscow, who rushed to tell his professor in a scene charmingly described in Sierpinski [1950].

Suslin called the projections of Borel sets analytic and showed that indeed there are analytic sets which are not Borel measurable. Together with Lusin they quickly established most of the basic properties of analytic sets and they announced their results in two short notes in the Comptes Rendus, Suslin [1917] and Lusin [1917].

The class of analytic sets is rich and complicated but the sets in it are nice. They are measurable in the sense of Lebesgue, they have the property of Baire and they satisfy the Continuum Hypothesis, i.e., every uncountable analytic set is equinumerous with the set of all real numbers. The best result in Suslin [1917] is a characterization of the Borel measurable sets as precisely those analytic sets which have analytic complements. Lusin [1917] announced another basic theorem which implied that Lebesgue's contention about implicitly analytically definable functions is true, despite the error in the original proof.

Suslin died in 1919 and the study of analytic sets was continued mostly by Lusin and his students in Moscow and by Sierpinski in Warsaw. Because of what Lusin delicately called "difficulties of international communication" those years, they were isolated from each other and from the wider mathematical community, and there were very few publications in western journals in the early twenties.

The next significant step was the introduction of projective sets by Lusin and Sierpinski in 1925: a set is projective if it can be constructed starting with Borel measurable sets and iterating the operations of projection and complementation. Using later terminology, let us call analytic sets $A$ sets, analytic complements $C A$ sets, projections of $C A$ sets $P C A$ sets, complements of these $C P C A$ sets, etc. Lusin in his [1925a], [1925b], [1925c] and Sierpinski [1925] showed that these classes of sets are all distinct and they established their elementary properties. But it was clear from the very beginning that the theory of projective sets was not easy. There was no obvious way to extend to these more complicated sets the regularity properties of Borel and analytic sets; for example it was an open problem whether analytic complements satisfy the Continuum Hypothesis or whether PCA sets are Lebesgue measurable.

Another fundamental and difficult problem was posed in Lusin [1930a]. Suppose $P$ is a subset of the plane; a subset $P^{*}$ of $P$ uniformizes $P$ if $P^{*}$ is the graph of a function and it has the same projection on the line as $P$, as in the figure on the opposite page. The natural question is whether definable sets admit definable uniformizations and it comes up often, for example when we seek "canonical" solutions for $y$ in terms of $x$ in an equation

$$
f(x, y)=0 .
$$



Lusin and Sierpinski showed that Borel sets can be uniformized by analytic complements and Lusin also verified that analytic sets can be projectively uniformized. In a fundamental advance in the subject, Kondo [1938] completed earlier work of Novikov and proved that analytic complements and $P C A$ sets can be uniformized by sets in the same classes. Again, there was no clear method for extending the known techniques to solve the uniformization problem for the higher projective classes.

As it turned out, the "difficulties of the theory of projective sets" which bothered Lusin from his very first publication in the subject could not be overcome by ingenuity alone. There was an insurmountable technical obstruction to answering the central open questions in the field, since all of them were independent of the axioms of classical set theory. It goes without saying that the researchers in descriptive set theory were formulating and trying to prove their assertions within axiomatic Zermelo-Fraenkel set theory (with choice), as all mathematicians still do, consciously or not.

The first independence results were proved by Gödel, in fact they were by-products of his famous consistency proof of the Continuum Hypothesis. He announced in his [1938] that in the model $L$ of constructible sets there is a PCA set which is not Lebesgue measurable: it follows that one cannot establish in Zermelo-Fraenkel set theory (with the Axiom of Choice and even if one assumes the Continuum Hypothesis) that all $P C A$ sets are Lebesgue measurable. His results were followed up by some people, notably Mostowski and Kuratowski, but that was another period of "difficulties of international communication" and nothing was published until the late forties. Addison [1959b] gave the first exposition in print of the consistency and independence results that are obtained by analyzing Gödel's $L$.

The independence of the Continuum Hypothesis was proved by Cohen [1963b], whose powerful method of forcing was soon after applied to independence questions in descriptive set theory. One of the most significant papers in forcing was Solovay [1970], where it is shown (among other things) that one can consistently assume the axioms of Zermelo-Fraenkel set theory (with choice and even the Continuum Hypothesis) together with the proposition that all projective sets are Lebesgue measurable; from this and Gödel's work it follows that in classical set theory we can neither prove nor disprove the Lebesgue measurability of PCA sets.

Similar consistency and independence results were obtained about all the central problems left open in the classical period of descriptive set theory, say up to 1940. It says something about the power of the mathematicians working in the field those years, that in almost every instance they obtained the best theorems that could be proved from the axioms they were assuming.

So the logicians entered the picture in their usual style, as spoilers. There was, however, another parallel development which brought them in more substantially and
in a friendlier role. Before going into that, let us make a few remarks about the appropriate context for studying problems of definability of functions and sets.

We have been recounting the development of descriptive set theory on the real numbers, but it is obvious that the basic notions are topological in nature and can be formulated in the context of more general topological spaces. All the important results can be extended easily to complete, separable, metric spaces. In fact, it was noticed early on that the theory assumes a particularly simple form on Baire space

$$
\mathcal{N}={ }^{\omega} \omega,
$$

the set of all infinite sequences of natural numbers, topologized with the product topology (taking $\omega$ discrete). The key fact about $\mathcal{N}$ is that it is homeomorphic with its own square $\mathcal{N} \times \mathcal{N}$, so that irrelevant problems of dimension do not come up. Results in the theory are often proved just for $\mathcal{N}$, with the (suitable) generalizations to other spaces and the reals in particular left for the reader or simply stated without proof.

Let us now go back to a discussion of the impact of logic and logicians on descriptive set theory.

The fundamental work of Gödel [1931] on incompleteness phenomena in formal systems suggested that it should be profitable to delineate and study those functions (of several variables) on the set $\omega$ of natural numbers which are effectively computable. A great deal of work was done on this problem in the nineteen thirties by Church, Kleene, Turing, Post and Gödel among others, from which emerged a coherent and beautiful theory of computability or recursion. The class of recursive functions (of several variables) on $\omega$ was characterized as the smallest set which contains all the constants, the successor and the projections $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \mapsto x_{i}$ and which is closed under composition, a form of simple definition by induction (primitive recursion) and minimalization, where $g$ is defined from $f$ by the equation

$$
g\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\text { least } w \text { such that } f\left(x_{1}, x_{2}, \ldots, x_{n}, w\right)=0
$$

assuming that for each $x_{1}, \ldots, x_{n}$ there is a root to the equation

$$
f\left(x_{1}, \ldots, x_{n}, w\right)=0
$$

Church [1936] and independently Turing [1936] proposed the Church-Turing Thesis (hypothesis) that all number theoretic functions which can be computed effectively by some algorithm are in fact recursive, and to this date no serious evidence has been presented to dispute this.

Kleene [1952a], [1952b] extended the theory of recursion to functions

$$
f: \omega^{n} \times \mathcal{N}^{k} \rightarrow \omega
$$

with domain some finite cartesian product of copies of the natural numbers and Baire space. For example, a function $f: \omega \times \mathcal{N} \rightarrow \omega$ is recursive (by the natural extension of the Church-Turing Thesis) if there is an algorithm which will compute $f(n, \alpha)$ given $n$ and a sufficiently long initial segment of the infinite sequence $\alpha$.

A set $A \subseteq \omega^{n} \times \mathcal{N}^{k}$ is recursive if its characteristic function is recursive. By the Church-Turing Thesis again, these are the decidable sets for which we have (at least in principle) an algorithm for testing membership.

Using recursion theory as his main tool, Kleene developed a rich and intricate theory of definability on the natural numbers in the sequence of papers [1943], [1955a], [1955b], [1955c].

The class of arithmetical sets is the smallest family which contains all recursive sets and is closed under complementation and projection on $\omega$. The analytical sets are defined similarly, starting with the arithmetical sets and iterating any finite number of times the operations of complementation, projection on $\omega$ and projection on $\mathcal{N}$. Both these classes are naturally ramified into subclasses, much like the subclasses $A, C A$, $P C A, \ldots$ of projective sets of reals. Notice that the definitions make sense for subsets of an arbitrary product space of the form $\omega^{n} \times \mathcal{N}^{k}$. Kleene, however, was interested in classifying definable sets of natural numbers and he stated his ultimate results just for them. The more complicated product spaces were brought in only so projection on $\mathcal{N}$ could be utilized to define complicated subsets of $\omega$.

Kleene studied a third notion (discovered independently by Davis [1950] and Mostowski [1951]) which is substantially more complicated. The class of hyperarithmetical sets of natural numbers is the smallest family of subsets of $\omega$ which contains the recursive sets and is closed under complementation and "recursive" countable union, suitably defined. The precise definition is quite intricate and the proofs of the main results are subtle, often depending on delicate estimates of the complexity of explicit and inductive definitions.

Using later terminology, let us call $\Sigma_{1}^{1}$ the simplest analytical sets of numbers, those which are projections to $\omega$ of arithmetical subsets of $\omega \times \mathcal{N}$. The most significant result of Kleene [1955c] (and the whole theory for that matter) was a characterization of the hyperarithmetical sets as precisely those $\Sigma_{1}^{1}$ sets which have $\Sigma_{1}^{1}$ complements.

Now this is clearly reminiscent of Suslin's characterization of the Borel sets. A closer look at specific results reveals a deep resemblance between these two fundamental theorems and suggests the following analogy between the classical theory and Kleene's definability theory for subsets of $\omega$ :
$\mathbb{R}$ or $\mathcal{N}$
continuous functions
Borel sets
analytic sets
projective sets
$\omega$
recursive functions
hyperarithmetical sets
$\Sigma_{1}^{1}$ sets
analytical sets.

In fact, the theories of the corresponding classes of objects in this table are so similar, that one naturally conjectures that Kleene was consciously trying to create an "effective analog" on the space $\omega$ of classical descriptive set theory.

As it happened, Kleene did not know the classical theory, since he was a logician by trade and at the time that was considered part of topology. Mostowski knew it, being Polish, and he first used classical methods in his [1946], where he obtained independently many of the results of Kleene [1943]. More significantly, Mostowski introduced the hyperarithmetical sets following closely the classical approach to Borel sets, as opposed to Kleene's initial rather different definition in his [1955b].

First to establish firmly the analogies in the table above was Addison, in his Ph.D. Thesis [1954] and later in his [1959a]. Over the years and with the work of many people, what was first conceived as "analogies" developed into a general theory which yields in a unified manner both the classical results and the theorems of the recursion theorists; more precisely, this effective theory yields refinements of the classical results and extensions of the theorems of the recursion theorists.

It is this extended, effective descriptive set theory which concerns us here.

Powerful as they are, the methods from logic and recursion theory cannot solve the "difficulties of the theory of projective sets," since they too are restricted by the limitations of Zermelo-Fraenkel set theory. The natural next step was taken in the fundamental paper Solovay [1969], where for the first time strong set theoretic hypotheses were shown to imply significant results about projective sets.

Solovay proved that if there exist measurable cardinals, then PCA sets are Lebesgue measurable, they have the property of Baire and they satisfy the Continuum Hypothesis. Later, he and Martin proved a difficult uniformization theorem about CPCA sets in their joint [1969], and Martin [1971] established several deep properties of CPCA sets, all under the same hypothesis, that there exist measurable cardinals.

For our purposes here, it is not important to know exactly what measurable cardinals are. Suffice it to say that their existence cannot be shown in Zermelo-Fraenkel set theory and that if they exist, they are terribly large sets: bigger than the continuum, bigger than the first strongly inaccessible cardinal, bigger than the first Mahlo cardinal, etc. It is also fair to add that few people are willing to buy their existence after a casual look at their definition. Nevertheless, no one has shown that they do not exist, and it was known from previous work of Scott, Gaifman, Rowbottom and Silver that the existence of measurable cardinals implies new and interesting propositions about sets, even about real numbers. These, however, were metamathematical results, the kind that only logicians can love. Solovay's chief contribution was that he used this new and strange hypothesis to solve natural, mathematical problems posed by Lusin more than forty years earlier.

Unfortunately, measurable cardinals were not a panacea. Soon after Solovay's original work it was shown by himself, Martin and Silver among others that they do not resolve the open questions about projective sets beyond the CPCA class, except for some isolated results about $P C P C A$ sets.

The next step was quite unexpected, even by those actively searching for strong hypotheses to settle the old open problems. Blackwell [1967] published a new, short and elegant proof of an old result of Lusin's about analytic sets, using the determinacy of open games.

Briefly, an infinite game (of perfect information) on $\omega$ is described by an arbitrary subset $A \subseteq \mathcal{N}$ of Baire space. We imagine two players I and II successively choosing natural numbers, with I choosing $k_{0}$, then II choosing $k_{1}$, then I choosing $k_{2}$, etc.; after an infinite sequence

$$
\alpha=\left(k_{0}, k_{1}, \ldots\right)
$$

has been specified in this manner, we say that I wins if $\alpha \in A$, II wins if $\alpha \notin A$. The game (or the set $A$ which describes it) is determined, if one of the two players has a winning strategy, a method of playing against arbitrary moves of his opponent which will always produce a sequence winning for him.

It was known that open games are determined and Blackwell's proof hinged on that fact. It was also known that one could prove the existence of non-determined games using the Axiom of Choice, but no definable non-determined game on $\omega$ had ever been produced.

Working independently, Addison and Martin realized that Blackwell's proof could be lifted to yield new results about the third class of projective sets, if only one assumed the hypothesis that enough projective sets are determined. Soon after, Martin and Moschovakis again independently used the hypothesis of projective determinacy to settle a whole slew of old questions about all levels of the projective hierarchy,
see Addison and Moschovakis [1968] and Martin [1968]. Three years later the uniformization problem was solved on the same hypothesis in Moschovakis [1971a] and the methods introduced there led quickly to an almost complete structure theory for the classes of projective sets, see especially Kechris [1973], [1974], [1975], Martin [1971] and Moschovakis [1973], [1974c].

This is where matters stand today.

## CHAPTER 1

## THE BASIC CLASSICAL NOTIONS

Let $\omega=\{0,1,2, \ldots\}$ be the set of (nonnegative) integers and let $\mathbb{R}$ be the set of real numbers. The main business of Descriptive Set Theory is the study of $\omega, \mathbb{R}$ and their subsets, with particular emphasis on the definable sets of integers and reals. Another fair name for it is Definability Theory for the Continuum.

In this first chapter we will introduce some of the basic notions of the subject and we will establish the elementary facts about them.

## 1A. Perfect Polish spaces

Instead of working specifically with the reals, we will frame our results in the wider context of complete, separable metric spaces (Polish spaces) with no isolated points (perfect). One of the reasons for doing this is the wider applicability of the theory thus developed. More than that, we often need to look at more complicated spaces in order to prove results about $\mathbb{R}$. ${ }^{(1-5)}$

Of course $\mathbb{R}$ is a perfect Polish space and so is the real $n$-space $\mathbb{R}^{n}$ for each $n \geq 2$. There are two other important examples of such spaces which will play a key role in the sequel.

Baire space is the set of all infinite sequences of integers (natural numbers),

$$
\mathcal{N}={ }^{\omega} \omega
$$

with the natural product topology, taking $\omega$ discrete. The basic neighborhoods are of the form

$$
N\left(k_{0}, \ldots, k_{n}\right)=\left\{\alpha \in \mathcal{N}: \alpha(0)=k_{0}, \ldots, \alpha(n)=k_{n}\right\},
$$

one for each tuple $k_{0}, \ldots, k_{n}$. We picture $\mathcal{N}$ as (the set of infinite branches of) a tree, where each node splits into countably many one-point extensions, Figure 1A.1.

It is easy to verify that the topology of $\mathcal{N}$ is generated by the metric

$$
d(\alpha, \beta)= \begin{cases}0, & \text { if } \alpha=\beta, \\ \frac{1}{\text { least } n[\alpha(n) \neq \beta(n)]+1}, & \text { if } \alpha \neq \beta .\end{cases}
$$

Also, $\mathcal{N}$ is complete with this metric and the set of ultimately constant sequences is countable and dense in $\mathcal{N}$, so $\mathcal{N}$ is a perfect Polish space.

One can show that $\mathcal{N}$ is homeomorphic with the set of irrational numbers, topologized as a subspace of $\mathbb{R}$. The proof appeals to some basic properties of continued fractions and does not concern us here-it can be found in any good book on number theory, for example Hardy and Wright [1960]. Although we will never use this result, we will find it convenient to call the members of $\mathcal{N}$ irrationals.


Figure 1A.1. Picturing $\mathcal{N}$ as a tree.

Notice that Baire space is totally disconnected, i.e., the neighborhood base given above consists of clopen (closed and open) sets.

1A.1. Theorem. For every Polish space $\mathfrak{M}$, there is a continuous surjection

$$
\pi: \mathcal{N} \rightarrow \mathfrak{M}
$$

of Baire space onto $\mathfrak{M}$.
Proof. Fix a countable dense subset

$$
D=\left\{r_{0}, r_{1}, r_{2}, \ldots\right\}
$$

of $\mathfrak{M}$ and to each $\alpha \in \mathcal{N}$ assign the sequence $\left\{x_{n}^{\alpha}\right\}=\left\{x_{n}\right\}$ by the recursion

$$
\begin{aligned}
x_{0} & =r_{\alpha(0)} \\
x_{n+1} & = \begin{cases}r_{\alpha(n+1)} & \text { if } d\left(x_{n}, r_{\alpha(n+1)}\right)<2^{-n}, \\
x_{n} & \text { if } d\left(x_{n}, r_{\alpha(n+1)}\right) \geq 2^{-n} .\end{cases}
\end{aligned}
$$

Now for each $n$,

$$
d\left(x_{n}, x_{n+1}\right)<2^{-n},
$$

so $\left\{x_{n}^{\alpha}\right\}$ is Cauchy and we can set

$$
\pi(\alpha)=\lim _{n \rightarrow \infty} x_{n}^{\alpha} .
$$

It is obvious that $\pi$ is continuous since

$$
\alpha(0)=\beta(0), \ldots, \alpha(n)=\beta(n) \Longrightarrow x_{0}^{\alpha}=x_{0}^{\beta}, \ldots, x_{n}^{\alpha}=x_{n}^{\beta}
$$

from which it follows immediately that

$$
\begin{aligned}
d(\pi(\alpha), \pi(\beta)) & \leq d\left(\pi(\alpha), x_{n}^{\alpha}\right)+d\left(x_{n}^{\beta}, \pi(\beta)\right) \\
& \leq 2^{-n+1}+2^{-n+1}=2^{-n+2} .
\end{aligned}
$$

On the other hand, for each $x \in \mathfrak{M}$ let

$$
\alpha(n)=\text { least } k \text { such that } d\left(x, r_{k}\right)<2^{-n-1}
$$


and check that $\pi(\alpha)=\lim _{n} r_{\alpha(n)}=x$.
Another very useful perfect Polish space is the set of all infinite binary sequences

$$
\mathbb{C}={ }^{\omega} 2,
$$

again with the product topology. This is a compact subspace of $\mathcal{N}$ naturally represented by the complete binary tree. It is obviously homeomorphic with the classical Cantor set obtained from the closed interval $[0,1]$ on the line by successively removing the open middle third, as in Figure 1A.2. Again we will abuse terminology a bit by calling $\mathbb{C}$ the Cantor set.

With each perfect Polish space $\mathfrak{M}$ we can associate a fixed enumeration

$$
N(\mathfrak{M}, 0), N(\mathfrak{M}, 1), N(\mathfrak{M}, 2), \ldots
$$

of a countable set of open nbhds which generates the topology. When $\mathfrak{M}$ is clearly understood by the context we will use the simpler notation

$$
N_{0}, N_{1}, N_{2}, \ldots .
$$

Of course we may assume that the $N_{i}$ 's are open balls. There are situations, however, when this is not convenient. For example, if $\mathfrak{M}=X_{1} \times X_{2}$ is the product of two spaces, it is often preferable to work with the nbhds of the form $B_{1} \times B_{2}$, where $B_{1}$ and $B_{2}$ are chosen from bases in $X_{1}$ and $X_{2}$.

We will leave open the possibility that the $N_{i}$ 's are not open balls. However, we will assume that with each $N_{i}$ we have associated a center $x_{i}$ and a radius $p_{i}$ such that the following hold:
(1) $x_{i} \in N_{i}$, if $N_{i} \neq \emptyset$.
(2) If $x \in N_{i}$, then $d\left(x, x_{i}\right)<p_{i}$.
(3) If $x$ is any point, then for every $n$ we can find some $N_{i}$ such that $x \in N_{i}$ and radius $\left(N_{i}\right)<2^{-n}$.
For any set $P \subseteq \mathfrak{M}$, let

$$
\bar{P}=\text { closure of } P,
$$

so that $\bar{N}_{s}=\bar{N}(\mathfrak{M}, s)$ is the closure of the $s^{\prime}$ th nbhd in the fixed base for the topology for $\mathfrak{M}$.

The simple construction in the next result will be useful in many situations beyond the corollary following it.

1A.2. Theorem. Let $\mathfrak{M}$ be a perfect, Polish space. We can assign to each finite binary sequence $u=\left(t_{0}, \ldots, t_{n-1}\right)\left(t_{i}=0,1\right)$ an open nbhd $N_{\sigma(u)} \neq \emptyset$ in $\mathfrak{M}$ so that


Figure 1A.3.
(i) if $u$ is a proper initial segment of $v$, then $\bar{N}_{\sigma(v)} \subseteq N_{\sigma(u)}$,
(ii) if $u$ an $v$ are incompatible, then

$$
\bar{N}_{\sigma(u)} \cap \bar{N}_{\sigma(v)}=\emptyset
$$

(iii) if $u=\left(t_{0}, \ldots, t_{n-1}\right)$ has length $n$, then radius $\left(N_{\sigma(u)}\right) \leq 2^{-n}$. (See Figure 1A.3.)

Proof. Two sequences $u=\left(t_{0}, \ldots, t_{n-1}\right), v=\left(s_{0}, \ldots, s_{k-1}\right)$, are incompatible, if for some $i<n, i<k$ we have $t_{i} \neq s_{i}$.

We define $N_{\sigma(u)}$ by induction on the length $n$ of the binary sequence $u=\left(t_{0}, \ldots, t_{n-1}\right)$ starting with some $N_{\sigma(\emptyset)}$ of radius $\leq 1=2^{-0}$ that we assign to the empty sequence.

Given $u=\left(t_{0}, \ldots, t_{n-1}\right)$ and assuming that $N_{\sigma(u)}$ has already been defined, we know that there must be infinitely many points in $N_{\sigma(u)}$ or else the center of this nbhd would be isolated. Choose then $x \neq y$ in $N_{\sigma(u)}$ and find open balls $B_{x}, B_{y}$ with centers $x$ and $y$ respectively and such that

$$
\begin{gathered}
\bar{B}_{x} \subseteq N_{\sigma(u)}, \quad \bar{B}_{y} \subseteq N_{\sigma(u)} \\
\bar{B}_{x} \cap \bar{B}_{y}=\emptyset
\end{gathered}
$$

as in Figure 1A.4.
It is now enough to choose $i, j$ such that $N_{i} \subseteq B_{x}, N_{j} \subseteq B_{y}$ and $N_{i}, N_{j}$ have radii $\leq 2^{-n-1}$ and set

$$
\sigma\left(t_{0}, \ldots, t_{n-1}, 0\right)=i, \quad \sigma\left(t_{0}, \ldots, t_{n-1}, 1\right)=j
$$

Verification of (i), (ii) and (iii) with this definition of $\sigma$ is trivial.
1A.3. Corollary. For every perfect Polish space $\mathfrak{M}$, there is a continuous injection

$$
\pi: \mathbb{C} \mapsto \mathfrak{M}
$$

of the Cantor set into $\mathfrak{M}$.
Proof. Given an infinite binary sequence $\alpha$, put

$$
x_{n}^{\alpha}=\text { the center of } N(\mathfrak{M}, \sigma(\alpha(0), \ldots, \alpha(n-1)))
$$

and let

$$
\pi(\alpha)=\lim _{n \rightarrow \infty} x_{n}^{\alpha}
$$



Figure 1A.4.
It is immediate that $\pi$ is an injection (one-to-one). That $\pi$ is continuous can be proved by verifying

$$
\pi^{-1}\left[N_{s}\right]=\bigcup_{n}\left\{\alpha: N(\mathfrak{M}, \sigma(\alpha(0), \ldots, \alpha(n-1))) \subseteq N_{s}\right\}
$$

## Exercises

1A.4. For each compact Polish space $X$, let $C[X]$ be the set of all continuous functions on $X$ to $\mathbb{R}$ with the usual supnorm distance,

$$
d(f, g)=\operatorname{supremum}\{|f(x)-g(x)|: x \in X\} .
$$

Prove that $C[X]$ is a perfect Polish space.
Hint. Use the separability of $X$ and appeal to the Stone-Weierstrass Theorem.
1A.5. For each perfect Polish space $X$, let $H[X]$ be the set of all compact non-empty subsets of $X$. If $x \in X$ and $A \in H[X]$, put

$$
d(x, A)=\operatorname{infimum}\{d(x, y): y \in A\}
$$

where on the right $d$ is the distance function on $X$. The Hausdorff distance between two compact sets is defined by

$$
d(A, B)=\operatorname{maximum}\{\operatorname{supremum}\{d(x, B): x \in A\}, ~ 子\} .
$$

Prove that this is a metric on $H[X]$ and that $H[X]$ is a perfect Polish space.
Hint. The set of all finite subsets of any dense subset of $X$ is dense in $H[X]$. $\dashv$

## 1B. The Borel pointclasses of finite order

In order to study the subsets of a perfect Polish space $\mathfrak{M}$, it will be necessary to consider other spaces related to $\mathfrak{M}$, e.g., the products $\mathfrak{M} \times \mathfrak{M}, \mathcal{N} \times \mathfrak{M}, \omega \times \mathfrak{M}$. Let us first establish notation and terminology which make these detours easy.

We fix once and for all a collection $\mathcal{F}$ of metric spaces with the following properties:


Figure 1B.1. The unit ball in a product space.
(1) The discrete space $\omega$, the reals $\mathbb{R}$, Baire space $\mathcal{N}$ and the Cantor set $\mathbb{C}$ are in $\mathcal{F}$.
(2) Every space in $\mathcal{F}$ other than $\omega$ is a perfect Polish space.

Except for these restrictions we can leave membership in $\mathcal{F}$ open-e.g., one might take $\omega, \mathbb{R}, \mathcal{N}$ and $\mathbb{C}$ to be the only spaces in $\mathcal{F}$. The idea is that we put in $\mathcal{F}$ all the perfect Polish spaces in which we are interested.

The members of $\mathcal{F}$ are the basic spaces. A product space (by definition) is any cartesian product

$$
\mathcal{X}=X_{1} \times \cdots \times X_{k}
$$

where each $X_{i}$ is basic. Basic spaces count as product spaces by allowing $k=1$ here. We naturally topologize $X_{1} \times \cdots \times X_{k}$ as a product, i.e., with basic nbhds of the form

$$
N=B_{1} \times \cdots \times B_{k}
$$

where each $B_{i}$ is a nbhd in $X_{i}$. It is easy to verify that this topology on $\mathcal{X}$ is induced by the metric

$$
d\left(\left(x_{1}, \ldots, x_{k}\right),\left(y_{1}, \ldots, y_{k}\right)\right)=\operatorname{maximum}\left\{d_{1}\left(x_{1}, y_{1}\right), \ldots, d_{k}\left(x_{k}, y_{k}\right)\right\}
$$

where each $d_{i}$ is the given metric on $X_{i}$. (See Figure 1B.1.)
Two product spaces $\mathcal{X}=X_{1} \times \cdots \times X_{k}$ and $\mathcal{Y}=Y_{1} \times \cdots \times Y_{l}$ are equal if $k=l$ and $X_{1}=Y_{1}, \ldots, X_{k}=Y_{k}$. We then define products of product spaces by going back to the basic factors, i.e., if

$$
\mathcal{X}=X_{1} \times \cdots \times X_{k}
$$

and

$$
\mathcal{Y}=Y_{1} \times \cdots \times Y_{l}
$$

then (by definition)

$$
\mathcal{X} \times \mathcal{Y}=X_{1} \times \cdots \times X_{k} \times Y_{1} \times \cdots \times Y_{l}
$$

Thus

$$
\mathcal{X} \times(\mathcal{Y} \times \mathcal{Z})=(\mathcal{X} \times \mathcal{Y}) \times \mathcal{Z}=\mathcal{X} \times \mathcal{Y} \times \mathcal{Z}
$$

We call the tuples in these product spaces points and the subsets of these spaces pointsets.

If $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{l}\right)$ then (by definition)

$$
(x, y)=\left(x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{l}\right)
$$

As with products of product spaces, this pairing operation is associative,

$$
(x,(y, z))=((x, y), z)=(x, y, z)
$$



Figure 1B.2. Projection along $\omega$.
We think of pointsets as sets or as relations with arguments in the basic spaces. Both points of view are useful and we will use interchangeably the customary notations for these, i.e., for $P \subseteq \mathcal{X}$,

$$
x \in P \Longleftrightarrow P(x)
$$

Of course we will not be studying individual pointsets so much as collections of pointsets, call them pointclasses. Thus a pointclass $\Lambda$ is a collection of sets such that each $P$ in $\Lambda$ is a subset of some product space $\mathcal{X}$. For example, we may have

$$
\begin{aligned}
\Lambda & =\text { all open pointsets } \\
& =\{P: P \subseteq \mathcal{X} \text { for some product space } \mathcal{X} \text { and } P \text { is open. }\}
\end{aligned}
$$

In definability theory we typically start with a small pointclass $\Lambda$ and certain operations on pointsets and then we study the sets which can be constructed by applying (once or repeatedly) the given operations to the members of $\Lambda$. For the Borel sets of finite order we start with the open sets and we apply repeatedly the operations of complementation or negation $(\neg)$ and projection along $\omega$ or existential number quantification $\left(\exists^{\omega}\right)$.

More precisely, if $P \subseteq \mathcal{X}$ is any pointset, put

$$
\neg P=\mathcal{X} \backslash P .
$$

For a pointclass $\Lambda$, let

$$
\neg \Lambda=\{\neg P: P \in \Lambda\}
$$

be the dual pointclass.
Similarly, if $P \subseteq \mathcal{X} \times \omega$ for some $\mathcal{X}$, let

$$
\begin{aligned}
\exists^{\omega} P & =\{x \in \mathcal{X}: \text { for some } n, P(x, n)\} \\
& =\{x \in \mathcal{X}:(\exists n) P(x, n)\}
\end{aligned}
$$

and for a pointclass $\Lambda$ put

$$
\exists^{\omega} \Lambda=\left\{\exists^{\omega} P: P \in \Lambda, P \subseteq \mathcal{X} \times \omega \text { for some } \mathcal{X}\right\} ;
$$

see Figure 1B.2.
The Borel pointclasses of finite order $\underset{\sim}{\boldsymbol{\Sigma}} 0(n \geq 1)$ are defined by the recursion

$$
\begin{aligned}
\boldsymbol{\Sigma}_{1}^{0} & =\text { all open pointsets, } \\
\underset{\sim}{\boldsymbol{\Sigma}_{n+1}^{0}} & =\exists^{\omega} \neg{\underset{\sim}{\Sigma}}_{n}^{0} ;
\end{aligned}
$$



Diagram 1B.3. The Borel pointclasses of finite order.
the dual Borel pointclasses $\boldsymbol{\prod}_{n}^{0}$ are defined by

$$
{\underset{\sim}{\boldsymbol{\Pi}}}_{n}^{0}=\neg{\underset{\sim}{\boldsymbol{\Sigma}}}_{n}^{0}
$$

finally, the ambiguous Borel pointclasses ${\underset{\sim}{\boldsymbol{\Delta}}}_{n}^{0}$ are given by ${ }^{(13)}$

$$
{\underset{\sim}{\Delta}}_{n}^{0}={\underset{\sim}{\Sigma}}_{n}^{0} \cap{\underset{\sim}{\boldsymbol{\Pi}}}_{n}^{0} .
$$

Thus, $\boldsymbol{\Pi}_{1}^{0}$ consists of all closed pointsets, ${\underset{\sim}{\Delta}}_{1}^{0}$ is the class of all clopen sets, ${\underset{\sim}{\boldsymbol{\Sigma}}}_{2}^{0}$ is the class of all projections along $\omega$ of closed sets, etc. Put another way, a set $\widetilde{P}$ is ${\underset{\sim}{\Sigma}}_{2}^{0}$ if there is a closed $F \subseteq \mathcal{X} \times \omega$ such that for all $x$,

$$
P(x) \Longleftrightarrow(\exists t) F(x, t)
$$

Similarly, $P$ is ${\underset{\sim}{3}}_{3}^{0}$ if there is a closed $F$ such that

$$
\begin{aligned}
P(x) & \Longleftrightarrow(\exists t) \neg(\exists s) F(x, t, s) \\
& \Longleftrightarrow(\exists t)(\forall s) \neg F(x, t, s),
\end{aligned}
$$

i.e., $P$ is ${\underset{\sim}{3}}_{0}^{0}$ if there is an open pointset $G$ such that

$$
P(x) \Longleftrightarrow\left(\exists t_{1}\right)\left(\forall t_{2}\right) G\left(x, t_{1}, t_{2}\right)
$$

Similar normal forms can be computed for the pointclasses $\boldsymbol{\Pi}_{n}^{0}$, e.g., $P$ is $\underset{\sim}{\Pi_{4}^{0}}$ if there is some open $G$ such that for all $x$,

$$
P(x) \Longleftrightarrow\left(\forall t_{1}\right)\left(\exists t_{2}\right)\left(\forall t_{3}\right) G\left(x, t_{1}, t_{2}, t_{3}\right)
$$

In the classical terminology, ${\underset{\sim}{2}}_{2}^{0}$ sets are called $F_{\sigma}$ sets, ${\underset{\sim}{\boldsymbol{T}}}_{2}^{0}$ sets are $G_{\delta},{\underset{\sim}{3}}_{3}^{0}$ sets are $G_{\delta \sigma},{\underset{\sim}{3}}_{3}^{0}$ sets are $F_{\sigma \delta}$, etc. It is a cumbersome notation and we will not use it, except for an occasional reference to $F_{\sigma}$ 's and $G_{\delta}$ 's.

1B.1. Theorem. The diagram of inclusions 1 B. 3 holds among the Borel pointclasses of finite order.

Proof. The inclusions

$$
{\underset{\sim}{\boldsymbol{\Sigma}}}_{n}^{0} \subseteq{\underset{\sim}{\boldsymbol{\Pi}}}_{n+1}^{0}
$$

are almost immediate from the definitions. Taking $n=3$ to simplify notation, if $P$ is ${\underset{\sim}{3}}_{0}^{0}$, then

$$
P(x) \Longleftrightarrow\left(\exists t_{1}\right)\left(\forall t_{2}\right) G\left(x, t_{1}, t_{2}\right)
$$

with some open $G \subseteq \mathcal{X} \times \omega \times \omega$. We can rewrite this as

$$
\begin{equation*}
P(x) \Longleftrightarrow(\forall s)\left(\exists t_{1}\right)\left(\forall t_{2}\right) G\left(x, t_{1}, t_{2}\right) \tag{*}
\end{equation*}
$$

since the addition of the vacuous quantifier $(\forall s)$ does not affect the meaning of the equivalence. Now define

$$
G^{\prime}\left(x, s, t_{1}, t_{2}\right) \Longleftrightarrow G\left(x, t_{1}, t_{2}\right)
$$

and notice that $G^{\prime}$ is (trivially) open, so equivalence $(*)$ above establishes that $P$ is $\underset{\sim}{\boldsymbol{\Pi}_{4}^{0}}$.

To prove the inclusions

$$
{\underset{\sim}{\boldsymbol{\Sigma}}}_{n}^{0} \subseteq{\underset{\sim}{\boldsymbol{\Sigma}}}_{n+1}^{0},
$$

recall that in a separable metric space every open set is a countable union of closed sets. If $G \subseteq \mathcal{X}$ and

$$
G=\bigcup_{t} F_{t}
$$

with each $F_{t}$ closed, define $F \subseteq \mathcal{X} \times \omega$ by

$$
F(x, t) \Longleftrightarrow x \in F_{t}
$$

and notice that $F$ is closed and

$$
G(x) \Longleftrightarrow(\exists t) F(x, t)
$$

Thus $G$ is $\Sigma_{2}^{0}$, and since it was arbitrary open,

$$
{\underset{\sim}{\boldsymbol{\Sigma}}}_{1}^{0} \subseteq{\underset{\sim}{\boldsymbol{\Sigma}}}_{2}^{0} .
$$

Hence $\underset{\sim}{\boldsymbol{\Sigma}_{2}^{0}}=\exists^{\omega} \neg{\underset{\sim}{\boldsymbol{\Sigma}}}_{1}^{0} \subseteq \exists^{\omega} \neg{\underset{\sim}{\boldsymbol{\Sigma}}}_{2}^{0}={\underset{\sim}{\mathbf{\Sigma}}}_{3}^{0}$ and inductively, ${\underset{\sim}{\boldsymbol{\Sigma}}}_{n}^{0} \subseteq{\underset{\sim}{\boldsymbol{\Sigma}}}_{n+1}^{0}$. This establishes

$$
{\underset{\sim}{\boldsymbol{\Sigma}}}_{n}^{0} \subseteq{\underset{\sim}{\boldsymbol{\Delta}}}_{n+1}^{0}
$$

for every $n$, so taking negations,

$$
{\underset{\sim}{n}}_{n}^{0} \subseteq{\underset{\sim}{n}}_{n+1}^{0}
$$

and the remaining inclusions in the diagram are trivial.

## Exercises

1B.2. Prove that if $\mathcal{X}=X_{1} \times \cdots \times X_{k}$ is a product space with at least one factor $X_{i}=\mathcal{N}$ and every $X_{j}$ either $\omega$ or $\mathcal{N}$, the $\mathcal{X}$ is homeomorphic with $\mathcal{N}$.

Hint. Construct homeomorphisms of $\omega \times \mathcal{N}$ and $\mathcal{N} \times \mathcal{N}$ with $\mathcal{N}$ and then use induction on $k$.

1B.3. Prove that if $\mathcal{X}=X_{1} \times \cdots \times X_{k}$ is a product space with at least one factor $X_{i}$ not $\omega$, then $\mathcal{X}$ is a perfect Polish space.

1B.4. Prove that a pointset $P$ is ${\underset{\sim}{2}}_{2}^{0}$ if and only if

$$
P=\bigcup_{i=0}^{\infty} F_{i},
$$

with each $F_{i}$ closed.
Similarly, $P$ is $\underset{\sim}{\prod_{2}^{0}}$, if and only if

$$
P=\bigcap_{i=0}^{\infty} G_{i}
$$

with each $G_{i}$ open.
This is the classical definition of $F_{\sigma}$ and $G_{\delta}$ sets. These occur quite often in analysis, for example consider the following problem.

1B.5. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be an arbitrary function on the line. Prove that the set

$$
A=\{x \in \mathbb{R}: f \text { is continuous at } x\}
$$

is a $G_{\delta}$.

Hint. Define the variation of $f$ on an interval $(a, b)$ by

$$
V(a, b)=\operatorname{supremum}\{f(x): a<x<b\}-\operatorname{infimum}\{f(x): a<x<b\},
$$

where the value may be $\infty$ or $-\infty$. The local variation of $f$ is given by

$$
v(x)=\lim _{n \rightarrow \infty} V\left(x-\frac{1}{n}, x+\frac{1}{n}\right)
$$

and it is clear that $f$ is continuous at $x$ just in case $v(x)=0$. Show that for each $n$, the set

$$
A_{n}=\left\{x: v(x)<\frac{1}{n}\right\}
$$

is open and $A=\bigcap_{n} A_{n}$.
1B.6. Prove that if $n \geq 3$ is odd, then $P$ is ${\underset{\sim}{~}}_{n}^{0}$ if and only if there is an open set $G$ such that

$$
P(x) \Longleftrightarrow\left(\exists t_{1}\right)\left(\forall t_{2}\right)\left(\exists t_{3}\right)\left(\forall t_{4}\right) \cdots\left(\forall t_{n-1}\right) G\left(x, t_{1}, \ldots, t_{n-1}\right) .
$$

Similarly, if $n$ is even then $P$ is ${\underset{\sim}{n}}_{n}^{0}$ is and only if there is a closed set $F$ such that

$$
P(x) \Longleftrightarrow\left(\exists t_{1}\right)\left(\forall t_{2}\right)\left(\exists t_{3}\right) \cdots\left(\exists t_{n-1}\right) F\left(x, t_{1}, \ldots, t_{n-1}\right) .
$$

Find similar normal forms for the ${\underset{\sim}{\Pi}}_{n}^{0}$ pointsets.
1B.7. Prove that if $\mathcal{X}$ is a product of copies of $\omega$ and $\mathcal{N}$ and $P$ is $\underset{\sim}{\underset{n}{0}}{ }^{0}$ with $n$ odd, then there exists a clopen set $R$ such that

$$
P(x) \Longleftrightarrow\left(\exists t_{1}\right)\left(\forall t_{2}\right) \cdots\left(\forall t_{n-1}\right)\left(\exists t_{n}\right) R\left(x, t_{1}, \ldots, t_{n}\right) ;
$$

similarly for even $n$, with the last quantifier $\forall$.
Hint. If $A \subseteq \mathcal{X}$ is open, then $A=\bigcup_{n} R_{n}$ with clopen $R_{n}$ in these spaces and we can take

$$
R(x, n) \Longleftrightarrow x \in R_{n} .
$$

## 1C. Computing with relations; closure properties

The relational notation for pointsets is particularly convenient for putting down compact expressions for complicated definitions. Suppose, for example, that $Q \subseteq$ $\mathcal{X} \times \mathcal{N}, R \subseteq \mathcal{X} \times \mathcal{N} \times \omega$ and let

$$
P(x) \Longleftrightarrow(\forall \alpha)[Q(x, \alpha) \Longrightarrow(\exists i) R(x, \alpha, i)] .
$$

Here the logical symbols are taken with their customary meaning, as we have been using them all along: $\forall$ (for all), $\exists$ (there exists), $\Longrightarrow$ (implies), \& (and), $\vee$ (or), $\neg$ (not).

We will also use customarily Greek variables $\alpha, \beta, \gamma, \ldots$ from the beginning of the alphabet over $\mathcal{N}$ and $i, j, k, l, m, n, s, t$ over $\omega$. This will save us having to specify explicitly the range of the quantifiers in each definition.

One can view the logical symbols as denoting operations on pointsets. In general, a $k$-ary pointset operation is a function $\Phi$ with domain some set of $k$-tuples of pointsets and pointsets as values.

With this terminology, conjunction \& is the binary pointset operation which assigns to every pair $P, Q$ of subsets of the same space $\mathcal{X}$ the set $P \& Q$,

$$
x \in(P \& Q) \Longleftrightarrow P(x) \& Q(x)
$$



Figure 1C.1. Projection along $\mathcal{Y}$.
Of course

$$
P \& Q=P \cap Q .
$$

We will however keep the symbol $\cap$ for denoting the general set theoretic operation of intersection, with $A \cap B$ defined for arbitrary sets $A, B$.

Similarly, the disjunction $P \vee Q$ of two pointsets is defined when $P$ and $Q$ are subsets of the same $\mathcal{X}$ and

$$
P \vee Q=P \cup Q=\{x: P(x) \vee Q(x)\} .
$$

Negation is most conveniently regarded as a collection of operations $\neg \mathcal{X}$, one for each product space $\mathcal{X}$, with $\neg \mathcal{X} P$ defined when $P \subseteq \mathcal{X}$ :

$$
\neg \mathcal{X} P=\mathcal{X} \backslash P=\{x \in \mathcal{X}: \neg P(x)\} .
$$

In practice we will always write $\neg P$ for $\neg \mathcal{X} P$, as $\mathcal{X}$ is clear from the context.
From these we can construct more pointset operations by composition, e.g., the implication $P \Longrightarrow Q$ of $P$ and $Q$ is defined by

$$
(P \Longrightarrow Q)=\neg P \vee Q
$$

More interesting than these propositional pointset operations are the projections and dual projections or quantifiers. If $P \subseteq \mathcal{X} \times \mathcal{Y}$, put

$$
\exists^{\mathcal{Y}} P=\{x \in \mathcal{X}:(\exists y) P(x, y)\}
$$

as in Figure 1C.1.
For each fixed product space $\mathcal{Y}$, we call the operation $\exists^{\mathcal{Y}}$ projection along $\mathcal{Y}$ or existential quantification on $\mathcal{Y}$. Clearly $\exists^{\mathcal{Y}} P$ is defined when $P \subseteq \mathcal{X} \times \mathcal{Y}$ for some $\mathcal{X}$, in which case $\exists^{\mathcal{Y}} P \subseteq \mathcal{X}$.

We have already used projection along $\omega, \exists^{\omega}$.
Only the projections along basic spaces are fundamental, since all the others can be obtained from these by composition; for example, if $\mathcal{Y}=\omega \times \mathcal{N}$, then for each $P \subseteq \mathcal{X} \times \omega \times \mathcal{N}$,

$$
\exists^{\mathcal{Y}} P=\exists^{\omega} \exists^{\mathcal{N}} P
$$

i.e., in relational notation,

$$
(\exists y \in \mathcal{Y}) P(x, y) \Longleftrightarrow(\exists n)(\exists \alpha) P(x, n, \alpha) .
$$

If $P \subseteq \mathcal{X} \times \mathcal{Y}$, put

$$
\forall^{\mathcal{Y}} P=\neg \exists^{\mathcal{Y}} \neg P,
$$



Figure 1C.2. Universal quantification on $\mathcal{Y}$.
i.e.,

$$
\begin{aligned}
x \in \forall^{\mathcal{Y}} P & \Longleftrightarrow \neg(\exists y \in \mathcal{Y}) \neg P(x, y) \\
& \Longleftrightarrow(\forall y \in \mathcal{Y}) P(x, y) .
\end{aligned}
$$

Fixing $\mathcal{Y}$, we call the operation $\forall^{\mathcal{Y}}$ dual projection along $\mathcal{Y}$ or universal quantification on $\mathcal{Y}$. Again $\forall^{\mathcal{Y}} P$ is defined when $P \subseteq \mathcal{X} \times \mathcal{Y}$ for some $\mathcal{X}$ and then $\forall^{\mathcal{Y}} P \subseteq \mathcal{X}$, see Figure 1C.2.

In addition to the operations $\exists^{\omega}, \forall^{\omega}$, the bounded number quantifiers will prove useful,

$$
\begin{aligned}
(x, n) \in \exists \leq P & \Longleftrightarrow(\exists m \leq n) P(x, m), \\
(x, n) \in \forall^{\leq} P & \Longleftrightarrow(\forall m \leq n) P(x, m),
\end{aligned}
$$

see Figure 1C.3.
Clearly $\exists \leq P, \forall \leq P$ are defined when $P \subseteq \mathcal{X} \times \omega$ for some $\mathcal{X}$, in which case both $\exists \leq P$ and $\forall \leq P$ are also subsets of $\mathcal{X} \times \omega$.

A pointclass $\Lambda$ is closed under a $k$-ary pointset operation $\Phi$ if whenever $P_{1}, \ldots, P_{k}$ are in $\Lambda$ and $\Phi\left(P_{1}, \ldots, P_{k}\right)$ is defined, then $\Phi\left(P_{1}, \ldots, P_{k}\right)$ is also in $\Lambda$. For example, $\Lambda$ is closed under conjunction if whenever $P$ and $Q$ are subsets of the same space $\mathcal{X}$ and both are in $\Lambda$, then $P \& Q=P \cap Q$ is in $\Lambda$.

Similarly, $\Lambda$ is closed under negation $\neg$, if $\neg \Lambda \subseteq \Lambda$, i.e., for every $P \in \Lambda, P \subseteq \mathcal{X}$ we have $\mathcal{X} \backslash P \in \Lambda$.

We say that $\Lambda$ is closed under continuous substitution if for every continuous function $f: \mathcal{X} \rightarrow \mathcal{Y}$ and every $P \in \Lambda, P \subseteq \mathcal{Y}, f^{-1}[P] \in \Lambda$. Here of course

$$
x \in f^{-1}[P] \Longleftrightarrow f(x) \in P \Longleftrightarrow P(f(x)) .
$$

It is worth putting down a very useful alternative version of this closure property.
1C.1. Lemma. Suppose $\Lambda$ is a pointclass closed under continuous substitution, let $f_{1}$ : $\mathcal{X} \rightarrow \mathcal{Y}_{1}, \ldots, f_{m}: \mathcal{X} \rightarrow \mathcal{Y}_{m}$ be continuous functions and assume that $Q \subseteq \mathcal{Y}_{1} \times \cdots \times \mathcal{Y}_{m}$ is a pointset in $\Lambda$. If

$$
P(x) \Longleftrightarrow Q\left(f_{1}(x), \ldots, f_{m}(x)\right)
$$

then $P$ is also in $\Lambda$.
Proof. The function $g: \mathcal{X} \rightarrow \mathcal{Y}_{1} \times \cdots \times \mathcal{Y}_{m}$ defined by

$$
g(x)=\left(f_{1}(x), \ldots, f_{m}(x)\right)
$$
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is continuous and

$$
P(x) \Longleftrightarrow Q(g(x))
$$

For example, suppose

$$
P(x, y) \Longleftrightarrow Q(y, x) \& R(x, y, y)
$$

where $Q \subseteq \mathcal{Y} \times \mathcal{X}, R \subseteq \mathcal{X} \times \mathcal{Y} \times \mathcal{Y}$ and both $Q$ and $R$ are in some pointclass $\Lambda$ closed under continuous substitution and \&. Then $P$ too is in $\Lambda$, since

$$
P(x, y) \Longleftrightarrow Q^{\prime}(x, y) \& R^{\prime}(x, y)
$$

where

$$
\begin{aligned}
& Q^{\prime}(x, y) \Longleftrightarrow Q\left(f_{1}(x, y), f_{2}(x, y)\right) \\
& R^{\prime}(x, y) \Longleftrightarrow R\left(f_{2}(x, y), f_{1}(x, y), f_{1}(x, y)\right)
\end{aligned}
$$

with

$$
f_{1}(x, y)=y, \quad f_{2}(x, y)=x .
$$

In effect, closure under continuous substitution allows us to permute or identify variables in a relation and stay in the pointclass we are working with.

After these preliminary remarks we can state concisely the elementary closure properties of the Borel classes. To prove them, we will need functions that code finite sequences of integers by single integers.

Let

$$
p(i)=p_{i}=\text { the } i^{\prime} \text { th prime },
$$

with $p_{0}=2$, and for each $n$, put

$$
\left\langle t_{0}, \ldots, t_{n-1}\right\rangle=p_{0}^{t_{0}+1} \cdots \cdots p_{n-1}^{t_{n-1}+1} .
$$

By convention the empty product is 1 , so that

$$
\langle\emptyset\rangle=1,
$$

and 1 is the code of the empty sequence. With this particular coding of tuples we associate the natural decoding functions and relations

$$
\begin{gathered}
\operatorname{Seq}(u) \Longleftrightarrow u=1 \text { or } u=\left\langle t_{0}, \ldots, t_{n-1}\right\rangle \text { for some } t_{0}, \ldots, t_{n-1}, \\
\operatorname{lh}(u)= \begin{cases}n & \text { if } u=\left\langle t_{0}, \ldots, t_{n-1}\right\rangle \text { for some } t_{0}, \ldots, t_{n-1}, \\
0 & \text { otherwise },\end{cases} \\
(u)_{i}= \begin{cases}t_{i} & \text { if } u=\left\langle t_{0}, \ldots, t_{n-1}\right\rangle \text { for some } t_{0}, \ldots, t_{n-1} \text { and } i<n, \\
0 & \text { otherwise } .\end{cases}
\end{gathered}
$$

It is often convenient to index a finite sequence starting with 1 rather than 0 . Notice that if

$$
u=\left\langle t_{1}, \ldots, t_{n}\right\rangle,
$$

then for $i<n,(u)_{i}=t_{i+1}$.
1C.2. Theorem. Each Borel pointclass ${\underset{\sim}{n}}_{0}^{0}(n \geq 1)$ is closed under continuous substitution, $\vee, \&, \exists^{\leq}, \forall \leq$ and $\exists^{\omega}$.

Each dual pointclass ${\underset{\sim}{~}}_{n}^{0}$ is closed under continuous substitution, $\vee, \&, \exists \leq, \forall^{\leq}$and $\forall^{\omega}$.
Each ambiguous Borel pointclass $\underset{\sim}{\underset{\sim}{\Delta}} 0$ $\exists \leq$ and $\forall \leq$.

Proof. The results about $\boldsymbol{\Pi}_{n}^{0}$ and ${\underset{\sim}{n}}_{n}^{0}$ follow immediately from those about ${\underset{\sim}{~}}_{n}^{0}$. The closure properties of $\underset{\sim}{\boldsymbol{\Sigma}} 0$ are also trivial, except perhaps for closure under $\exists \leq$ and $\forall \leq$ which follow easily from the equations

$$
\begin{aligned}
& \exists \leq P=\bigcup_{n}\{(x, n):(\exists m \leq n) P(x, m)\}, \\
& \forall \leq P=\bigcup_{n}\{(x, n):(\forall m \leq n) P(x, m)\} .
\end{aligned}
$$

Assume now that ${\underset{\sim}{~}}_{n}^{0}$ has all the right closure properties-we will show the same for ${\underset{\sim}{n+1}}_{0}^{0}$.

Suppose first that $Q$ is a typical ${\underset{\sim}{n+1}}_{0}^{0}$ subset of $\mathcal{Y}$, i.e.,

$$
Q(y) \Longleftrightarrow(\exists m) \neg P(y, m),
$$

with $P$ some ${\underset{\sim}{n}}_{n}^{0}$ subset of $\mathcal{Y} \times \omega$. Assume also that $f: \mathcal{X} \rightarrow \mathcal{Y}$ is continuous. Now

$$
\begin{aligned}
Q(f(x)) & \Longleftrightarrow(\exists m) \neg P(f(x), m) \\
& \Longleftrightarrow(\exists m) \neg P^{\prime}(x, m)
\end{aligned}
$$

with

$$
P^{\prime}(x, m) \Longleftrightarrow P(f(x), m) .
$$

Since $P^{\prime}$ is $\underset{\sim}{\boldsymbol{\Sigma}} 0$ by 1C. 1 and the induction hypothesis, $f^{-1}[Q]$ is $\underset{\sim}{\underset{\sim}{\boldsymbol{~}}}{ }_{n+1}^{0}$. Hence ${\underset{\sim}{\boldsymbol{\Sigma}}}_{n+1}^{0}$ is closed under continuous substitution.

To prove closure of ${\underset{\sim}{~}}_{n+1}^{0}$ under \& , compute

$$
\begin{aligned}
R(x) & \Longleftrightarrow(\exists s) \neg P(x, s) \&(\exists t) \neg Q(x, t) \\
& \Longleftrightarrow(\exists u)\left[\neg P\left(x,(u)_{0}\right) \& \neg Q\left(x,(u)_{1}\right)\right] \\
& \Longleftrightarrow(\exists u) \neg\left[P\left(x,(u)_{0}\right) \vee Q\left(x,(u)_{1}\right)\right] .
\end{aligned}
$$

If $P$ and $Q$ are in $\underset{\sim}{\Sigma_{n}^{0}}$, then

$$
P^{\prime}(x, u) \Longleftrightarrow P\left(x,(u)_{0}\right) \vee Q\left(x,(u)_{1}\right)
$$

is also ${\underset{\sim}{n}}_{n}^{0}$ by closure under continuous substitution and $\vee$, so $R$ is ${\underset{\sim}{~}}_{n+1}^{0}$.

This method of proof goes by the fancy name of like quantifier contraction and yields equally trivial proofs of closure of ${\underset{\sim}{n+1}}_{0}^{n}$, under $\vee$ and $\exists^{\omega}$. For closure under $\forall^{\leq}$we need a slightly more elaborate contraction of finitely many quantifiers.

Suppose

$$
R(x, n) \Longleftrightarrow(\forall m \leq n)(\exists s) \neg P(x, m, s)
$$

with $P$ in ${\underset{\sim}{n}}_{n}^{0}$ and compute,

$$
\begin{aligned}
R(x, n) & \Longleftrightarrow(\exists u)(\forall m \leq n) \neg P\left(x, m,(u)_{m}\right) \\
& \Longleftrightarrow(\exists u) \neg(\exists m \leq n) P\left(x, m,(u)_{m}\right) .
\end{aligned}
$$

Again

$$
P^{\prime}(x, n, u) \Longleftrightarrow(\exists m \leq n) P\left(x, m,(u)_{m}\right)
$$

is ${\underset{\sim}{\boldsymbol{N}}}_{n}^{0}$ by closure of this class under continuous substitution and $\exists \leq$, so $R$ is ${\underset{\sim}{\boldsymbol{\Sigma}}}_{n+1}^{0}$.
Proof of closure of ${\underset{\sim}{x+1}}_{\boldsymbol{\Sigma}}^{0}$ under $\exists \leq$ is trivial.
This simple argument is a good illustration of the advantage of relational (or logical) notation, i.e., writing

$$
R(x, n) \Longleftrightarrow(\forall m \leq n)(\exists s) \neg P(x, m, s)
$$

rather than

$$
R=\forall^{\leq} \exists^{\omega} \neg P
$$

In fact the whole proof rested on some quantifier manipulation rules whose truth is transparent in logical notation. We list them here for reference, but we will apply them in the future without much ado.

$$
\begin{aligned}
(\exists s)(\exists t) P(s, t) & \Longleftrightarrow(\exists u) P\left((u)_{0},(u)_{1}\right), \\
(\forall s)(\forall t) P(s, t) & \Longleftrightarrow(\forall u) P\left((u)_{0},(u)_{1}\right) \\
(\forall m \leq n)(\exists s) P(m, s) & \Longleftrightarrow(\exists u)(\forall m \leq n) P\left(m,(u)_{m}\right), \\
(\exists m \leq n)(\forall s) P(m, s) & \Longleftrightarrow(\forall u)(\exists m \leq n) P\left(m,(u)_{m}\right) .
\end{aligned}
$$

These rules are useful because they allow us to simplify the quantifier prefix of a complicated logical expression by introducing continuous substitutions in the matrix.

To see how one can use the closure properties of a pointclass, suppose that

$$
P(x) \Longleftrightarrow(\exists t)(\exists s)\{Q(x, s) \Longrightarrow(\exists u)[R(u, f(x, u), t) \vee S(u, x, s)]\},
$$

where $Q, R, S$ are ${\underset{\sim}{~}}_{n}^{0}, f$ is continuous and $t, s, u$ range over $\omega$. We will argue that $P$ is in ${\underset{\sim}{n}}_{\boldsymbol{\Sigma}}^{0}$.

First put

$$
\begin{aligned}
Q^{\prime}(x, t, s) & \Longleftrightarrow Q(x, s) \\
R^{\prime}(x, t, s, u) & \Longleftrightarrow R(u, f(x, u), t) \\
S^{\prime}(x, t, s, u) & \Longleftrightarrow S(u, x, s)
\end{aligned}
$$

$$
\begin{aligned}
& P(x) \Longleftrightarrow(\exists s)(\exists t)\{Q(x, s) \Longrightarrow(\exists u)[R(u, f(x, u), t) \vee S(u, x, s)]\} \\
& \Longleftrightarrow(\exists s)(\exists t)\{\neg Q(x, s) \vee(\exists u)[R(u, f(x, u), t) \vee S(u, x, s)]\}
\end{aligned}
$$

## Diagram 1C.4.

and notice that $Q^{\prime}, R^{\prime}, S^{\prime}$ are $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{0}$ by closure of this pointclass under continuous substitution. Now

$$
\begin{aligned}
P(x) & \Longleftrightarrow(\exists t)(\exists s)\left\{\neg Q^{\prime}(x, t, s) \vee(\exists u)\left[R^{\prime}(x, t, s, u) \vee S^{\prime}(x, t, s, u)\right]\right\} \\
& \Longleftrightarrow(\exists t)(\exists s)\left\{\neg Q^{\prime}(x, t, s) \vee(\exists u) T(x, t, s, u)\right\} \\
& \Longleftrightarrow(\exists t)(\exists s)\left\{\neg Q^{\prime}(x, t, s) \vee T^{\prime}(x, t, s)\right\} \\
& \Longleftrightarrow(\exists t)(\exists s) T^{\prime \prime}(x, t, s)
\end{aligned}
$$

where $T, T^{\prime}, T^{\prime \prime}$ are defined by

$$
\begin{aligned}
T(x, t, s, u) & \Longleftrightarrow R^{\prime}(x, t, s, u) \vee S^{\prime}(x, t, s, u), \\
T^{\prime}(x, t, s) & \Longleftrightarrow(\exists u) T(x, t, s, u), \\
T^{\prime \prime}(x, t, s) & \Longleftrightarrow \neg Q^{\prime}(x, t, s) \vee T^{\prime}(x, t, s) .
\end{aligned}
$$

Clearly $T$ and $T^{\prime}$ are ${\underset{\sim}{\boldsymbol{\Sigma}}}_{n}^{0}$ by the closure properties of this pointclass. Hence $T^{\prime}$ is $\boldsymbol{\Sigma}_{n+1}^{0}$ by 1B. 1 and since $\neg Q$ is also ${\underset{\sim}{~}}_{n+1}^{0}, T^{\prime \prime}$ is ${\underset{\sim}{\boldsymbol{\Sigma}}}_{n+1}^{0}$. Finally $P$ is ${\underset{\sim}{\boldsymbol{\Sigma}}}_{n+1}^{0}$ by two applications of closure of this pointclass under $\exists^{\omega}$.

This kind of computation is so simple that we will not usually bother to put it down. One way to make computations of this type with a minimum of writing is to use a diagram like 1C. 4 which shows step-by-step the properties of the relevant pointclasses that we use.

## Exercises

1C.3. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function on the line. Prove that the relations

$$
\begin{aligned}
P(x, y) & \Longleftrightarrow f^{\prime}(x)=y \\
Q(x) & \Longleftrightarrow f^{\prime}(x) \text { exists }
\end{aligned}
$$

are both ${\underset{\sim}{~}}_{3}^{0}$.
Hint. Let $r_{0}, r_{1}, \ldots$ be an enumeration of all rational numbers and put

$$
R(x, y, s, k, m) \Longleftrightarrow r_{m} \neq 0 \&\left|\frac{1}{r_{m}}\left\{f\left(x+r_{m}\right)-f(x)\right\}-y\right| \leq \frac{1}{s+1}
$$
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Clearly $R$ is a closed relation. It is easy to verify that

$$
P(x, y) \Longleftrightarrow(\forall s)(\exists k)(\forall m)\left\{0<\left|r_{m}\right|<\frac{1}{k+1} \Longrightarrow R(x, y, s, k, m)\right\} .
$$

The second assertion is proved similarly, starting with the relation

$$
\begin{aligned}
& S(x, s, k, m, n) \Longleftrightarrow r_{m} \neq 0 \& \quad r_{n} \neq 0 \\
& \quad \&\left|\frac{1}{r_{m}}\left\{f\left(x+r_{m}\right)-f(x)\right\}-\frac{1}{r_{n}}\left\{f\left(x+r_{n}\right)-f(x)\right\}\right| \leq \frac{1}{s+1}
\end{aligned}
$$

1C.4. Let $C[0,1]$ be the space of continuous real functions on the unit interval and define $Q \subseteq C[0,1] \times \mathbb{R}$ by

$$
Q(f, x) \Longleftrightarrow 0<x<1 \& f^{\prime}(x) \text { exists. }
$$

Prove that $Q$ is ${\underset{\sim}{~}}_{3}^{0}$.
1C.5. Prove that if $P \subseteq \mathcal{X}$ and $Q \subseteq \mathcal{Y}$ are ${\underset{\sim}{\underset{n}{n}}}_{0}^{0}$ then the product $P \times Q \subseteq \mathcal{X} \times \mathcal{Y}$ is $\Sigma_{\sim}^{0}$.

Hint. Use closure under continuous substitution.
For the next exercise we introduce the basic problem of uniformization. ${ }^{(17)}$
Suppose $P \subseteq \mathcal{X} \times \mathcal{Y}$ is a subset of the product $\mathcal{X} \times \mathcal{Y}$. We say that $P^{*}$ uniformizes $P$, if $P^{*} \subseteq P$ and $P^{*}$ is the graph of a function with domain the projection $\exists^{\mathcal{Y}} P$. Intuitively, $P^{*}$ assigns to each point in $\exists^{\mathcal{Y}} P$ just one member of the section or fiber

$$
P_{x}=\{y: P(x, y)\}
$$

as in Figure 1C.5.
It follows from the axiom of choice that each $P$ can be uniformized by some $P^{*}$; on the other hand, it is often very difficult to find a definable uniformizing set, even if the given set is very simple.

The next exercise solves the uniformization problem in a very simple situation, but we will see later that even this easy result is useful.

1C.6. Prove that for each $n>1$, if $P \subseteq \mathcal{X} \times \omega$ is in $\underset{\sim}{\Sigma}{ }_{n}^{0}$, then there is some $P^{*}$ also in $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{0}$ which uniformizes $P$.

Hint. Suppose

$$
P(x, m) \Longleftrightarrow(\exists i) Q(x, m, i)
$$
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with $Q$ in ${\underset{\sim}{n-1}}_{0}^{0}$. Put

$$
\begin{gathered}
R(x, s) \Longleftrightarrow Q\left(x,(s)_{0},(s)_{1}\right) \&(\forall t<s) \neg Q\left(x,(t)_{0},(t)_{1}\right) \\
P^{*}(x, m) \Longleftrightarrow(\exists i) R(x,\langle m, i\rangle)
\end{gathered}
$$

Suppose $P$ and $Q$ are subsets of the same space $\mathcal{X}$. We say that the pair $P^{*}, Q^{*}$ reduces the pair $P, Q$ if the following hold: ${ }^{(16)}$

$$
\begin{gathered}
P^{*} \subseteq P, \quad Q^{*} \subseteq Q \\
P \cup Q=P^{*} \cup Q^{*} \\
P^{*} \cap Q^{*}=\emptyset
\end{gathered}
$$

(See Figure 1C.6.)
1C.7. Prove that for each $n>1$, every pair of sets $P, Q$ in $\underset{\sim}{\Sigma_{n}^{0}}$ is reducible by a pair $P^{*}, Q^{*}$ in $\underset{\sim}{\Sigma}{ }_{n}^{0}$.

Hint. Uniformize the set $R$ defined by

$$
R(x, m) \Longleftrightarrow\{P(x) \& m=0\} \vee\{Q(x) \& m=1\}
$$

Suppose that $P$ and $Q$ are disjoint subsets of the same space $\mathcal{X}$. We say that the set $S$ separates $P$ from $Q$ if $^{(16)}$

$$
P \subseteq S, \quad Q \cap S=\emptyset
$$

(See Figure 1C.7.)
1C.8. Prove that for each $n>1$, every disjoint pair of sets $P, Q$ in $\underset{\sim}{\underset{\sim}{n}}{ }_{n}^{0}$ can be separated by a set in $\underset{\sim}{\underset{\sim}{\underset{\sim}{x}}}{ }_{n}^{0}$.

Hint. To separate $P$ from $Q$, reduce the pair $\mathcal{X} \backslash P, \mathcal{X} \backslash Q$.

## 1D. Parametrization and hierarchy theorems

In the most general situation, a parametrization of a set $\mathcal{S}$ on $I$ (with code set $I$ ) is any surjection

$$
\pi: I \rightarrow \mathcal{S}
$$

on $I$ onto $\mathcal{S}$. Often we need parametrizations which are "nice"-e.g., we may want $\pi$ to be definable or to reflect some given structure on $\mathcal{S}$.
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Here we are interested in the case when $\mathcal{S}$ is the restriction of a given pointclass $\Gamma$ to some product space $\mathcal{X}$,

$$
\Gamma \upharpoonright \mathcal{X}=\{P \subseteq \mathcal{X}: P \in \Gamma\} .
$$

In fact we seek parametrizations of $\Gamma \upharpoonright \mathcal{X}$ on product spaces.
If $P \subseteq \mathcal{Y} \times \mathcal{X}$ and $y \in \mathcal{Y}$, let $P_{y}$ be the $y$-section of $P$,

$$
P_{y}=\{x \in \mathcal{X}: P(y, x)\},
$$

as in Figure 1D.1.
A pointset $G \subseteq \mathcal{Y} \times \mathcal{X}$ is universal for $\Gamma \upharpoonright \mathcal{X}$, if $G$ is in $\Gamma$ and the map

$$
y \mapsto G_{y}
$$

is a parametrization of $\Gamma \upharpoonright \mathcal{X}$ on $\mathcal{Y}$, i.e., for $P \subseteq \mathcal{X},{ }^{(15)}$

$$
P \in \Gamma \Longleftrightarrow \text { for some } y \in \mathcal{Y}, P=G_{y}
$$

A pointclass $\Gamma$ is $\mathcal{Y}$-parametrized if for every product space $\mathcal{X}$ there is some $G \subseteq \mathcal{Y} \times \mathcal{X}$ which is universal for $\Gamma \upharpoonright \mathcal{X}$.

Let

$$
N_{0}, N_{1}, N_{2}, \ldots
$$

be an enumeration of a basis for the topology of some product space $\mathcal{X}$ and define $O \subseteq \mathcal{N} \times \mathcal{X}$ by

$$
O(\varepsilon, x) \Longleftrightarrow(\exists n)\left[x \in N_{\varepsilon(n)}\right] .
$$

Clearly $O$ is open and each open set $P \subseteq \mathcal{X}$ is of the form

$$
P=O_{\varepsilon}=\bigcup_{n} N_{\varepsilon(n)}
$$

for some $\varepsilon \in \mathcal{N}$, so that $O$ is universal for ${\underset{\sim}{\mid}}_{1}^{0} \upharpoonright \mathcal{X}$. Thus ${\underset{\sim}{~}}_{1}^{0}$ is $\mathcal{N}$-parametrized and it is trivial to prove from this that all the Borel pointclasses ${\underset{\sim}{~}}_{n}^{0}$ and their duals ${\underset{\sim}{n}}_{n}^{0}$ are $\mathcal{N}$-parametrized. The next theorem establishes a little more.

1D.1. The Parametrization Theorem for $\underset{\sim}{\underset{\sim}{\boldsymbol{1}}} \mathbf{0}$. For every perfect product space $\mathcal{Y}$, ${\underset{\sim}{1}}_{0}^{1}$ is $\mathcal{Y}$-parametrized. ${ }^{(15)}$

Proof. Suppose $N(\mathcal{Y}, 0), N(\mathcal{Y}, 1), \ldots$ and $N(\mathcal{X}, 0), N(\mathcal{X}, 1), \ldots$ enumerate bases for the topology of $\mathcal{Y}$ and a fixed product space $\mathcal{X}$ respectively. Recall from Theorem 1A. 2 that there is a function $\sigma$ which assigns to each finite binary sequence $u$ a


Figure 1D.1. The section above $y$.
nbhd $N(\mathcal{Y}, \sigma(u))$ in $\mathcal{Y}$ such that (i), (ii) and (iii) of 1 A .2 hold. Using this $\sigma$, define $G \subseteq \mathcal{Y} \times \mathcal{X}$ by

$$
\begin{aligned}
G(y, x) \Longleftrightarrow & \text { there exists a finite binary sequence } u=\left(t_{0}, \ldots, t_{n}\right) \text { such that } \\
& t_{n}=0, y \in N(\mathcal{Y}, \sigma(u)) \text { and } x \in N(\mathcal{X}, n) .
\end{aligned}
$$

It is immediate that $G$ is open and hence every section $G_{y} \subseteq \mathcal{X}$ is open. The proof will be complete if we show that every open subset of $\mathcal{X}$ is a section of $G$, since then $G$ will be universal for ${\underset{\sim}{\Sigma}}_{1}^{0} \upharpoonright \mathcal{X}$ and $\mathcal{X}$ was arbitrary.

If $P \subseteq \mathcal{X}$ is open, then there is a set of integers $A$ such that

$$
x \in P \Longleftrightarrow(\exists n)[n \in A \& x \in N(\mathcal{X}, n)]
$$

Put

$$
t_{n}= \begin{cases}0 & \text { if } n \in A \\ 1 & \text { if } n \notin A\end{cases}
$$

and as in the proof of 1A. 3 define the sequence $\left\{y_{n}\right\}$ in $\mathcal{Y}$ by

$$
y_{n}=\text { the center of } N\left(\mathcal{Y}, \sigma\left(t_{0}, \ldots, t_{n}\right)\right)
$$

The properties of $\sigma$ imply that $\left\{y_{n}\right\}$ is Cauchy, so let

$$
y=\lim _{n \rightarrow \infty} y_{n} .
$$

We claim that for this $y$,

$$
G(y, x) \Longleftrightarrow x \in P
$$

If $x \in P$, then for some $n$ we have $t_{n}=0$ and $x \in N(\mathcal{X}, n)$, and by the properties of $\sigma, y \in N\left(\mathcal{Y}, \sigma\left(t_{0}, \ldots, t_{n}\right)\right)$, so by the definition of $G$ we have $G(y, x)$.

Conversely, if $G(y, x)$, then there is some $u=\left(t_{0}^{\prime}, t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right)$ such that $y \in N(\mathcal{Y}, \sigma(u))$ and $t_{n}^{\prime}=0$ and $x \in N(\mathcal{X}, n)$. Since $y \in N\left(\mathcal{Y}, \sigma\left(t_{0}, t_{1}, \ldots, t_{n}\right)\right)$, the sequences $\left(t_{0}, \ldots, t_{n}\right)$ and $\left(t_{0}^{\prime}, \ldots, t_{n}^{\prime}\right)$ are compatible by the properties of $\sigma$. But binary sequences of the same length are compatible only when they are identical, so $t_{0}=$ $t_{0}^{\prime}, \ldots, t_{n}=t_{n}^{\prime}=0$, hence $t_{n}=0$ and $x \in N(\mathcal{X}, n)$, so $x \in P$.

1D.2. Theorem. If a pointclass $\Gamma$ is $\mathcal{Y}$-parametrized, then so are the pointclasses $\neg \Gamma$ and $\exists^{\mathcal{Z}} \Gamma$, where $\mathcal{Z}$ is any product space. In particular all the Borel pointclasses ${\underset{\sim}{\Sigma}}_{n}^{0}$ and their duals ${\underset{\sim}{\Pi}}_{n}^{0}$ are $\mathcal{Y}$-parametrized, where $\mathcal{Y}$ is any perfect product space.

Proof. If $G \subseteq \mathcal{Y} \times \mathcal{X}$ is universal for $\Gamma \upharpoonright \mathcal{X}$, then $\neg G=\mathcal{Y} \times \mathcal{X} \backslash G$ is obviously universal form $\neg \Gamma \upharpoonright \mathcal{X}$. Similarly, if $G \subseteq \mathcal{Y} \times \mathcal{X} \times \mathcal{Z}$ is universal for $\Gamma \upharpoonright(\mathcal{X} \times \mathcal{Z})$, define $H \subseteq \mathcal{Y} \times \mathcal{X}$ by

$$
H(y, x) \Longleftrightarrow(\exists z) G(y, x, z)
$$

and verify immediately that $H$ is universal for $\exists^{\mathcal{Z}} \Gamma \upharpoonright \mathcal{X}$.
The significance of parametrizations is evident in the next result which we formulate in a very general setting.

1D.3. The Hierarchy Lemma. Let $\Gamma$ be a pointclass such that for every product space $\mathcal{X}$ and every pointset $P \subseteq \mathcal{X} \times \mathcal{X}$ in $\Gamma$, the diagonal

$$
P^{\prime}=\{x: P(x, x)\}
$$

is also in $\Gamma$. If $\Gamma$ is $\mathcal{Y}$-parametrized, then some $P \subseteq \mathcal{Y}$ is in $\Gamma$ but not in $\neg \Gamma$. ${ }^{(15)}$
Proof. Let $G \subseteq \mathcal{Y} \times \mathcal{Y}$ be universal for $\Gamma \upharpoonright \mathcal{Y}$ and take $P=\{y: G(y, y)\}$. By hypothesis $P \in \Gamma$. If $\neg P \in \Gamma$, then for some fixed $y^{*} \in \mathcal{Y}$ we would have

$$
G\left(y^{*}, y\right) \Longleftrightarrow \neg P(y) \Longleftrightarrow \neg G(y, y)
$$

which is absurd for $y=y^{*}$.
1D.4. The Hierarchy Theorem for the Borel Pointclasses of Finite Order. If $\mathcal{X}$ is any perfect product space, then the following diagram of proper inclusions holds:


Diagram 1D.2. The Borel pointclasses of finite order.
Proof. We have the inclusions from 1B.1, so it is enough to prove that they are proper.

From 1D. 2 we know that $\boldsymbol{\Sigma}_{n}^{0}$ and $\boldsymbol{\Pi}_{n}^{0}$ are $\mathcal{X}$-parametrized, hence by 1D. 3 there is
 $\mathcal{X}$. On the other hand, if ${\underset{\sim}{n}}_{n}^{\tilde{0}} \upharpoonright \mathcal{X}={\underset{\sim}{P}}_{n+1}^{\tilde{0}} \upharpoonright \mathcal{X}$, then ${\underset{\sim}{\Sigma}}_{n}^{0} \upharpoonright \mathcal{X}$ would be closed under $\neg$, so ${\underset{\sim}{\boldsymbol{\Pi}}}_{n}^{0} \upharpoonright \mathcal{X} \subseteq \underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{0} \upharpoonright \mathcal{X}$ contradicting $\underset{P}{\widetilde{0}} \underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{0} \backslash \underset{\sim}{\boldsymbol{\Pi}}{ }_{n}^{0}$.

## 1E. The projective sets

We now introduce a second hierarchy of pointclasses by applying repeatedly the operations of negation and projection along $\mathcal{N}$.

For each pointclass $\Lambda$ let

$$
\begin{aligned}
\exists^{\mathcal{N}} \Lambda & =\left\{\exists^{\mathcal{N}} P: P \in \Lambda\right\} \\
& =\left\{\exists^{\mathcal{N}} P: P \in \Lambda \upharpoonright(\mathcal{X} \times \mathcal{N}) \text { for some } \mathcal{X}\right\} .
\end{aligned}
$$

The Lusin pointclasses ${\underset{\sim}{\boldsymbol{\Sigma}}}_{n}^{1}(n \geq 1)$ are defined by the recursion

$$
\begin{aligned}
& \underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}=\exists^{\mathcal{N}}{\underset{\sim}{\boldsymbol{\Pi}}}_{1}^{0} \text {, } \\
& \underset{\sim}{\boldsymbol{\Sigma}}{ }_{n+1}^{1}=\exists^{\mathcal{N}} \neg \underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{1},
\end{aligned}
$$

and as with the Borel pointclasses we define the dual and ambiguous Lusin pointclasses by ${ }^{(11,12)}$

$$
\begin{aligned}
& \underset{n}{\boldsymbol{\Pi}}=\neg \underset{\sim}{\boldsymbol{\Sigma}} \\
& \underset{n}{1}, \\
&{\underset{n}{n}}_{1}^{1}=\underset{\sim}{\boldsymbol{\Sigma}} \cap \underset{\sim}{\boldsymbol{\Pi}}
\end{aligned}
$$

Thus a pointset $P \subseteq \mathcal{X}$ is $\underset{\sim}{\Sigma}{ }_{1}^{1}$ if there is a closed $F \subseteq \mathcal{X} \times \mathcal{N}$ such that for all $x$

$$
P(x) \Longleftrightarrow(\exists \alpha) F(x, \alpha),
$$

$P$ is ${\underset{\sim}{\Sigma}}_{2}^{1}$ (if there is an open $G \subseteq \mathcal{X} \times \mathcal{N} \times \mathcal{N}$ such that

$$
P(x) \Longleftrightarrow\left(\exists \alpha_{1}\right)\left(\forall \alpha_{2}\right) G\left(x, \alpha_{1}, \alpha_{2}\right)
$$

etc. Similarly, $P$ is ${\underset{\sim}{1}}_{1}^{1}$ if there is an open $G$ such that

$$
P(x) \Longleftrightarrow(\forall \alpha) G(x, \alpha)
$$

$P$ is ${\underset{\sim}{2}}_{2}^{1}$ if there is a closed $F$ such that

$$
P(z) \Longleftrightarrow\left(\forall \alpha_{1}\right)\left(\exists \alpha_{2}\right) F\left(x, \alpha_{1}, \alpha_{2}\right),
$$

etc.
The pointsets that occur in these Lusin pointclasses are the projective sets, the chief objects of our study.

1E.1. Theorem. The following diagram of inclusions holds among the Lusin pointclasses:


Diagram 1E.1. The Lusin pointclasses.
Proof. The inclusions ${\underset{\sim}{n}}_{n}^{1} \subseteq{\underset{\sim}{n}}_{n+1}^{1}$ are proved by vacuous quantification, the same way we showed ${\underset{\sim}{n}}_{n}^{0} \subseteq{\underset{\sim}{n+1}}_{0}^{0}$ in 1B.1.

If $F$ is a closed set, then $F$ is $\underset{\sim}{\square}{ }_{2}^{0}$ by 1B.1, so for some open $G$,

$$
\begin{aligned}
F(x) & \Longleftrightarrow(\forall t) G(x, t) \\
& \Longleftrightarrow(\forall \alpha) G(x, \alpha(0)) .
\end{aligned}
$$

Now the set $G^{\prime} \subseteq \mathcal{X} \times \mathcal{N}$ defined by

$$
G^{\prime}(x, \alpha) \Longleftrightarrow G(x, \alpha(0))
$$

is also open since $G$ is and the map

$$
(x, \alpha) \mapsto(x, \alpha(0))
$$

is continuous, hence $F$ is $\underset{\sim}{\boldsymbol{\Pi}}{ }_{1}^{1}$. Thus every closed set is ${\underset{\sim}{~}}_{1}^{1}$ and then, by definition, every $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}$ set is $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2}^{1}$, from which

$$
\underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{1} \subseteq{\underset{\sim}{\boldsymbol{N}}}_{n+1}^{1}
$$

follows immediately by induction.
The remaining inclusions in the diagram are trivial.

To prove the closure properties of the Lusin pointclasses we need maps that allow us to code infinite sequences of irrational by single irrationals. Put

$$
(\alpha)_{i}=(t \mapsto \alpha(\langle i, t\rangle)),
$$

i.e.,

$$
(\alpha)_{i}=\beta, \text { where } \beta(t)=\alpha(\langle i, t\rangle) .
$$

There is a $k$-ary inverse of this function for each $k \geq 1$,

$$
\begin{aligned}
\left\langle\alpha_{0}, \ldots, \alpha_{k-1}\right\rangle(\langle i, t\rangle) & =\alpha_{i}(t) & & \text { if } i<k, \\
\left\langle\alpha_{0}, \ldots, \alpha_{k-1}\right\rangle(n) & =0 & & \text { if } n \neq\langle i, t\rangle \text { for all } t \text { and } i<k .
\end{aligned}
$$

The maps

$$
\begin{aligned}
(\alpha, i) & \mapsto(\alpha)_{i}, \\
\left(\alpha_{0}, \ldots, \alpha_{k-1}\right) & \mapsto\left\langle\alpha_{0}, \ldots, \alpha_{k-1}\right\rangle
\end{aligned}
$$

are obviously continuous and for each $k$ and $i<k$,

$$
\left(\left\langle\alpha_{0}, \ldots, \alpha_{k-1}\right\rangle\right)_{i}=\alpha_{i} .
$$

It is also useful to have a notation for the shift map,

$$
\alpha^{\star}=(t \mapsto \alpha(t+1)) .
$$

Again, $\alpha \mapsto \alpha^{\star}$ is continuous.
1E.2. Theorem. Each Lusin pointclass ${\underset{\sim}{~}}_{n}^{1}$ is closed under continuous substitution, $\vee$, \&, $\exists^{\leq}, \forall \leq, \forall^{\omega}$ and $\exists^{\mathcal{Y}}$ for every product space $\mathcal{Y}$.

Each dual Lusin pointclass ${\underset{\sim}{~}}_{n}^{1}$ is closed under continuous substitution, $\vee, \&, \exists \leq, \forall \leq$, $\exists^{\omega}$ and $\forall^{\mathcal{Y}}$ for every product space $\mathcal{Y}$.

Each ambiguous Lusin pointclass ${\underset{\sim}{\boldsymbol{a}}}^{1}$ is closed under $\neg, \vee, \&, \exists \leq, \forall^{\leq}, \exists^{\omega}$ and $\forall^{\omega}$.
In particular, every pointset of finite Borel order is $\underset{\sim}{\underset{1}{1}}{ }_{1}^{1}$.
Proof. The results about ${\underset{\sim}{n}}_{n}^{1}$ and $\underset{\sim}{\underset{n}{1}}{ }_{n}^{1}$ follow immediately from those about $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{1}$ and the last assertion is a trivial consequence of the closure properties of ${\underset{\sim}{\Delta}}_{1}^{1}$.

Closure of ${\underset{\sim}{1}}_{1}^{1}$ under continuous substitution follows from the closure of ${\underset{\sim}{~}}_{1}^{0}$ under continuous substitution.

To prove closure of ${\underset{\sim}{1}}_{1}^{1}$ under $\vee, \&, \exists^{\leq}, \forall^{\leq}$and $\exists^{\mathcal{Y}}$ we use quantifier contractions. For example, to prove closure under $\exists^{\mathcal{N}}$, assume that

$$
P(x, \alpha) \Longleftrightarrow(\exists \beta) F(x, \alpha, \beta)
$$

with $F$ closed. Then

$$
\begin{aligned}
(\exists \alpha) P(x, \alpha) & \Longleftrightarrow(\exists \alpha)(\exists \beta) F(x, \alpha, \beta) \\
& \Longleftrightarrow(\exists \gamma) F\left(x,(\gamma)_{0},(\gamma)_{1}\right)
\end{aligned}
$$

and $\exists^{\mathcal{N}} P$ is ${\underset{\sim}{1}}_{1}^{1}$ by closure of ${\underset{\sim}{~}}_{1}^{0}$ under continuous substitution.
To take one more example, suppose

$$
P(x, m) \Longleftrightarrow(\exists \beta) F(x, m, \beta) .
$$

Then

$$
\begin{aligned}
(\forall m \leq n) P(x, m) & \Longleftrightarrow(\forall m \leq n)(\exists \beta) F(x, m, \beta) \\
& \Longleftrightarrow(\exists \gamma)(\forall m \leq n) F\left(x, m,(\gamma)_{m}\right)
\end{aligned}
$$

and again $\forall \leq P$ is ${\underset{\sim}{1}}_{1}^{1}$ by closure of ${\underset{\sim}{\boldsymbol{M}}}_{1}^{0}$ under continuous substitution and $\forall \leq$.


Diagram 1E.2. The Lusin pointclasses.
Closure of ${\underset{\sim}{~}}_{1}^{1}$ under $\exists^{\omega}$ follows immediately from the equivalence

$$
(\exists t)(\exists \alpha) Q(x, t, \alpha) \Longleftrightarrow(\exists \gamma) Q\left(x, \gamma(0), \gamma^{\star}\right)
$$

For every product space $\mathcal{Y}$, there is a continuous surjection

$$
\pi: \mathcal{N} \rightarrow \mathcal{Y}
$$

of $\mathcal{N}$ onto $\mathcal{Y}$ by 1A.1. Thus if $P \subseteq \mathcal{X} \times \mathcal{Y}$, then

$$
(\exists y) P(x, y) \Longleftrightarrow(\exists \alpha) P(x, \pi(\alpha))
$$

and closure of $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}$ under $\exists^{\mathcal{Y}}$ follows from closure under continuous substitution and $\exists^{\mathcal{N}}$.

Finally, to prove closure of ${\underset{\sim}{~}}_{1}^{1}$ under $\forall^{\omega}$, suppose

$$
P(x, t) \Longleftrightarrow(\exists \alpha) F(x, t, \alpha)
$$

with $F$ in ${\underset{\sim}{~}}_{1}^{0}$. Then

$$
\begin{aligned}
(\forall t) P(x, t) & \Longleftrightarrow(\forall t)(\exists \alpha) F(x, t, \alpha) \\
& \Longleftrightarrow(\exists \gamma)(\forall t) F\left(x, t,(\gamma)_{t}\right),
\end{aligned}
$$

so $\forall^{\omega} P$ is ${\underset{\sim}{1}}_{1}^{1}$ by closure of ${\underset{\sim}{\boldsymbol{\Sigma}}}_{1}^{0}$ under continuous substitution and $\forall^{\omega}$.
The closure properties of ${\underset{\sim}{n}}_{n}^{1}$ for $n>1$ follow by induction, using the same quantifier manipulations that we used for the case of ${\underset{\sim}{1}}_{1}^{1}$.

In addition to the obvious quantifier contractions

$$
\begin{aligned}
(\exists \alpha)(\exists \beta) P(\alpha, \beta) & \Longleftrightarrow(\exists \gamma) P\left((\gamma)_{0},(\gamma)_{1}\right), \\
(\forall \alpha)(\forall \beta) P(\alpha, \beta) & \Longleftrightarrow(\forall \gamma) P\left((\gamma)_{0},(\gamma)_{1}\right),
\end{aligned}
$$

we also used in this proof the equivalence

$$
(\forall t)(\exists \alpha) P(t, \alpha) \Longleftrightarrow(\exists \gamma)(\forall t) P\left(t,(\gamma)_{t}\right)
$$

This expresses the countable axiom of choice for pointsets. The dual equivalence

$$
(\exists t)(\forall \alpha) P(t, \alpha) \Longleftrightarrow(\forall \gamma)(\exists t) P\left(t,(\gamma)_{t}\right)
$$

looks a bit mysterious at first sight. We prove it by taking the negation of each side in the countable axiom of choice.

Theorems 1D.1-1D. 4 and 1E. 1 yield immediately the following result.
1E.3. The Parametrization and Hierarchy Properties of the Lusin Pointclasses. For each $n \geq 1$ and for each perfect product space $\mathcal{Y}$, the pointclasses ${\underset{\sim}{n}}_{n}^{1}$, ${\underset{\sim}{n}}_{1}^{1}$ are $\mathcal{Y}$-parametrized. Hence they satisfy the diagram $1 E .2$ of proper inclusions (on the following page), where $\mathcal{X}$ is any perfect product space. ${ }^{(12)}$

In the classical terminology the ${\underset{\sim}{1}}_{1}^{1}$ pointsets are called analytic or $A$-sets. They include most of the sets one encounters in hard analysis. The $\underset{\sim}{\boldsymbol{\Pi}}{ }_{1}^{1}$ sets are coanalytic or $C A$-sets, the ${\underset{\sim}{2}}_{2}^{1}$ sets are $P C A$-sets, the $\underset{\sim}{\underset{2}{1}}$ sets are $C P C A$-sets, etc.

## Exercises

1E.4. If $f: \mathcal{X} \rightarrow \mathcal{Y}$, let

$$
\operatorname{Graph}(f)=\{(x, y): f(x)=y\} .
$$

Prove that if $f$ is continuous, then $\operatorname{Graph}(f)$ is closed.
1E.5. Prove that if $f: \mathcal{X} \rightarrow \mathcal{Y}$ is continuous and $P$ is a ${\underset{\sim}{\Sigma}}_{n}^{1}$ subset of $\mathcal{X}$, then $f[P]=\{f(x): P(x)\}$ is $\underset{n}{\boldsymbol{\Sigma}}{ }_{n}^{1}$.

1E.6. Prove that for every pointset $P \subseteq \mathcal{X}$,
$P$ is ${\underset{\sim}{~}}_{1}^{1} \Longleftrightarrow P=f[\mathcal{N}]$ for some continuous $f$,
$P$ is $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{n+1}^{1} \Longleftrightarrow P=f[Q]$ for some $\underset{\sim}{\boldsymbol{\Pi}}{ }_{n}^{1}$ set $Q \subseteq \mathcal{N}$ and some continuous $f$.
Hint. For the first assertion, suppose $P$ is the projection of some closed subset $C$ of $\mathcal{X} \times \mathcal{N}$. Consider $C$ as a metric space with the metric it inherits from $\mathcal{X} \times \mathcal{N} ;$ it is easily separable and complete, so by 1A.1, there is a continuous surjection $f: \mathcal{N} \rightarrow C$. Now $P$ is the image of $\mathcal{N}$ under $f$ followed by the continuous projection function.

We cannot replace $\mathcal{N}$ by an arbitrary perfect product space in this result, because of the next exercise. However, see 1G. 12 for a related characterization of $\underset{\sim}{\Sigma}{ }_{1}^{1}$.

1E.7. Prove that if $f: \mathbb{R} \rightarrow \mathcal{X}$ is continuous and $F$ is a closed set of reals, the $f[F]$ is ${\underset{\sim}{~}}_{2}^{0}$.

Hint. $\mathbb{R}$ is a countable union of compact sets.
Practically every specific pointset which comes up in the usual constructions of analysis and topology is easily shown to be projective-in fact, almost always, it is $\underset{\sim}{1}$ or $\underset{\sim}{\boldsymbol{\prod}}{ }_{1}^{1}$. We only mention a couple of simple examples here, since we will meet several interesting projective pointsets later on.

1 E .8 . On the space $C[0,1]$ of continuous real functions on the unit interval, put
$Q(f) \Longleftrightarrow f$ is differentiable on $[0,1]$,
$R(f) \Longleftrightarrow f$ is continuously differentiable on $[0,1]$,
where at the endpoints we naturally take the one-sided derivatives. Prove that $Q$ is $\underset{\sim}{\boldsymbol{\Pi}}{ }_{1}^{1}$ and $R$ is $\underset{\sim}{1}$.

## 1F. Countable operations and the transfinite Borel pointclasses

A countable pointset operation is any function $\Phi$ with domain some set of infinite sequences of pointsets and pointsets as values. We will often use the notation

$$
\Phi_{i} P_{i}=\Phi\left(P_{0}, P_{1}, P_{2}, \ldots\right)
$$

The most obvious countable operations are countable conjunction, $\Lambda^{\omega}$, and countable disjunction, $\bigvee^{\omega}$. Here $\bigwedge_{i}^{\omega} P_{i}$ and $\bigvee_{i}^{\omega} P_{i}$ are defined when all the $P_{i}$ are subsets of the same space $\mathcal{X}$ and

$$
\begin{aligned}
& x \in \bigwedge_{i}^{\omega} P_{i} \Longleftrightarrow \bigwedge_{i} P_{i}(x) \\
& x \in \bigvee_{i}^{\omega} P_{i} \Longleftrightarrow \bigvee_{i} P_{i}(x) \Longleftrightarrow \text { for all } i \in \omega, P_{i}(x) \\
& \text { for some } i \in \omega, P_{i}(x)
\end{aligned}
$$

In set theoretic notation

$$
\bigwedge_{i}^{\omega} P_{i}=\bigcap_{i} P_{i}, \quad \bigvee_{i}^{\omega} P_{i}=\bigcup_{i} P_{i}
$$

whenever all the $P_{i}$ are subsets of the same space.
A pointclass $\Lambda$ is closed under a countable operation $\Phi$, if whenever $P_{0}, P_{1}, \ldots$ are all in $\Lambda$ and $\Phi_{i} P_{i}$ is defined, then $\Phi_{i} P_{i}$ is also in $\Lambda$.

1F.1. Theorem. Let $\Gamma$ be an $\mathcal{N}$-parametrized pointclass which is closed under continuous substitution. If $\Gamma$ is closed under $\exists^{\omega}$, then it is closed under $\bigvee^{\omega}$ and if $\Gamma$ is closed under $\forall^{(\omega}$, then it is also closed under $\bigwedge^{\omega}$.

Proof. Suppose $P_{i} \subseteq \mathcal{X}, P_{i} \in \Gamma$, let $G \subseteq \mathcal{N} \times \mathcal{X}$ be universal and choose irrationals $\varepsilon_{i}$ such that

$$
P_{i}=G_{\varepsilon_{i}}=\left\{x \in \mathcal{X}: G\left(\varepsilon_{i}, x\right)\right\} .
$$

Now pick $\varepsilon$ so that for every $i$,

$$
(\varepsilon)_{i}=\varepsilon_{i}
$$

and set

$$
x \in P \Longleftrightarrow(\exists i) G\left((\varepsilon)_{i}, x\right)
$$

Clearly $P \in \Gamma$ by closure under continuous substitution and $\exists^{\omega}$ and $P=\bigcup_{i} P_{i}$.
The argument about $\forall^{\omega}$ is similar.
1F.2. Corollary. Each $\underset{\sim}{\boldsymbol{\Sigma}} 0$ is closed under $\bigvee^{\omega}$ each ${\underset{\sim}{\boldsymbol{\Pi}}}_{n}^{0}$ is closed under $\Lambda^{\omega}$ and all $\underset{\sim}{\Sigma}{ }_{n}^{1},{\underset{\sim}{~}}_{n}^{1}, \underset{\sim}{\Delta}{ }_{n}^{1}$ are closed under both $\bigvee{ }^{\omega}$ and $\bigwedge^{\omega} .{ }^{(12)}$

If $\Phi$ is a $k$-ary or countable set operation and $\Lambda$ is a pointclass, put

$$
\Phi \Lambda=\left\{\Phi\left(P_{0}, P_{1}, \ldots\right): P_{0}, P_{1}, \cdots \in \Lambda \text { and } \Phi\left(P_{0}, P_{1}, \ldots\right) \text { is defined }\right\} .
$$

We have already used this notation in connection with $\exists^{\omega}$ and $\exists^{\mathcal{N}}$.
It is trivial to verify that if $\Lambda$ is closed under continuous substitution, then

$$
\exists^{\omega} \Lambda \subseteq \bigvee^{\omega} \Lambda,
$$

i.e., every projection along $\omega$ of a set in $\Lambda$ can be written as a countable union of sets in $\Lambda$. This together with 1F. 2 give us a new inductive characterization of the finite Borel pointclasses,

$$
\begin{aligned}
& \underset{\sim}{\boldsymbol{\Sigma}} \\
& 1 \\
& \boldsymbol{\Sigma}_{\sim}^{0}=\text { all open sets, } \\
&=\bigvee^{\omega} \neg \underset{\sim}{\boldsymbol{\Sigma}}
\end{aligned}
$$

Now the class of all pointsets of finite Borel order is closed under $\exists^{\omega}$ but it is not closed under $\bigvee^{\omega}$; for example, choose $G_{n} \subseteq \mathcal{N}$ to be in ${\underset{\sim}{\Sigma}}_{n}^{0} \backslash \underset{\sim}{\prod_{n}^{0}}$ and verify that

$$
G=\bigcup_{n}\left\{(n, \alpha): \alpha \in G_{n}\right\}
$$

is not in any ${\underset{\sim}{n}}_{n}^{0}$. This suggests an extension of the finite Borel hierarchy into the transfinite as follows.

Take

$$
\underset{\sim}{\Sigma_{1}^{0}}=\text { all open pointsets }
$$

and for each ordinal number $\xi>1$, let

$$
\underset{\sim}{\boldsymbol{\Sigma}}{ }_{\xi}^{0}=\bigvee^{\omega} \neg\left(\bigcup_{\eta<\xi}{\underset{\sim}{2}}_{0}^{0}\right) .
$$

Unscrambling this, $P$ is in $\underset{\sim}{\boldsymbol{\Sigma}} 0$ is there are pointsets $P_{0}, P_{1}, \ldots$ with each $P_{i}$ in some $\underset{\sim}{\boldsymbol{\Sigma}} 0, \eta<\xi$, such that

$$
P=\bigcup_{i}\left(\mathcal{X} \backslash P_{i}\right) .
$$

We call ${\underset{\sim}{\xi}}_{\xi}^{0}$ the Borel pointclass of order $\xi$. The dual and ambiguous Borel pointclasses are defined in the obvious way, ${ }^{(8,9)}$

$$
\begin{aligned}
& \underset{\sim}{\boldsymbol{\Pi}}{ }_{\xi}^{0}=\neg{\underset{\sim}{\Sigma}}_{\tilde{\xi}}^{0}, \\
& \underset{\sim}{\Delta} \underset{\xi}{0}=\underset{\sim}{\boldsymbol{\Sigma}}{ }_{\xi}^{0} \cap \underset{\sim}{\boldsymbol{\Pi}}{ }_{\xi}^{0} .
\end{aligned}
$$

For finite $\xi$ this definition yields the pointclasses $\underset{\sim}{\boldsymbol{\Sigma}} 0$ as we know them, so there is no conflict in notation.

It is very easy to extend the basic properties of the finite Borel pointclasses to all Borel pointclasses and we will leave this for the exercises. We only state here the basic characterization of the pointclass $\boldsymbol{B}$ of Borel sets, ${ }^{(8)}$

$$
\boldsymbol{B}=\bigcup_{\xi}{\underset{\sim}{\Sigma}}_{\boldsymbol{\Sigma}_{\xi}^{0}}^{0} .
$$

1F.3. Theorem. For each product space $\mathcal{X}$ the class $\boldsymbol{B} \upharpoonright \mathcal{X}$ of Borel subsets of $\mathcal{X}$ is the smallest collection of subsets of $\mathcal{X}$ which contains the open sets and is closed under complementation and countable union; similarly, $\boldsymbol{B} \mid \mathcal{X}$ is the smallest collection of subsets of $\mathcal{X}$ which contains the open (or the closed) sets and is closed under countable union and countable intersection.

Proof. If $P$ is Borel, then $P$ is in $\underset{\sim}{\underset{\xi}{0}} 0$ for some $\xi$, so $\neg P=\mathcal{X} \backslash P \in \underset{\sim}{\Sigma}{ }_{\xi+1}^{0}$, in particular, $\neg P$ is Borel. Also, if $P_{i}$ is Borel for every $i, P_{i} \subseteq \mathcal{X}$, then $P_{i} \subseteq \underset{\sim}{\boldsymbol{\Sigma}} \underset{\xi_{i}}{0}$ for some $\xi_{i}$, so $\neg P_{i} \in \sum_{\sim} \sum_{\xi_{i}+1}^{0}$ and taking

$$
\xi=\operatorname{supremum}\left\{\xi_{i}+2: i=0,1,2, \ldots\right\},
$$

we have $P \in{\underset{\sim}{\mid}}_{\underset{\xi}{0}}^{0}$, since

$$
P=\bigcup_{i} P_{i}=\bigcup_{i}\left(\mathcal{X} \backslash\left(\mathcal{X} \backslash P_{i}\right)\right) .
$$

Thus the class of Borel subsets of $\mathcal{X}$ is closed under $\neg$ and $\bigvee^{\omega}$.
Conversely, if $\mathcal{S}$ is any collection of subsets of $\mathcal{X}$ which is closed under $\neg$ and $\bigvee^{\omega}$, then $\mathcal{S}$ clearly contains all open subsets of $\mathcal{X}$ and an easy induction on $\xi$ shows that

$$
P \subseteq \mathcal{X}, P \in \underset{\sim}{\boldsymbol{\Sigma}_{\xi}^{0}} \Longrightarrow P \in \mathcal{S} .
$$

For the second assertion, notice first that $\boldsymbol{B} \upharpoonright \mathcal{X}$ is easily closed under countable intersection, since

$$
\bigcap_{i} P_{i}=\mathcal{X} \backslash\left(\bigcup_{i}\left(\mathcal{X} \backslash P_{i}\right)\right) .
$$

Conversely, if $\mathcal{S}$ contains all the open subsets of $\mathcal{X}$ and is closed under both countable union and countable intersection, then each $P \subseteq \mathcal{X}$ which is either ${\underset{\sim}{\Sigma}}_{0}^{0}$ or ${\underset{\sim}{\Pi}}_{\xi}^{0}$ is in $\mathcal{S}$ by a trivial induction on $\xi$; because closed sets are countable intersections of open sets and in general

$$
\begin{align*}
& P \in \underset{\sim}{\boldsymbol{\Sigma}} \underset{\xi}{0} \Longrightarrow P=\bigcup_{i} P_{i} \quad \text { with each } \quad P_{i} \in{\underset{\sim}{\boldsymbol{~}}}_{\eta_{i}}^{0}, \quad \eta_{i}<\xi, \\
& P \in{\underset{\sim}{\boldsymbol{\Pi}}}_{\xi}^{0} \Longrightarrow P=\bigcap_{i} P_{i} \quad \text { with each } \quad P_{i} \in \underset{\sim}{\boldsymbol{\Sigma}_{\eta_{i}}^{0}}, \quad \eta_{i}<\xi .
\end{align*}
$$

It is immediate from the definition of the Borel sets and the closure properties of ${\underset{\sim}{\Delta}}_{1}^{1}$ that $\boldsymbol{B} \subseteq \underset{\sim}{\Delta}{ }_{1}^{1}$. Actually,

$$
\boldsymbol{B}={\underset{\sim}{\Delta}}_{1}^{1}
$$

This is one of the central results of the theory-we will prove it in Chapter 2.

## Exercises

1F.4. Prove that each Borel pointclass $\underset{\sim}{\Sigma_{\xi}^{0}}$ is closed under continuous substitution, $\vee, \&, \exists \leq, \forall \leq, \exists^{\omega}$ and $\bigvee^{\omega}$. State and prove the natural closure properties of the pointclasses $\underset{\sim}{\boldsymbol{\Pi}} \underset{\xi}{0}$ and $\underset{\sim}{\underset{\sim}{\Delta}} \underset{\underset{\sim}{0}}{0}$.

Hint. Use induction on $\xi$. One way to arrange the computations is to show the following lemmas, for $\Lambda$ 's which contain all clopen sets:
(1) If $\Lambda$ is closed under continuous substitution, $\vee$ and $\&$, then $\bigvee^{\omega} \neg \Lambda$ is also closed under these operations and $\bigvee^{\omega}$.
(2) If $\Lambda$ is closed under continuous substitution, $\vee, \&$ and $\bigvee^{\omega}$, then $\Lambda$ is closed under $\exists \leq, \forall^{\leq}$and $\exists^{\omega}$.
(3) If $\Lambda_{0} \subseteq \Lambda_{1} \subseteq \cdots$ is an increasing sequence of pointclasses, each closed under continuous substitution, $\vee$ and $\&$, then $\bigcup_{i} \Lambda_{i}$ has the same properties.

1F.5. Prove that

$$
\boldsymbol{B}=\bigcup_{\xi<\aleph_{1}} \underset{\sim}{\boldsymbol{\Sigma}_{\xi}^{0}}
$$

i.e., every Borel set occurs in some Borel class of countable order.

1F.6. Prove that for each countable $\xi,{\underset{\sim}{\mid}}_{\xi}^{0}$ is $\mathcal{N}$-parametrized. Infer that

$$
\underset{\sim}{\Delta} \underset{\xi}{0} \upharpoonright \mathcal{N} \subsetneq \underset{\sim}{\underset{\sim}{\Sigma}} 0 \underset{\xi}{0} \upharpoonright \mathcal{N} \subsetneq \underset{\sim}{\Delta} \underset{\xi+1}{0} \upharpoonright \mathcal{N}
$$

so in particular no Borel class ${\underset{\sim}{\sim}}_{\xi}^{0}$ of countable order exhausts the Borel sets.
Hint. The result is known for finite $\xi$, so we proceed by induction. Choose $\xi_{0}, \xi_{1}, \ldots$ so that the supremum $\left\{\xi_{i}+1: i=0,1, \ldots\right\}=\xi$ and let $G_{i} \subseteq \mathcal{N} \times \mathcal{X}$ be universal for ${\underset{\sim}{\xi_{i}}}_{0} \upharpoonright \mathcal{X}$. Put

$$
G(\alpha, x) \Longleftrightarrow \bigvee_{i} \neg G_{i}\left((\alpha)_{i}, x\right)
$$

and show that $G$ is universal for ${\underset{\sim}{~}}_{\xi}^{0} \upharpoonright \mathcal{X}$ by verifying that each $P$ in $\underset{\sim}{\Sigma_{\xi}^{0}} \upharpoonright \mathcal{X}$ satisfies

$$
P(x) \Longleftrightarrow \bigvee_{i} \neg P_{i}(x)
$$

with each $P_{i}$ in $\underset{\sim}{\boldsymbol{\Sigma}_{i}} \underset{i}{0}$.
In the exercises of the next section we will extend this result to show that each $\underset{\sim}{\underset{\xi}{0}} 0$ is $\mathcal{Y}$-parametrized for each perfect product space $\mathcal{Y}$.

1F.7. Suppose $R_{0}, R_{1}, \cdots$ are all subsets of the same space $\mathcal{X}$ and we take

$$
R(x, s) \Longleftrightarrow R_{s}(x)
$$

Prove that if each $R_{s}$ is in $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{\xi}^{0}$, then so is $R$.
Hint. For each $i$, put

$$
P_{i}(x, s) \Longleftrightarrow R_{i}(x) \& s=i
$$

and notice that each $P_{i}$ is $\underset{\sim}{\Sigma_{\xi}^{0}}$ by the closure properties of this pointclass. Now

$$
P_{i}(x, s) \Longleftrightarrow \bigvee_{i} P_{i}(x, s)
$$

Recall the definitions of parametrization, reduction and separation given in the exercises of 1 C .

1F.8. Prove that for each $\xi>1$, if $P \subseteq \mathcal{X} \times \omega$ is in $\underset{\sim}{\underset{\xi}{*}}$, then there is a $P^{*}$ also in $\underset{\sim}{\underset{\sim}{\mid}}{ }_{\xi}^{0}$ which uniformizes $P$.

Hint. We follow the same argument as in 1C.6, but now we deal with infinitary operation $\bigvee^{\omega}$ instead of projection on $\omega, \exists^{\omega}$. If

$$
P(x, m) \Longleftrightarrow \bigvee_{i} Q_{i}(x, m)
$$

where each $Q_{i}$ is in some $\prod_{\sim}^{\xi_{i}} 0$ with $\xi_{i}<\xi$, put

$$
R_{s}(x) \Longleftrightarrow Q_{(s)_{1}}\left(x,(s)_{0}\right) \& \bigwedge_{t<s} \neg Q_{(t)_{1}}\left(x,(t)_{0}\right)
$$

and check that each $R_{s}$ is in $\prod_{\xi_{i}}^{0}$, so that by the preceding exercise,

$$
R(x, s) \Longleftrightarrow R_{s}(x)
$$

is in $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{\xi}^{0}$. Take

$$
P^{*}(x, m) \Longleftrightarrow(\exists i) R(x,\langle m, i\rangle)
$$

1F.9. Prove that for each $\xi>1$, every pair of sets $P, Q$ in $\underset{\sim}{\underset{\sim}{x}} 0$ is reducible by a pair $P^{*}, Q^{*}$ in $\underset{\sim}{\boldsymbol{\Sigma}_{\xi}^{0}}{ }^{(16)}$

1F.10. Prove that for each $\xi>1$, every disjoint pair of sets $P, Q$ in ${\underset{\sim}{~}}_{\xi}^{0}$ can be separated by a set in $\underset{\sim}{\underset{\xi}{*}}{ }_{\xi}^{0}$. ${ }^{(16)}$

## 1G. Borel functions and isomorphisms

Let $\Lambda$ be a fixed pointclass and let

$$
f: \mathcal{X} \rightarrow \mathcal{Y}
$$

be a function. We say that $f$ is $\Lambda$-measurable, if for each basic nbhd $N_{s} \subseteq \mathcal{Y}$, the inverse image $f^{-1}\left[N_{s}\right]$ is in $\Lambda$. This notion is due to Lebesgue. ${ }^{(10)}$

Here we are mostly interested in Borel measurable or simply Borel functions. A Borel isomorphism between two spaces is a bijection

$$
f: \mathcal{X} \multimap \mathcal{Y}
$$

such that both $f$ and its inverse are Borel measurable.
The main result of this section is that every perfect product space is both Borel isomorphic with $\mathcal{N}$ and the continuous one-to-one image of some closed subset of $\mathcal{N}$. We will also show that the Lusin pointclasses are closed under Borel substitution. Thus in studying projective sets we can often simplify proofs by assuming that the space under consideration is $\mathcal{N}$.

We will leave for the exercises some very interesting results about ${\underset{\sim}{\xi}}_{0}^{0}$-measurable functions.

Let us first dispose of the easy result.
1G.1. Theorem. If $f: \mathcal{X} \rightarrow \mathcal{Y}$ is a Borel function and $P \subseteq \mathcal{Y}$ is in any of the pointclasses $\boldsymbol{B}, \underset{\sim}{\underset{\sim}{1}}, \underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{1},{\underset{\sim}{n}}_{n}^{1}$, then $f^{-1}[P]$ is in the same pointclass.

In particular, the collection of Borel functions is closed under composition.

Proof. A simple induction on $\xi$ shows that if $f$ is Borel and $P$ is ${\underset{\sim}{\boldsymbol{\Sigma}}}_{\xi}^{0}$, then $f^{-1}[P]$ is Borel. Thus $\boldsymbol{B}$ is closed under Borel substitution. Also, if $f: \mathcal{X} \rightarrow \mathcal{Y}, g: \mathcal{Y} \rightarrow \mathcal{Z}$ are both Borel and $h: \mathcal{X} \rightarrow \mathcal{Z}$ is the composition,

$$
h(x)=g(f(x))
$$

then for each open set $P \subseteq \mathcal{Z}$,

$$
h^{-1}[P]=f^{-1}\left[g^{-1}[P]\right],
$$

so $h^{-1}[P]$ is Borel and $h$ is Borel measurable.
For the rest, notice that

$$
f(x)=y \Longleftrightarrow \bigwedge_{s}\left[y \in N_{s} \Longrightarrow f(x) \in N_{s}\right],
$$

so that the graph of $f$

$$
\operatorname{Graph}(f)=\{(x, y): f(x)=y\}
$$

is Borel. Now for any $P \subseteq \mathcal{Y}$,

$$
\begin{aligned}
P(f(x)) & \Longleftrightarrow(\exists y)[P(y) \& f(x)=y] \\
& \Longleftrightarrow(\forall y)[P(y) \vee f(x) \neq y] .
\end{aligned}
$$

These equivalences, the fact that $\boldsymbol{B} \subseteq{\underset{\sim}{1}}_{1}^{1}$ and the closure properties of the pointclasses $\underset{\sim}{\Delta}{ }_{n}^{1}, \underset{\sim}{\boldsymbol{\Sigma}},{ }_{\sim}^{1},{ }_{n}^{1}$ imply immediately that if $P$ is in one of them, then so is $f^{-1}[P]$.

We now go to the transfer theorems which often allow us to study just subsets of $\mathcal{N}$ instead of arbitrary pointsets. The first of these is a more refined statement of Theorem 1A.1. ${ }^{(18)}$

1G.2. Theorem. For every product space $\mathcal{X}$ there is a continuous surjection

$$
\pi: \mathcal{N} \rightarrow \mathcal{X}
$$

and a closed set $A \subseteq \mathcal{N}$ such that $\pi$ is one-to-one on $A$ and $\pi[A]=\mathcal{X}$. Moreover, there is a Borel injection

$$
f: \mathcal{X} \mapsto \mathcal{N}
$$

which is precisely the inverse of $\pi$ restricted to $A$, i.e., for all $\alpha \in A, f(\pi(\alpha))=\alpha$ and for all $x \in \mathcal{X}, f(x) \in A$ and $\pi(f(x))=x$.

Proof. To begin with, let

$$
\rho: \mathcal{N} \rightarrow \mathcal{X}
$$

be the surjection defined in the proof of 1A. 1 and for $x \in \mathcal{X}$, put

$$
g(x)=\alpha,
$$

where

$$
\alpha(n)=\text { least } k \text { such that } d\left(x, r_{k}\right) \leq 2^{-n-2} .
$$

It is very simple to check that for all $x \in \mathcal{X}, \rho(g(x))=x$, so $g$ is an injection. Moreover, if we put

$$
B=g[\mathcal{X}],
$$

then $g$ is precisely the inverse of $\rho$ restricted to $B$, since

$$
\begin{aligned}
\alpha \in B & \Longrightarrow \alpha=g(x) \quad \text { for some } x \\
& \Longrightarrow g(\rho(\alpha))=g(\rho(g(x)))=g(x)=\alpha .
\end{aligned}
$$

If $g(x)=\alpha$, then

$$
a(n)=k \Longleftrightarrow d\left(x, r_{k}\right) \leq 2^{-n-2} \&(\forall s<k)\left[d\left(x, r_{s}\right)>2^{-n-2}\right] .
$$

Thus if

$$
B_{n, k}=\{\alpha: \alpha(n)=k\},
$$

each $g^{-1}\left[B_{n, k}\right]$ is a Borel subset of $\mathcal{X}$. It follows that for each basic nbhd $N=\{\alpha$ : $\left.\alpha(0)=k_{0}, \ldots, \alpha(n-1)=k_{n-1}\right\}$ in $\mathcal{N}$, the set

$$
g^{-1}[N]=g^{-1}\left[B_{0, k_{0}}\right] \cap \cdots \cap g^{-1}\left[B_{n-1, k_{n-1}}\right]
$$

is Borel and $g$ is a Borel function.
Now, easily

$$
\begin{aligned}
& \alpha \in B \Longleftrightarrow(\forall n)\left[d\left(\rho(\alpha), r_{\alpha(n)}\right) \leq 2^{-n-2}\right. \\
&\left.\&(\forall k<\alpha(n))\left[d\left(\rho(\alpha), r_{k}\right)>2^{-n-2}\right]\right]
\end{aligned}
$$

so $B$ is a ${\underset{\sim}{~}}_{2}^{0}$ subset of $\mathcal{N}$. We must refine the construction a bit to get $\pi$ and $A$ with the same properties, with $A$ a closed set.

Put $B$ in normal form

$$
\alpha \in B \Longleftrightarrow(\forall n)(\exists s) R(\alpha, n, s)
$$

where $R$ is a clopen pointset by 1B. 7 and define $A \subseteq \mathcal{N} \times \mathcal{N}$ by

$$
(\alpha, \beta) \in A \Longleftrightarrow(\forall n)[R(\alpha, n, \beta(n)) \&(\forall k<\beta(n)) \neg R(\alpha, n, k)] .
$$

Clearly $A$ is closed. Moreover, the projection $\sigma: \mathcal{N} \times \mathcal{N} \rightarrow \mathcal{N}, \sigma(\alpha, \beta)=\alpha$ takes $A$ onto $B$ and is one-to-one on $A$, since

$$
(\alpha, \beta) \in A \Longrightarrow \beta(n)=\text { least } k \text { such that } R(\alpha, n, k)
$$

Hence the composition $\pi=\rho \circ \sigma$ takes $A$ onto $\mathcal{X}$ and is continuous, one-to-one.
It is trivial to check that the inverse of $\pi$

$$
f(x)=(g(x), n \mapsto \text { least } k \text { such that } R(g(x), n, k))
$$

is Borel. The proof is completed by carrying $A$ to $\mathcal{N}$ via some trivial homeomorphism of $\mathcal{N}$ with $\mathcal{N} \times \mathcal{N}$, e.g., the map

$$
n_{0}, n_{1}, n_{2}, \ldots \mapsto\left(\left(n_{0}, n_{2}, n_{4}, \ldots\right),\left(n_{1}, n_{3}, n_{5}, \ldots\right)\right)
$$

The function $f$ of this proof is an example of an interesting class of functions. Let us temporarily call a function

$$
f: \mathcal{X} \mapsto \mathcal{Y}
$$

a good Borel injection if
(1) $f$ is a Borel injection,
(2) there is a Borel surjection

$$
g: \mathcal{Y} \rightarrow \mathcal{X}
$$

such that $g \circ f$ is the identity on $\mathcal{X}$, i.e.,

$$
g(f(x))=x \quad(x \in \mathcal{X})
$$

We refer to any such $g$ as a Borel inverse of $f$.
It will turn out that every Borel injection is a good Borel injection. This is a special case of a fairly difficult theorem which we will prove in 2E and again in Chapter 4. Here we only need show that enough good Borel injections exist.

Notice that if $f: \mathcal{X} \mapsto \mathcal{Y}$ is a good Borel injection, then

$$
y \in f[\mathcal{X}] \Longleftrightarrow f(g(y))=y
$$

with $g$ any Borel inverse of $f$, so $f[\mathcal{X}]$ is a Borel set. Moreover, if $P$ is any Borel subset of $\mathcal{X}$, then

$$
y \in f[P] \Longleftrightarrow y \in f[\mathcal{X}] \& g(y) \in P,
$$

so that $f[P]$ is Borel. Thus the image of a Borel set by a good Borel injection is Borel.
It is also immediate that the class of good Borel injections is closed under composition.

1G.3. Lemma. For every perfect product space $\mathcal{X}$, there are good Borel injections

$$
\begin{aligned}
& f: \mathcal{X} \mapsto \mathcal{N}, \\
& h: \mathcal{N} \multimap \mathcal{X} .
\end{aligned}
$$

Proof. We have already constructed $f$ in 1G.2.
To construct $h$, define first $h_{1}: \mathcal{N} \mapsto \mathbb{C}$ by

$$
h_{1}(\alpha)=\beta,
$$

where

$$
\beta(n)= \begin{cases}0 & \text { if } \alpha\left((n)_{0}\right)=(n)_{1}, \\ 1 & \text { if } \alpha\left((n)_{0}\right) \neq(n)_{1} .\end{cases}
$$

It is trivial to verify that $h_{1}$ is a Borel function, and

$$
\begin{aligned}
& \beta \in h_{1}[\mathcal{N}] \Longleftrightarrow(\forall n)\left[\beta(n)=\beta\left(\left\langle(n)_{0},(n)_{1}\right\rangle\right)\right] \\
& \&(\forall n)(\forall k)\left[\left[\left[\beta(n)=0 \& \beta(k)=0 \&(n)_{0}=(k)_{0}\right] \Longrightarrow(n)_{1}=(k)_{1}\right]\right] \\
& \&(\forall n)(\exists k)[\beta(\langle n, k\rangle)=0],
\end{aligned}
$$

so that $h_{1}[\mathcal{N}]$ is Borel. Define now $g_{1}: \mathbb{C} \rightarrow \mathcal{N}$ by

$$
g_{1}(\beta)= \begin{cases}\text { the constant function } 0 & \text { if } \beta \notin h_{1}[\mathcal{N}], \\ \alpha & \text { if } \beta \in h_{1}[\mathcal{N}]\end{cases}
$$

where

$$
\alpha(n)=\text { the unique } m \text { such that } \beta(\langle n, m\rangle)=0
$$

and verify easily that $g_{1}$ is a Borel inverse of $h_{1}$, so that $h_{1}$ is a good Borel injection.
Now let

$$
\pi: \mathbb{C} \hookrightarrow \mathcal{X}
$$

be the continuous injection constructed in 1 A .3 with $\mathfrak{M}=\mathcal{X}$. Since $\mathbb{C}$ is compact and $\pi$ is a continuous injection, we know that $\pi[\mathbb{C}]$ is compact; in any case, we can compute $\pi[\mathbb{C}]$ using the function $\sigma$ of 1A.2,

$$
x \in \pi[\mathbb{C}] \Longleftrightarrow \bigwedge_{n} \bigvee_{u}\left[u=\left(t_{0}, \ldots, t_{n-1}\right) \text { for some } t_{0}, \ldots, t_{n-1} \& x \in N_{\sigma(u)}\right]
$$

For an inverse to $\pi$, take

$$
\rho(x)= \begin{cases}\text { the constant } 0 \text { function } & \text { if } x \notin \pi[\mathbb{C}], \\ \text { the unique } \alpha \in \mathbb{C} \text { such that } \pi(\alpha)=x & \text { if } x \in \pi[\mathbb{C}] .\end{cases}
$$

If

$$
B=\left\{\alpha: \alpha(0)=k_{0}, \ldots, \alpha(n)=k_{n}\right\}
$$



$$
\begin{gathered}
\mathcal{N}_{0}=\mathcal{N} \\
\mathcal{N}_{n+1}=\operatorname{fh}\left[\mathcal{N}_{n}\right]
\end{gathered}
$$




## Diagram 1G.1.

is a typical nbhd in $\mathbb{C}$, then

$$
\rho(x) \in B \Longleftrightarrow \rho(x)(0)=k_{0} \& \cdots \& \rho(x)(n)=k_{n}
$$

so to prove the $\rho$ is Borel it is enough to show that for each $n$, the relation

$$
P_{n}(x) \Longleftrightarrow \rho(x)(n)=0
$$

is Borel. This is true, since

$$
\begin{aligned}
P_{n}(x) \Longleftrightarrow x \notin \pi[\mathbb{C}] \vee \bigvee_{u}[u= & \left(t_{0}, \ldots, t_{n-1}\right) \\
& \left.\quad \text { for some } t_{0}, \ldots, t_{n-1} \& t_{n-1}=0 \& x \in N_{\sigma(u)}\right]
\end{aligned}
$$

Now $h=\pi \circ h_{1}$ is a good Borel injection of $\mathcal{N}$ into $\mathcal{X}$.

## 1G.4. Theorem. Every perfect product space is Borel isomorphic with $\mathcal{N}$. ${ }^{(18)}$

Proof. Recall the classical Schröeder-Bernstein Theorem, whose proof constructs from given injections $h: \mathcal{N} \hookrightarrow \mathcal{X}$ and $f: \mathcal{X} \mapsto \mathcal{N}$ a bijection $g: \mathcal{N} \longmapsto \mathcal{X}$. We will verify that if $h, f$ are good Borel injections, then the resulting bijection is a Borel isomorphism. Define the sequences of sets $\mathcal{N}_{0}, \mathcal{N}_{1}, \ldots, \mathcal{X}_{0}, \mathcal{X}_{1}, \ldots$ recursively by the equations

$$
\begin{aligned}
\mathcal{N}_{0} & =\mathcal{N} & \mathcal{X}_{0} & =\mathcal{X} \\
\mathcal{N}_{n+1} & =\text { fh }\left[\mathcal{N}_{n}\right] & \mathcal{X}_{n+1} & =h f\left[\mathcal{X}_{n}\right],
\end{aligned}
$$

see Diagram 1G.1. An easy induction shows that

$$
\begin{gathered}
\mathcal{N}_{n} \supseteq f\left[\mathcal{X}_{n}\right] \supseteq \mathcal{N}_{n+1}, \\
\mathcal{X}_{n} \supseteq h\left[\mathcal{N}_{n}\right] \supseteq \mathcal{X}_{n+1},
\end{gathered}
$$

so that

$$
\begin{aligned}
\mathcal{N} & =\mathcal{N}_{0} \supseteq f\left[\mathcal{X}_{0}\right] \supseteq \mathcal{N}_{1} \supseteq f\left[\mathcal{X}_{1}\right] \supseteq \mathcal{N}_{2} \supseteq f\left[\mathcal{X}_{2}\right] \supseteq \cdots, \\
\mathcal{X} & =\mathcal{X}_{0} \supseteq f\left[\mathcal{N}_{0}\right] \supseteq \mathcal{X}_{1} \supseteq f\left[\mathcal{N}_{1}\right] \supseteq \mathcal{X}_{2} \supseteq f\left[\mathcal{N}_{2}\right] \supseteq \cdots .
\end{aligned}
$$

Put also

$$
\mathcal{N}^{*}=\bigcap_{n} \mathcal{N}_{n}, \quad \mathcal{X}^{*}=\bigcap_{n} \mathcal{X}_{n}
$$

and notice that

$$
\mathcal{X}^{*}=\bigcap_{n} \mathcal{X}_{n} \supseteq \bigcap_{n} h\left[\mathcal{N}_{n}\right] \supseteq \bigcap_{n} \mathcal{X}_{n+1}=\mathcal{X}^{*}
$$

and since $h$ is an injection,

$$
h\left[\mathcal{N}^{*}\right]=h\left[\bigcap_{n} \mathcal{N}_{n}\right]=\bigcap_{n} h\left[\mathcal{N}_{n}\right]=\mathcal{X}^{*} .
$$

Thus $h$ gives a bijection on $\mathcal{N}^{*}$ with $\mathcal{X}^{*}$. On the other hand,

where the sets in these unions are disjoint. Moreover, $h$ is a bijection of $\mathcal{N}_{n} \backslash f\left[\mathcal{X}_{n}\right]$ with $h\left[\mathcal{N}_{n}\right] \backslash \mathcal{X}_{n+1}$, since $h$ is an injection and $f\left[\mathcal{X}_{n}\right] \subseteq \mathcal{N}_{n}$, so that

$$
h\left[\mathcal{N}_{n} \backslash f\left[\mathcal{X}_{n}\right]\right]=h\left[\mathcal{N}_{n}\right] \backslash h f\left[\mathcal{X}_{n}\right]=h\left[\mathcal{N}_{n}\right] \backslash \mathcal{X}_{n+1}
$$

and similarly, $f$ is a bijection of $\mathcal{X}_{n} \backslash h\left[\mathcal{X}_{n}\right]$ with $f\left[\mathcal{X}_{n}\right] \backslash \mathcal{N}_{n+1}$. So we have a bijection of $\mathcal{N}$ with $\mathcal{X}$,

$$
g(\alpha)= \begin{cases}h(\alpha) & \text { if } \alpha \in \mathcal{N}^{*} \text { or } \alpha \in \mathcal{N}_{n} \backslash f\left[\mathcal{X}_{n}\right] \text { for some } n \\ f^{-1}(\alpha) & \text { if } \alpha \notin \mathcal{N}^{*} \text { and } \alpha \in f\left[\mathcal{X}_{n}\right] \backslash \mathcal{N}_{n+1} \text { for some } n\end{cases}
$$

It remains to verify that $g$ is Borel.
Recall that good Borel injections map Borel sets onto Borel sets. This implies that all the sets $\mathcal{N}_{n}, \mathcal{X}_{n}$ are Borel, hence $\mathcal{N}^{*}, \mathcal{X}^{*}$ and all the differences $\mathcal{N}_{n} \backslash f\left[\mathcal{X}_{n}\right]$, $f\left[\mathcal{X}_{n}\right] \backslash \mathcal{N}_{n+1}$ are Borel. From this it follows immediately that $g$ is Borel.

## Exercises

Let us start with a very simple representation of Borel sets which comes out of 1G.2.
1G.5. Prove that every Borel set is the continuous, injective image of a closed set of irrationals; i.e., if $P \subseteq \mathcal{X}$ is Borel, then there exists a continuous $\pi: \mathcal{N} \rightarrow \mathcal{X}$ and a closed $B \subseteq \mathcal{N}$ such that $\pi$ is one-to-one on $B$ and $\pi[B]=P$.

Hint. Let $\mathcal{C}$ be the class of all $P \subseteq \mathcal{X}$ which are continuous, injective images of some closed $B \subseteq \mathcal{N}$.

Every closed $P$ is in $\mathcal{C}$ : just let $\pi: \mathcal{N} \rightarrow \mathcal{X}$, let $A$ be as in 1 G. 2 and take $B=$ $\pi^{-1}[P] \cap A$. If $P$ is open, then the same $B$ is the intersection of a closed and an open set, which makes it ${\underset{\sim}{~}}_{2}^{0}$; we can now use the trick in the proof of 1 G .2 to replace it by a closed set.

For each finite sequence $k_{0}, \ldots, k_{n-1}$, let

$$
N\left(k_{0}, \ldots, k_{n-1}\right)=\left\{\alpha: \alpha(0)=k_{0}, \ldots, \alpha(n-1)=k_{n-1}\right\}
$$

Each $N\left(k_{0}, \ldots, k_{n-1}\right)$ is trivially homeomorphic with $\mathcal{N}$.
Suppose $P=\bigcup_{n} P_{n}$, each $P_{n} \in \mathcal{C}$, and

$$
n \neq m \Longrightarrow P_{n} \cap P_{m}=\emptyset
$$

We may assume then that there are closed sets $B_{n} \subseteq N(n)$ and continuous maps $\pi_{n}: N(n) \rightarrow \mathcal{X}$ such that $\pi_{n}\left[B_{n}\right]=P_{n}$ and $\pi_{n}$ is injective on $B_{n}$. Take

$$
B=\left\{\alpha: \alpha^{\star} \in B_{\alpha(0)}\right\}
$$

with $\alpha^{\star}=(t \mapsto \alpha(t+1))$ and $\pi(\alpha)=\pi_{\alpha(0)}\left(\alpha^{\star}\right)$.
Suppose $P=\bigcap_{n} P_{n}$ with $B_{n}, \pi_{n}$ again as above. Let $(\alpha)_{i}$ be defined as in 1E and put

$$
\begin{aligned}
\alpha \in B \Longleftrightarrow(\forall n)\left[(\alpha)_{n} \in B_{n}\right] \&(\forall n)(\forall m)\left[\pi_{n}\left((\alpha)_{n}\right)\right. & \left.=\pi_{m}\left((\alpha)_{m}\right)\right] \\
\&(\forall t)[t & \left.\neq\left\langle(t)_{0},(t)_{1}\right\rangle \Longrightarrow \alpha(t)=0\right] .
\end{aligned}
$$

Clearly $B$ is closed. Let

$$
\pi(\alpha)=\pi_{0}\left((\alpha)_{0}\right)
$$

and verify that $\pi$ is one-to-one on $B$ and $\pi[B]=\bigcap_{n} P_{n}$.
Now let $\mathcal{D}$ be the class of all $P \subseteq \mathcal{X}$ such that both $P$ and $\mathcal{X} \backslash P$ are in $\mathcal{C}$. We have shown that $\mathcal{D}$ contains the open sets, and it is certainly closed under complementation. If each $P_{n} \in \mathcal{D}$, then $\bigcap_{n} P_{n} \in \mathcal{C}$, as above, and if we let $Q_{n}=\mathcal{X} \backslash P_{n}$, then

$$
\mathcal{X} \backslash \bigcap_{n} P_{n}=\bigcup_{n} Q_{n}=\bigcup_{n}\left(Q_{n} \backslash \bigcup_{i<n} Q_{i}\right) \in \mathcal{C}
$$

since the sets $Q_{n} \backslash \bigcup_{i<n} Q_{i}$ are in $\mathcal{C}$ and pairwise disjoint; thus $\bigcap_{n} P_{n} \in \mathcal{D}$.
Finally, since $\mathcal{D}$ contains the closed subsets of $\mathcal{X}$ and it is closed under complementation and countable intersection, it contains all the Borel sets.

We will prove in 2E. 7 and 2E. 8 that this is actually a characterization of the Borel sets, i.e., every continuous injective image of a closed set is Borel. In 4A. 7 we will also give a very different proof of this result.

By our basic definition, a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ is ${\underset{\sim}{\Sigma}}_{\underset{\xi}{0}}^{0}$-measurable if $f^{-1}[P]$ is in $\underset{\sim}{\Sigma_{\xi}^{0}}$ for each open $P \subseteq \mathcal{Y}$. Clearly, the $\underset{1_{1}^{0}}{0}$-measurable functions are precisely the continuous functions.

1G.6. Suppose that $f: \mathcal{X} \rightarrow \mathcal{Y}, g: \mathcal{Y} \rightarrow \mathcal{Z}$ and $h: \mathcal{X} \rightarrow \mathcal{Z}$ is the composition of $f$ and $g$,

$$
h(x)=(g \circ f)(x)=g(f(x)) .
$$

Prove that if one of the two given functions is continuous and the other is ${\underset{\sim}{\boldsymbol{\Sigma}}}^{\mathbf{0}}{ }^{-}$ measurable, then $h$ is ${\underset{\sim}{\xi}}_{0}^{0}$-measurable.

Hint. For the case when $g$ is continuous, use the closure of $\underset{\sim}{\underset{\xi}{j}} 0$ under continuous substitution.

1G.7. Prove that if $f: \mathcal{X} \rightarrow \mathcal{Y}$ is ${\underset{\sim}{\Sigma}}_{\boldsymbol{\Sigma}}^{0}$-measurable and $P$ is a ${\underset{\sim}{\eta}}_{\eta}^{0}$ subset of $\mathcal{Y}$, then $f^{-1}[P]$ is ${\underset{\sim}{\Sigma}+\eta}_{0}^{0}$.

Hint. Use induction on $\eta$; notice that $\xi+\eta$ denotes the ordinal sum of $\xi$ and $\eta$ so that

$$
\operatorname{supremum}\left\{\xi+\eta_{i}: i=0,1, \ldots\right\}=\xi+\text { supremum }\left\{\eta_{i}: i=0,1, \ldots\right\} .
$$

1G.8. Prove that if $f: \mathcal{X} \rightarrow \mathcal{Y}$ is $\underset{\tilde{\mathcal{Z}}}{\underset{\zeta}{0}}{ }^{-}$-measurable and $g: \mathcal{Y} \rightarrow \mathcal{Z}$ is ${\underset{\sim}{\eta}}_{\eta}^{0}$-measurable, then the composition $g \circ f: \mathcal{X} \rightarrow \mathcal{Z}$,

$$
(g \circ f)(x)=g(f(x))
$$

is ${\underset{\sim}{\xi}+\eta}_{0}^{0}$-measurable.

With each function

$$
f: \mathcal{X} \rightarrow \mathcal{N}
$$

we associate the "unfolding" function

$$
f^{*}: \mathcal{X} \times \omega \rightarrow \omega
$$

defined by

$$
f^{*}(x, n)=f(x)(n) .
$$

1G.9. Prove that for each $\mathcal{X}$ and each countable $\xi, f: \mathcal{X} \rightarrow \mathcal{N}$ is ${\underset{\sim}{\Sigma}}_{\underset{\xi}{0}}^{0}$-measurable if and only if the associated function $f^{*}: \mathcal{X} \times \omega \rightarrow \omega$ is $\underset{\sim}{\boldsymbol{\Sigma}} 0$-measurable.

1G.10. Prove that for each perfect product space $\mathcal{X}$ there is a ${\underset{\sim}{2}}_{2}^{0}$-measurable surjection

$$
f: \mathcal{X} \rightarrow \mathcal{N}
$$

of $\mathcal{X}$ onto Baire space.
Hint. Let $\sigma$ be the function on binary sequences associated with $\mathcal{X}$ in 1A. 2 and put

$$
\begin{aligned}
P(x, n, w) \Longleftrightarrow & \bigvee_{u}\left[u=\left(t_{0}, t_{1}, \ldots, t_{\langle n, w\rangle}\right) \& t_{\langle n, w\rangle}=0 \& x \in N(\mathcal{X}, \sigma(u))\right] \\
& \vee \bigwedge_{u} \bigwedge_{k}\left[\left(u=\left(t_{0}, \ldots, t_{\langle n, k\rangle}\right) \& t_{\langle n, k\rangle}=0\right) \Longrightarrow x \notin N(\mathcal{X}, \sigma(u))\right] .
\end{aligned}
$$

Clearly $P$ is ${\underset{\sim}{2}}_{2}^{0}$ and for each $x, n$ there is some $w$ such that $P(x, n, w)$. Consider $P$ as a subset of $(\mathcal{X} \times \omega) \times \omega$ and choose a ${\underset{\sim}{\boldsymbol{\Sigma}}}_{2}^{0}$ set $P^{*}$ which uniformizes $P$ by 1C.6. Now $P^{*}$ is the graph of a ${\underset{\sim}{2}}_{0}^{0}$-measurable function $f^{*}: \mathcal{X} \times \omega \rightarrow \omega$, so the associated $f: \mathcal{X} \rightarrow \mathcal{N}$,

$$
f(x)=n \mapsto f^{*}(x, n)
$$

is also ${\underset{\sim}{2}}_{2}^{0}$-measurable. To show that $f$ is onto $\mathcal{N}$, given $\alpha$ let

$$
\beta(s)= \begin{cases}0 & \text { if } s=\langle n, \alpha(n)\rangle \text { for some } n, \\ 1 & \text { otherwise }\end{cases}
$$

and take $x=\pi(\beta)$, where $\pi$ is the canonical injection of $\mathbb{C}$ into $\mathcal{X}$ defined in 1A.3. It is easy to check that $f(x)=\alpha$.

1G.11. Prove that for each countable $\xi$ and each perfect product space $\mathcal{Y}, \underset{\sim}{\boldsymbol{\Sigma}} \underset{\xi}{0}$ is $\mathcal{Y}$-parametrized. Infer that for each countable $\xi$ and each perfect $\mathcal{X},{ }^{(15)}$

$$
\underset{\xi}{\boldsymbol{\Delta}} \upharpoonright \uparrow \mathcal{X} \subsetneq \underset{\sim}{\boldsymbol{\Sigma}}{\underset{\xi}{0} \upharpoonright \mathcal{X} \subsetneq \underset{\sim}{\Delta} \underset{\xi+1}{0} \upharpoonright \mathcal{X} .}^{0}
$$

Hint. By induction on $\xi$. For limit $\xi$ use 1F.6, 1G. 7 and 1G.10, and for $\xi=\eta+1$ use the fact that $\underset{\sim}{\underset{\sim}{\eta}+1} 1=\exists^{\omega} \underset{\sim}{\boldsymbol{\Pi}}{ }_{\eta}^{1}$ which follows from 1F.7.

1G. 11 also yields an alternative characterization of ${\underset{\sim}{1}}_{1}^{1}$ sets which is worth pointing out.

1G.12. Suppose $\mathcal{X}$ is perfect and $P \subseteq \mathcal{Y}$. Prove that $P$ is ${\underset{\sim}{~}}_{1}^{1}$ if and only if there is a ${\underset{\sim}{2}}_{2}^{0}$-measurable $f: \mathcal{X} \rightarrow \mathcal{Y}$ such that $P=f[\mathcal{X}]$. Similarly, $P$ is $\underset{\sim}{\Sigma_{1}^{1}}$ if and only if $P$ is the projection of some ${\underset{\sim}{\boldsymbol{\Pi}}}_{2}^{0}$ subset $Q$ of $\mathcal{Y} \times \mathcal{X}$.

In particular, every $\underset{\sim}{1}{ }_{1}^{1}$ set of reals is the projection of a $G_{\delta}$ set in the plane.
Hint. For the first assertion use 1G. 10 and 1E.6. For the second assertion, let $C \subseteq \mathcal{Y} \times \mathcal{N}$ be closed with projection $P$, let $f: \mathcal{X} \rightarrow \mathcal{N}$ be ${\underset{2}{2}}_{0}^{0}$-measurable and take $Q=\{(y, x): C(y, f(x))\}$.

1G.13. Prove that the function $f$ which we defined in the proof of 1 G .2 is actually $\Sigma_{2}^{0}$-measurable.

1G.14. Prove that for each perfect product space $\mathcal{X}$ there is a bijection

$$
f: \mathcal{N} \hookrightarrow \mathcal{X}
$$

such that both $f$ and its inverse are ${\underset{\sim}{\omega}}_{\boldsymbol{\omega}+1}^{0}$-measurable.
1G.15. Prove that a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ is Borel measurable if and only if it is ${\underset{\sim}{\xi}}_{0}^{0}$-measurable for some countable ordinal $\xi$.

1G.16. Prove that for each perfect product space $\mathcal{X}$, for each product pace $\mathcal{Y}$ and for each countable ordinal $\xi$, there exists a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ which is $\underset{\sim}{\underset{\sim}{~}} 0$-measurable but is not ${\underset{\sim}{~}}_{\eta}^{0}$-measurable for any $\eta<\xi$. ${ }^{(10)}$

Hint. Choose a subset $P$ of $\mathcal{X}$ which is $\underset{\sim}{\Delta}{ }_{\xi}^{0}$ but not $\underset{\sim}{\underset{\sim}{~}} \boldsymbol{\eta}$ for any $\eta<\xi$, let $y_{0}$ and $y_{1}$ be distinct points in $\mathcal{Y}$ and take

$$
f(x)= \begin{cases}y_{0} & \text { if } x \in P \\ y_{1} & \text { if } x \notin P .\end{cases}
$$

A function $f: \mathcal{X} \rightarrow \mathcal{Y}$ is of Baire class 0 if it is continuous; it is of Baire class 1 if it is not continuous but it is ${\underset{\sim}{2}}_{2}^{0}$-measurable. Proceeding inductively, for each countable ordinal $\xi \geq 2$, a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ is of Baire class $\xi$ if it is not of Baire class $\eta<\xi$ and there exists a sequence $f_{0}, f_{1}, \ldots$ such that each $f_{n}$ is of Baire class $<\xi$ and

$$
f=\lim _{n \rightarrow \infty} f_{n} \quad \text { (pointwise) },
$$

i.e., for each $x \in \mathcal{X}$,

$$
f(x)=\lim _{n \rightarrow \infty} f_{n}(x) .
$$


Hint. Use induction on $\xi$, taking cases on whether $\xi$ is a successor or a limit ordinal. The key equivalence is the following, where $f=\lim _{n \rightarrow \infty} f_{n}$ and the typical open ball $P$ is written as a countable union of closed balls with the same center,

$$
\begin{gathered}
P=\bigcup_{i} F_{i} ; \\
f(x) \in P \Longleftrightarrow\left(\bigvee_{n}\right)\left(\bigvee_{i}\right)\left(\bigwedge_{m \geq n}\right)\left[f_{n}(x) \in F_{i}\right]
\end{gathered}
$$

We first establish the converse of this elegant characterization in the simple cases when $\mathcal{Y}$ is $\omega$ or $\mathcal{N}$.

1G.18. Prove that if $f: \mathcal{X} \rightarrow \omega$ is $\underset{\sim}{\boldsymbol{\Sigma}_{\xi+1}^{0}}$-measurable, then $f$ is of Baire class $\leq \xi$.
Hint. Use induction on $\xi$. Given some ${\underset{\sim}{~}}_{\xi+1}^{0}$-measurable function $f$ with $\xi+1 \geq 3$, we clearly have

$$
f(x)=w \Longleftrightarrow \bigvee_{n} \wedge_{m}\left[x \in P_{n, m, w}\right]
$$

where each $P_{n, m, w}$ is ${\underset{\sim}{\boldsymbol{\Sigma}}}_{\eta_{i}}^{0}$ for some $\eta_{i}<\xi$. Put

$$
\begin{aligned}
& g_{s}(x)=\text { the least } t \text { such that }(\forall m \leq s)\left[x \in P_{\left.(t)_{0, m,(t)_{1}}\right]},\right. \\
& f_{s}(x)=\left(g_{s}(x)\right)_{1}
\end{aligned}
$$

and verify easily that $f=\lim _{s \rightarrow \infty} f_{s}$. Now each $f_{s}$ is easily $\underset{\sim}{{\underset{\eta}{\eta+1}}_{0}^{0}}$-measurable for some $\eta<\xi$, so by induction hypothesis, each $f_{s}$ is of Baire class $<\xi$; hence $f$ is of Baire class $\leq \xi$.

Hint. Use 1G. 9 above and the corresponding result for functions of Baire class $\xi$. $\dashv$
1G.20. Prove that if $f: \mathcal{X} \rightarrow \mathcal{Y}$ is ${\underset{\sim}{~}}_{\boldsymbol{\xi}_{+1}}^{0}$-measurable then $f$ is of Baire class $\leq \xi .{ }^{(10)}$
Hint. Put

$$
P(x, n, i) \Longleftrightarrow d\left(f(x), r_{i}\right)<2^{-n-1},
$$

where $r_{0}, r_{1}, \ldots$ is the fixed dense set in $\mathcal{Y}$ and notice that $P$ is a ${\underset{\sim}{~}}_{\xi+1}^{0}$ subset of $(\mathcal{X} \times \omega) \times \omega$. By 1F.8, choose $P^{*}$ to uniformize $P, P^{*}$ also in ${\underset{\sim}{\xi}+1}_{0}$ and notice that $P^{*}$ is the graph of a function $g^{*}: \mathcal{X} \times \omega \rightarrow \omega$. Put

$$
g(x)=n \mapsto g^{*}(x, n),
$$

so that both $g$ and $g^{*}$ are ${\underset{\sim}{5}}_{\sum_{\xi+1}^{0}}^{0}$-measurable, and check that

$$
f(x)=\pi(g(x)),
$$

where $\pi$ is the canonical continuous surjection of $\mathcal{N}$ on $\mathcal{Y}$ defined in 1A.1. Finally, verify that the collection of functions of Baire class $\leq \xi$ is closed under composition with continuous functions and apply 1G.19.

If $\mathcal{X}=\mathcal{N}$ or $\mathcal{Y}=\mathbb{R}$, we can extend this characterization of ${\underset{\sim}{\xi+1}}_{0}^{0}$-measurability to ${\underset{\sim}{2}}_{2}^{0}$. We only state here the result for the case $\mathcal{X}=\mathcal{N}$, since it can be established easily by the methods we have been using.

1G.21. Prove that a function $f: \mathcal{N} \rightarrow \mathcal{Y}$ is ${\underset{\sim}{2}}_{2}^{0}$-measurable if and only if there is a sequence $f_{0}, f_{1}, \ldots$ of continuous functions on $\mathcal{N}$ to $\mathcal{Y}$, such that $f=\lim _{n \rightarrow \infty} f_{n}$. ${ }^{(10)}$

Hint. Use the method of 1G.18, together with the fact that every closed subset of $\mathcal{N} \times \omega$ is a countable intersection of clopen sets.

## 1H. Historical and other remarks

${ }^{1}$ The early papers in descriptive set theory were all concerned with sets and functions in real $n$-space. It was quickly recognized, however, that most results generalized easily at least to Polish spaces, and soon two tendencies developed: one was to stick with the reals or the irrationals and prove the strongest possible results, the other to aim for the widest context in which the basic facts can be established.
${ }^{2}$ Lusin works in the irrationals in his classic [1930b] and Sierpinski [1950] gives a brief exposition of the theory for the reals. Among the general books in set theory and topology which cover descriptive set theory, the three best references are Hausdorff [1957], Sierpinski [1956] and Kuratowski [1966]. Kuratowski's book is by far the most comprehensive of the three and serves as the standard reference for the classical theory.
${ }^{3}$ In this book we are mostly interested in the theory of definable sets of real numbers. To study this, however, we must consider the irrationals and finite products of copies of $\mathbb{R}, \mathcal{N}$ and $\omega$; as it happens, it is no harder and a bit neater to develop the theory for finite products of perfect Polish spaces and copies of $\omega$.
${ }^{4}$ There is no real restriction in taking the basic spaces perfect, since every Polish space $X$ is a closed subset of the perfect Polish space $X \times \mathcal{N}$ and results about $X$ can be easily read off the results about $X \times \mathcal{N}$. On the other hand, there are some definite technical advantages to our convention, particularly in the effective theory which we will study starting with Chapter 3 .
${ }^{5}$ We should point out that a large part of the theory can be developed in a very general context, in fact many of the basic results have been extended recently to nonseparable and even nonmetrizable spaces.These extensions are important and significant for the applications of descriptive set theory to set-theoretic topology, functional analysis and potential theory. The interested reader should consult Christensen [1974], HoffmannJorgensen [1970] and the further references given there.
${ }^{6}$ In citing classical references, we will not always specify the context in which the results were first proved or give credit for the subsequent generalizations, unless these involved genuinely new ideas.
${ }^{7}$ As we mentioned in the introduction, the earliest notions of descriptive set theory were Baire classes of functions on $\mathbb{R}^{n}$ to $\mathbb{R}$, defined in Baire [1899] and studied extensively in Lebesgue [1905].
${ }^{8}$ Lebesgue [1905] also introduced the class of Borel measurable sets and defined the first hierarchy on $\boldsymbol{B}$. According to Lebesgue, a set $P \subseteq \mathbb{R}^{n}$ is open of class $\xi$ if there is a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ of Baire class $\xi$ and an interval $(a, b)$ in the line, such that

$$
P=f^{-1}(a, b)=\{x: a<f(x)<b\}
$$

a set is closed of class $\xi$ if its complement is open of class $\xi$ and a set is of row $\xi$ if it can be written as a countable intersection of sets which are closed of class $<\xi$ and is not itself of class $<\xi$. Lebesgue then proved (in our notation) that

$$
\begin{array}{r}
P \text { is open of class } \leq \xi \Longleftrightarrow P \text { is } \underset{\xi+1}{\underset{~}{\underset{j}{2}}}, \\
\text { for limit } \xi, P \text { is of row } \leq \xi \Longleftrightarrow P \text { is } \underset{\sim}{\underset{\xi}{0}} .
\end{array}
$$

${ }^{9}$ Our own approach of taking the classes ${\underset{\sim}{\xi}}^{0}$ and $\underset{\tilde{\sigma}}{\boldsymbol{\Pi}}$ as the basic notions traces back to Hausdorff [1919]. We mention the Lebesgue definitions here because they were often used in early papers, through the 1920's. Another notion often taken as basic is that of set of Baire-de la Vallee-Poussin class $\leq \xi, \underset{\xi}{\boldsymbol{\Delta}} 0$
${ }^{10}$ Lebesgue [1905] defined the general notion of $\Lambda$-measurability and established that the Baire functions coincide with the Borel measurable functions, as well as the step-by-step characterization of 1G.17, 1G. 20 and 1 G .21 with $\mathcal{X}=\mathbb{R}^{n}, \mathcal{Y}=\mathbb{R}$. The more general result about arbitrary Polish spaces is due to Banach [1931]. It appears that the hints to these exercises outline a new proof of Banach's result-whether new or not, it is a simple proof which illustrates the value of having the trivial space $\omega$ available as a factor in our product spaces.
${ }^{11}$ Analytic $\left(\underset{\sim}{\Sigma}{ }_{1}^{1}\right)$ sets were introduced in Suslin [1917]. Suslin's definition was in terms of the operation $\mathscr{A}$ which we will study in the next chapter, but he characterized the analytic sets in $\mathbb{R}$ as precisely the projections of Borel (or $G_{\delta}$ ) sets in the plane. He also proved the key result that there are analytic sets which are not Borel measurable, as well as all the simple closure properties of analytic sets, including closure under projection. In a companion note, Lusin [1917] (essentially) characterized ${\underset{\sim}{1}}_{1}^{1}$ sets of reals as the images of $\mathbb{R}$ by ${\underset{\sim}{2}}^{0}$-measurable functions (1G.12) and proved that every Borel set is the continuous, injective image of a closed set of irrationals (1G.5).
${ }^{12}$ Projective sets were introduced by Lusin [1925a], [1925b], [1925c] and (apparently independently) by Sierpinski [1925]. The main result in both these papers is the hierarchy property for the Lusin pointclasses on the reals. Somewhat later, Sierpinski [1928] showed the closure of these classes under countable unions and intersections.
${ }^{13}$ The finite Borel pointclasses were not studied separately from the transfinite ones in the classical theory, so it was not noticed that they can be defined using projection
on $\omega$ in a manner analogous to the definition of projective classes. Our approach here derives from the work of the recursion theorists, Kleene [1943] and Mostowski [1946].
${ }^{14}$ Another major difference between the approach to the subject in the early papers and the present theory is our heavy use of the operations of logic both in stating and in establishing the closure properties of the various pointclasses. A good many of the quantifier rules and logical transformations which we used in 1C and 1 E were first applied in the fundamental papers Kuratowski and Tarski [1931] and Kuratowski [1931], where the connection between descriptive set theory and logic was first noticed. The use of codings of finite sequences and continuous substitutions to prove closure properties is essentially due to Kleene.
${ }^{15}$ Universal sets were introduced by Lusin [1925d], who credits them to Lebesgue [1905]. The reference is not entirely accurate, as Lebesgue had what we called in 1D parametrizations (on collections of functions) rather than universal sets, although he certainly initiated the use of the diagonal method to prove hierarchy results. Many papers were written on universal sets, proving their existence for various pointclasses in diverse spaces or constructing specific universal sets which appeared somehow to be "natural." On the other hand, the simple construction in 1D. 1 and its Corollaries 1D.2, 1E. 3 and 1G. 11 seem to have been missed-the strongest result mentioned in Kuratowski [1966] is that the Borel and Lusin pointclasses are $\mathcal{N}$-parametrized. Sierpinski [1950] has a general hierarchy lemma, very similar to our 1D.3.
${ }^{16}$ It is not entirely clear who introduced first the notion of separation for sets, probably Lusin. The separability of disjoint ${\underset{\sim}{\Pi}}_{\xi}^{0}$ sets by a ${\underset{\sim}{\xi}}_{0}^{0}$ set was apparently first proved in Sierpinski [1924] and independently by Lavrentieff [1925]. Kuratowski [1936] defined the reduction property and showed that $\underset{\sim}{\boldsymbol{\Sigma}} 0$ sets.
${ }^{17}$ The more fundamental uniformization property was introduced in Lusin [1930a]. Lusin established there some difficult uniformization theorems and introduced the difficult problem of uniformization of $\prod_{1}^{1}$ sets. Of course, the question of uniformizing subsets of $\mathcal{X} \times \omega$ was not considered in the classical theory, since they never studied the trivial space $\omega$. It comes up naturally in the effective theory and we will come back to it in the sequel. Notice how useful the trivial 1F. 8 is in proving 1F.9, 1G. 10 and 1G. 20.
${ }^{18}$ There is a large number of transfer theorems like our 1 G .2 and 1 G .4 some of them stronger than the simple ones we have established. Kuratowski [1966] is an excellent source for results of this kind and for references to the original sources.
${ }^{19}$ Finally, a word about the "logical" notation of the $\underset{\sim}{\Sigma}$ 's, $\prod_{\sim}^{\prime}$ 's and $\underset{\sim}{\Delta}$ 's which we have adopted for the Borel and the projective pointclasses. This was introduced by Addison [1959a] and Shoenfield [1961] and was quickly accepted by the logicians, though not by all the topologists and set theorists who were working in descriptive set theory. No other comprehensive system of notation has gained wide acceptance and it seems that all the reasons given by Addison [1959a] for adopting this one are still valid today.

## CHAPTER 2

## $\kappa$-SUSLIN AND $\lambda$-BOREL

One of the chief motivations for studying projective sets is that we can settle for them many questions which seem intractable for arbitrary sets. The hierarchy of the Lusin pointclasses is important because it is often the case that a simple observation about open sets turns into a deep theorem about ${\underset{\sim}{~}}_{1}^{1}$ sets, an elegant generalization about $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2}^{1}$ sets and a very difficult problem about ${\underset{\sim}{2}}_{3}^{1}$ or ${\underset{\sim}{~}}_{4}^{1}$ sets.

For example, consider the central question of set theory, the continuum problem: must each uncountable pointset be equinumerous with $\mathbb{R}$ ? Gödel and Cohen have shown that both answers are consistent with the currently accepted axioms of set theory, but it is still open whether the question may be settled on the basis of generally acceptable properties of sets. In any case, we can try to settle it for specific pointclasses, preferably large pointclasses that contain most sets encountered in traditional mathematics.

One of the first important results of descriptive set theory was that every uncountable ${\underset{\sim}{1}}_{1}^{1}$ set is equinumerous with $\mathbb{R}$. More recently, this has been extended by Solovay and Mansfield to ${\underset{\sim}{2}}_{1}^{1}$ and $\boldsymbol{\Sigma}_{3}^{1}$ sets respectively, granting some strong set theoretic axioms that are unprovable in Zermelo-Fraenkel set theory. The situation is a bit murkier for the higher Lusin pointclasses, but there are (very strong) plausible hypotheses which imply that every uncountable projective set is equinumerous with $\mathbb{R}$.

The same situation occurs with several other regularity properties of sets. For example, every ${\underset{\sim}{1}}_{1}^{1}$ set is absolutely measurable and has the property of Baire. There are again suitable generalizations of these results to higher Lusin pointclasses, if we assume strong set theoretic hypotheses.

The central classical result of the theory is Suslin's Theorem: every ${\underset{\sim}{1}}_{1}^{1}$ set is Borel. More than a regularity property, this is a construction principle, since it yields a reduction of the complicated projection operator (in this simple instance) to an iteration of the more elementary operations of countable union and complementation. A somewhat weaker construction principle is Sierpinski's Theorem that every $\underset{\sim}{\Sigma}{ }_{2}^{1}$ set is the union of $\aleph_{1}$ Borel sets.

In this chapter we will establish some of the basic classical structure results about $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}$ and ${\underset{\sim}{2}}_{1}^{1}$ pointsets.

Actually we will work with the wider classes of $\kappa$-Suslin sets, where $\kappa$ is any infinite cardinal number-this will ease extension of this theorem to the higher Lusin pointclasses. The ${\underset{\sim}{~}}_{1}^{1}$ sets are precisely the $\aleph_{0}$-Suslin sets and every ${\underset{\sim}{2}}_{1}^{1}$ set is $\aleph_{1}$-Suslin.

## 2A. The Cantor-Bendixson Theorem

For any set $A$, let

$$
\operatorname{card}(A)=\text { the cardinal number of } A .
$$

By 1G.4, every perfect Polish space $\mathfrak{M}$ is equinumerous with $\mathcal{N}$, hence

$$
\operatorname{card}(\mathfrak{M})=\operatorname{card}(\mathcal{N})=2^{\aleph_{0}}
$$

A pointset $P \subseteq \mathfrak{M}$ is perfect if it is closed and has no isolated points-so that if $P \neq \emptyset$, then $P$ is a perfect Polish subspace of $\mathfrak{M}$ and again $\operatorname{card}(P)=2^{\aleph_{0}}$. (We will often say "perfect" to mean "perfect, non-empty", when the non-triviality condition is clear from the context.)

The next result settles the continuum problem for closed sets.
2A.1. The Cantor-Bendixson Theorem. If $A$ is a closed pointset, then

$$
A=P \cup S
$$

where $P$ is perfect, $S$ is countable and $P \cap S=\emptyset$. Moreover, there is only one such decomposition of $A$ into two disjoint sets, one perfect the other countable.

Proof. A point $x$ is a condensation point of $A$ if every nbhd of $x$ intersects $A$ in an uncountable set. Put

$$
\begin{aligned}
& P=\{x: x \text { is a condensation point of } A\}, \\
& S=A \backslash P .
\end{aligned}
$$

Since condensation points are clearly limit points and $A$ is closed, we have $P \subseteq A$, and by definition $P \cap S=\emptyset, A=P \cup S$.

We will show that $S$ is countable, $P$ is perfect and if $A=P^{\prime} \cup S^{\prime}$ with $P^{\prime}$ perfect, $S^{\prime}$ countable and $P^{\prime} \cap S^{\prime}=\emptyset$, then $P^{\prime}=P, S^{\prime}=S$.

To each $y \in S$ we can assign some basic nbhd $N^{y}$ such that $N^{y} \cap A$ is countable. Since there are only countably many basic nbhds altogether, there is a countable sequence $N^{0}, N^{1}, \ldots$ such that

$$
S \subseteq \bigcup_{i \in \omega}\left(N^{i} \cap A\right)
$$

with each $N^{i} \cap A$ countable, so $S$ is countable.
To prove that $P$ is closed, let $x$ be a limit point of $P, N$ any nbhd of $x$. Then some $x^{\prime} \in N \cap P$, so $N$ is also a nbhd of $x^{\prime}$ and it contains uncountably many points of $A$; hence $x \in P$. To prove $P$ perfect, if $x \in P$, then every nbhd of $x$ contains uncountably many points of $A$ of which only countably many can be in $S$-hence at least two are in $P$.

Finally, assume that $A=P^{\prime} \cup S^{\prime}$ with $P^{\prime}, S^{\prime}$ as above. If $x \in P^{\prime}$ and $N$ is any nbhd of $x$, choose some nbhd $N_{1}$ of $x$ with $\overline{N_{1}} \subseteq N$ and check that $\overline{N_{1} \cap P^{\prime}}$ is a perfect subset of $\overline{N_{1}} \cap P^{\prime} \subseteq N \cap P^{\prime}$, so $N \cap P^{\prime}$ is uncountable and hence $x \in P$; this proves $P^{\prime} \subseteq P$. On the other hand, if $y \in S^{\prime}$, then there is some nbhd $N$ of $y$ such that $N \cap P^{\prime}=\emptyset$, since $P^{\prime}$ is closed; hence $N \cap A=N \cap S^{\prime}$, i.e., $N \cap A$ is countable and $y \in S$.

In this canonical decomposition

$$
A=P \cup S
$$

of a closed pointset, we call $P$ the (perfect) kernel and $S$ the scattered part of $A$.
It is worth putting down explicitly the corollary about the size of closed sets.

2A.2. Corollary. Every uncountable closed pointset contains a non-empty perfect subset and hence has cardinality $2^{\aleph_{0}}$.

We can think of the Cantor-Bendixson Theorem as a construction principle, since it gives us a method of building up the closed sets from the apparently simpler perfect sets and countable sets.

## Exercises

2A.3. A point $x$ is an isolated point of the pointset $A$ if $x \in A$ and $x$ is not a limit point of $A$. Prove that a pointset has at most countably many isolated points.

2A.4. Define the derivative $A^{\prime}$ of a pointset $A$ by

$$
A^{\prime}=\{x \in A: x \text { is a limit point of } A\} .
$$

For fixed closed $A$, define by transfinite recursion the sets

$$
\begin{aligned}
A_{0} & =A \\
A_{\xi+1} & =\left(A_{\xi}\right)^{\prime}, \\
A_{\lambda} & =\bigcap_{\xi<\lambda} A_{\xi} \quad \text { if } \lambda \text { is a limit ordinal. }
\end{aligned}
$$

Prove that $\bigcap_{\xi} A_{\xi}=A_{\lambda}$ for a countable ordinal $\lambda$, that $A_{\lambda}$ is perfect (perhaps empty), and that $A \backslash A_{\lambda}$ is countable. (This is an alternative proof of the Cantor-Bendixson Theorem.)

## 2B. $\kappa$-Suslin sets

Let $\kappa$ be an infinite cardinal number. A pointset $P \subseteq \mathcal{X}$ is $\kappa$-Suslin if there is a closed set $C \subseteq \mathcal{X} \times{ }^{\omega} \kappa$ such that

$$
P=\mathfrak{p} C=\text { the projection of } C \text { along }{ }^{\omega} \kappa
$$

i.e.,

$$
x \in P \Longleftrightarrow\left(\exists f \in{ }^{\omega} \kappa\right)(x, f) \in C
$$

Here we naturally topologize ${ }^{\omega} \kappa$ with the product topology, taking $\kappa$ discrete, the typical nbhds being determined by finite sequences from $\kappa$,

$$
N\left(\xi_{0}, \ldots, \xi_{n}\right)=\left\{f \in{ }^{\omega} \kappa: f(0)=\xi_{0}, \ldots, f(n)=\xi_{n}\right\} .
$$

This makes ${ }^{\omega} \kappa$ into a metric space which is perfect but of course not separable if $\kappa>\aleph_{0}$. The set of ultimately constant $f \in{ }^{\omega} \kappa$ is dense and has cardinality $\kappa$.

It is immediate from the definitions that the ${\underset{\sim}{~}}_{1}^{1}$ pointsets are precisely the $\aleph_{0}$-Suslin or simply Suslin sets. Many of their properties can be proved just as easily for $\kappa$-Suslin sets with $\kappa>\aleph_{0}$ and there are applications of these more general results.

In this section we will establish the elementary properties of $\kappa$-Suslin sets, starting with the equivalence of the definition above with two very useful and seemingly unrelated conditions. ${ }^{(1-5)}$

Let us take up first the representation of $\kappa$-Suslin sets in terms of a pointset operation. A $\kappa$-Suslin system is a mapping

$$
u \mapsto P_{u}
$$



Figure 2B.1. The operation $\mathscr{A}$.
which assigns to each finite sequence $u=\left(\xi_{0}, \ldots, \xi_{n-1}\right)$ from $\kappa$ a subset $P_{u}$ of some fixed product space $\mathcal{X}$. The operation $\mathscr{A}^{\kappa}$ is defined on such systems by

$$
\mathscr{A}_{u}^{\kappa} P_{u}=\bigcup_{f} \bigcap_{n} P_{f\lceil n},
$$

where $f$ varies over ${ }^{\omega} \kappa$ (cf. Figure 2B.1). Thus

$$
x \in \mathscr{A}_{u}^{\kappa} P_{u} \Longleftrightarrow \bigvee_{f} \bigwedge_{n}\left[x \in P_{f \mid n}\right] .
$$

It turns out that the $\kappa$-Suslin pointsets are precisely the sets of the form $\mathscr{A}_{u}^{\kappa} P_{u}$, where each $P_{u}$ is closed. This is easy enough to prove directly, but we might as well take up the third condition we will need and prove the equivalence of all three round-robin style.

A norm on a pointset $P$ is any function

$$
\varphi: P \rightarrow \text { Ordinals }
$$

which assigns an ordinal number $\varphi(x)$ to every $x \in P$. If for every $x \in P$ we have $\varphi(x)<\lambda$, we call $\varphi$ a $\lambda$-norm.

A semiscale on $P$ is a sequence

$$
\bar{\varphi}=\left\{\varphi_{n}\right\}_{n \in \omega}
$$

of norms on $P$ such that the following limit condition holds: if $x_{0}, x_{1}, x_{2}, \ldots$ are in $P$ and $\lim _{i \rightarrow \infty} x_{i}=x$ and if for each $n$ the sequence of ordinals

$$
\varphi_{n}\left(x_{0}\right), \varphi_{n}\left(x_{1}\right), \varphi_{n}\left(x_{2}\right), \ldots
$$

is ultimately constant, then $x \in P$.
We call $\bar{\varphi}=\left\{\varphi_{n}\right\}_{n \in \omega}$ a $\lambda$-semiscale if every norm $\varphi_{n}$ is a $\lambda$-norm.
A $\kappa$-Suslin system $u \mapsto P_{u}$ is regular if the following conditions hold:
(i) Each $P_{u}$ is the closure $\overline{N_{s}}$ of some basic nbhd, perhaps $\overline{N_{s}}=\emptyset$.
(ii) If the sequence $u$ is an initial segment of the sequence $v$, then $P_{u} \supseteq P_{v}$.
(iii) If $u=\left(\xi_{0}, \ldots, \xi_{n-1}\right)$ is a sequence of length $n$ and $P_{u}=\overline{N_{s}}$, then radius $\left(\overline{N_{s}}\right) \leq$ $2^{-n+1}$.

2B.1. Theorem. For every infinite cardinal $\kappa$ and every pointset $P \subseteq \mathcal{X}$, the following conditions are equivalent.
(i) $P$ is $\kappa$-Suslin, i.e.,

$$
P=\mathfrak{p} C=\left\{x:\left(\exists f \in{ }^{\omega} \kappa\right) C(x, f)\right\}
$$

with a closed $C \subseteq \mathcal{X} \times{ }^{\omega} \kappa$.
(ii) $P$ admits a $\kappa$-semiscale.
(iii) $P=\mathscr{A}_{u}^{\kappa} P_{u}$, where the $\kappa$-Suslin system $u \mapsto P_{u}$ is regular.
(iv) $P=\mathscr{A}_{u}^{\kappa} P_{u}$ with a $\kappa$-Suslin system $u \mapsto P_{u}$ where each $P_{u}$ is closed. ${ }^{(1-5)}$

Proof. (i) $\Longrightarrow$ (ii). For each $x \in P$, choose some $f_{x} \in{ }^{\omega} \kappa$ such that $\left(x, f_{x}\right) \in C$ and put

$$
\varphi_{n}(x)=f_{x}(n)
$$

To prove that the sequence $\bar{\varphi}=\left\{\varphi_{n}\right\}_{n \in \omega}$ of $\kappa$-norms on $P$ is a semiscale, assume that $x_{0}, x_{1}, \ldots$ are in $P$, that $\lim _{i \rightarrow \infty} x_{i}=x$ and that for each $n$ and all large $i$,

$$
\varphi_{n}\left(x_{i}\right)=f_{x_{i}}(n)=\xi_{n}
$$

Let

$$
f(n)=\xi_{n}
$$

Clearly

$$
\lim _{i \rightarrow \infty}\left(x_{i}, f_{x_{i}}\right)=(x, f)
$$

and since for each $i,\left(x_{i}, f_{x_{i}}\right) \in C$ and $C$ is closed, we have $(x, f) \in C$, i.e., $x \in P$.
(ii) $\Longrightarrow$ (iii). Let $\bar{\varphi}=\left\{\varphi_{n}\right\}_{n \in \omega}$ be a $\kappa$-semiscale on $P$. Choose a bijection

$$
\pi: \kappa \longmapsto \omega \times \kappa
$$

of $\kappa$ with all pairs of integers and ordinals below $\kappa$,

$$
\pi(\xi)=\left(\pi_{1}(\xi), \pi_{2}(\xi)\right)
$$

For convenience in notation let

$$
N(s)=N_{s}
$$

be the $s$ 'th basic nbhd of the space $\mathcal{X}$ in which $P$ lies.
Define now

$$
\begin{aligned}
& P_{\left(\xi_{0}, \ldots, \xi_{n-1}\right)}=\left\{x: \bar{N}\left(\pi_{1}\left(\xi_{0}\right)\right) \supseteq \bar{N}\left(\pi_{1}\left(\xi_{1}\right)\right) \supseteq \cdots \supseteq \bar{N}\left(\pi_{1}\left(\xi_{n-1}\right)\right)\right. \\
& \quad \& \text { for } i=0, \ldots, n-1, \text { radius }\left(N\left(\pi_{1}\left(\xi_{i}\right)\right)\right) \leq 2^{-i} \\
& \& \text { for some } y \in N\left(\pi_{1}\left(\xi_{n-1}\right)\right), y \in P \text { and } \\
& \varphi_{0}(y)=\pi_{2}\left(\xi_{0}\right), \varphi_{1}(y)=\pi_{2}\left(\xi_{1}\right), \cdots, \varphi_{n-1}(y)=\pi_{2}\left(\xi_{n-1}\right) \\
& \left.\quad \& x \in \bar{N}\left(\pi_{1}\left(\xi_{n-1}\right)\right)\right\}
\end{aligned}
$$

so that $P_{\left(\xi_{0}, \ldots, \xi_{n-1}\right)}$ is either $\emptyset$ or $\bar{N}\left(\pi_{1}\left(\xi_{n-1}\right)\right)$ and the system $u \mapsto P_{u}$ is clearly regular. We will show that

$$
P=\mathscr{A}_{u}^{\kappa} P_{u} .
$$

Suppose first that $x \in P$. Choose closures of nbhds $\bar{N}\left(s_{0}\right) \supseteq \bar{N}\left(s_{1}\right) \supseteq \cdots$ of $x$ such that radius $\left(N\left(s_{i}\right)\right) \leq 2^{-i}$ and for each $i$ let $\xi_{i}$ be the ordinal below $\kappa$ such that

$$
\pi_{1}\left(\xi_{i}\right)=s_{i}, \quad \pi_{2}\left(\xi_{i}\right)=\varphi_{i}(x)
$$

We obviously have $x \in P_{\left(\xi_{0}, \ldots, \xi_{n-1}\right)}$ for every $n$, so $x \in \mathscr{A}_{u}^{\kappa} P_{u}$.

Conversely, assume that there is a sequence $\xi_{0}, \xi_{1}, \ldots$ of ordinals such that $x \in$ $P_{\left(\xi_{0}, \ldots, \xi_{n-1}\right)}$ for every $n$. By the definition then,

$$
\bar{N}\left(\pi_{1}\left(\xi_{0}\right)\right) \supseteq \bar{N}\left(\pi_{1}\left(\xi_{1}\right)\right) \supseteq \cdots,
$$

$x \in \bar{N}\left(\pi_{1}\left(\xi_{n-1}\right)\right)$ for each $n$, the radius of $N\left(\pi_{1}\left(\xi_{n-1}\right)\right)$ shrinks to 0 as $n \rightarrow \infty$ and for every $n$ we have some $y_{n} \in N\left(\pi_{1}\left(\xi_{n-1}\right)\right)$ such that $\varphi_{0}\left(y_{n}\right)=\xi_{0}, \ldots, \varphi_{n-1}\left(y_{n}\right)=\xi_{n-1}$. In particular, $\lim _{n \rightarrow \infty} y_{n}=x$ and for $n>i, \varphi_{i}\left(y_{n}\right)=\xi_{i}$, so by the basic property of the semiscale we have $x \in P$.
(iii) $\Longrightarrow$ (iv) is trivial.
(iv) $\Longrightarrow\left(\right.$ i). Assume $P=\mathscr{A}_{u}^{\kappa} P_{u}$ with each $P_{u}$ closed and put

$$
C(x, f) \Longleftrightarrow \bigwedge_{n}\left[x \in P_{f\lceil n}\right] .
$$

Clearly $C$ is closed and

$$
\begin{aligned}
x \in \mathfrak{p C} & \Longleftrightarrow(\exists f) C(x, f) \\
& \Longleftrightarrow(\exists f)(\forall n)\left[x \in P_{f\lceil n}\right] \\
& \Longleftrightarrow x \in P .
\end{aligned}
$$

Suslin's original definition of analytic sets was via the operation $\mathscr{A}$,

$$
\mathscr{A}=\mathscr{A}^{\aleph_{0}}
$$

and the essential content of the equivalences (i) $\Longleftrightarrow$ (iii) $\Longleftrightarrow$ (iv) was already announced in the basic papers Suslin [1917], Lusin [1917].

Let $\boldsymbol{S}(\kappa)=\boldsymbol{S}_{\kappa}$ be the pointclass of all $\kappa$-Suslin sets, so in particular

$$
\boldsymbol{S}\left(\aleph_{0}\right)=\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1} .
$$

2B.2. Theorem. For each cardinal $\kappa \geq \aleph_{0}$, the pointclass $\boldsymbol{S}_{\kappa}$ is closed under Borel substitution, $\exists^{\mathcal{Y}}$ for every product space $\mathcal{Y}$, countable conjunction, $\Lambda^{\omega}$, disjunction of length $\kappa, \bigvee^{\kappa}$, and the operation $\mathscr{A}^{\kappa}$.

Moreover, if $\lambda \leq \kappa$, then $\boldsymbol{S}_{\lambda} \subseteq \boldsymbol{S}_{\kappa}$; in particular every ${\underset{\sim}{1}}_{1}^{1}$ pointset is $\kappa$-Suslin.
Proof. Closure of $\boldsymbol{S}_{\kappa}$ under continuous substitution is immediate, so we can use it in the arguments below.

To prove closure under $\exists^{\mathcal{N}}$, suppose $C \subseteq \mathcal{X} \times \mathcal{N} \times{ }^{\omega} \kappa$ is closed and

$$
P(x, \alpha) \Longleftrightarrow(\exists f) C(x, \alpha, f)
$$

so that

$$
(\exists \alpha) P(x, \alpha) \Longleftrightarrow(\exists \alpha)(\exists f) C(x, \alpha, f) .
$$

Let

$$
\pi(\xi)=\left(\pi_{1}(\xi), \pi_{2}(\xi)\right)
$$

be a bijection of $\kappa$ with $\omega \times \kappa$ as in the proof of 2B. 1 and notice that the mapping

$$
\rho(g)=\left(g_{1}, g_{2}\right)
$$

where

$$
\begin{aligned}
& g_{1}(n)=\pi_{1}(g(n)), \\
& g_{2}(n)=\pi_{2}(g(n)),
\end{aligned}
$$

is a homeomorphism of ${ }^{\omega} \kappa$ with ${ }^{\omega} \omega \times{ }^{\omega} \kappa=\mathcal{N} \times{ }^{\omega} \kappa$. Thus if we define

$$
C^{*}(x, g) \Longleftrightarrow C\left(x, g_{1}, g_{2}\right)
$$

the set $C^{*}$ is closed in $\mathcal{X} \times{ }^{\omega} \kappa$ and

$$
(\exists \alpha) P(x, a) \Longleftrightarrow(\exists g) C^{*}(x, g),
$$

so $\exists^{\mathcal{N}} P$ is $\kappa$-Suslin.
We can now prove closure of $\boldsymbol{S}_{\kappa}$ under $\exists^{\mathcal{Y}}$ using closure under $\exists^{\mathcal{N}}$ and the fact that every $\mathcal{Y}$ is a continuous image of $\mathcal{N}$.

If $P_{\xi}=\mathfrak{p} C_{\xi}$ for each $\xi<\kappa$, put

$$
C(x, f) \Longleftrightarrow C_{f(0)}\left(x, f^{\star}\right)
$$

where by definition

$$
f^{\star}(n)=f(n+1) .
$$

Clearly $C$ is closed and

$$
\begin{aligned}
\bigvee_{\xi<\kappa} P_{\xi}(x) & \Longleftrightarrow \bigvee_{\xi<\kappa}(\exists f) C_{\xi}(x, f) \\
& \Longleftrightarrow\left(\bigvee_{f}\right) C_{f(0)}\left(x, f^{\star}\right) \\
& \Longleftrightarrow(\exists f) C(x, f),
\end{aligned}
$$

hence $\bigvee_{\xi}^{\kappa} P_{\xi}$ is $\kappa$-Suslin.
Similarly, if $P_{m}=\mathfrak{p} C_{m}$ for each $m \in \omega$, put

$$
C(x, f) \Longleftrightarrow \wedge_{m} C_{m}\left(x, f_{m}\right),
$$

where

$$
f_{m}(n)=f(\langle m, n\rangle)
$$

and notice that $C$ is closed and

$$
\begin{aligned}
\bigwedge_{m} P_{m}(x) & \Longleftrightarrow \bigwedge_{m}(\exists f) C_{m}(x, f) \\
& \Longleftrightarrow(\exists f) \bigwedge_{m} C_{m}\left(x, f_{m}\right) \\
& \Longleftrightarrow(\exists f) C(x, f),
\end{aligned}
$$

so that $\bigwedge_{m}^{\omega} P_{m}$ is $\kappa$-Suslin.
To prove closure of $\boldsymbol{S}_{\kappa}$ under the operation $\mathscr{A}^{\kappa}$, suppose $u \mapsto P_{u}$ is a $\kappa$-Suslin system where for each $u$,

$$
P_{u}(x) \Longleftrightarrow(\exists g) C_{u}(x, g),
$$

with $C_{u}$ closed. Then

$$
\begin{aligned}
x \in \mathscr{A}_{u}^{\kappa} P_{u} & \Longleftrightarrow\left(\bigvee_{f}\right)\left(\bigwedge_{n}\right) P_{f \text { 「 }}(x) \\
& \Longleftrightarrow\left(\bigvee_{f}\right)\left(\bigwedge_{n}\right)(\exists g) C_{f \upharpoonright n}(x, g) \\
& \Longleftrightarrow\left(\bigvee_{f}\right)(\exists g)\left(\bigwedge_{n}\right) C_{f \vdash n}\left(x, g_{n}\right)
\end{aligned}
$$

where (as above) $g_{n}(m)=g(\langle n, m\rangle)$. Now the set

$$
C(x, f, g) \Longleftrightarrow \bigwedge_{n} C_{f \upharpoonright n}\left(x, g_{n}\right)
$$

is obviously closed in $\mathcal{X} \times{ }^{\omega} \kappa \times{ }^{\omega} \kappa$, and

$$
x \in \mathscr{A}_{u}^{\kappa} P_{u} \Longleftrightarrow(\exists f)(\exists g) C(x, f, g) .
$$

We can easily find a closed $C^{*}$ in $\mathcal{X} \times{ }^{\omega} \kappa$, such that $\mathscr{A}_{u}^{\kappa} P_{u}=\mathfrak{p} C^{*}$ using the obvious fact that ${ }^{\omega} \kappa \times{ }^{\omega} \kappa$ is homeomorphic with ${ }^{\omega} \kappa$.

If $\lambda \leq \kappa$, then every $\lambda$-semiscale on a pointset $P$ is also a $\kappa$-semiscale. Hence every $\lambda$-Suslin set is $\kappa$-Suslin.

Closure under Borel substitution follows immediately, since if $f: \mathcal{X} \rightarrow \mathcal{Y}$ is Borel and $P=\mathscr{A}_{u}^{\kappa} P_{u}$ with each $P_{u}$ closed, then

$$
f^{-1}[P]=\mathscr{A}_{u}^{\kappa} f^{-1}\left[P_{u}\right]
$$

with each $f^{-1}\left[P_{u}\right]$ Borel, hence $\kappa$-Suslin. Thus $f^{-1}[P]$ is $\kappa$-Suslin by closure un$\operatorname{der} \mathscr{A}^{\kappa}$.

Since every perfect product space is Borel isomorphic with $\mathcal{N}$, the closure of $\boldsymbol{S}_{\kappa}$ under Borel substitution reduces the study of this pointclass to the study of $\kappa$-Suslin sets of irrationals. This is often a useful reduction, especially because of a simple characterization of such sets in terms of trees which we will establish in the next section.

## Exercises

2B.3. Suppose $u \mapsto P_{u}$ is a $\kappa$-Suslin system such that
(i) if $u$ is an initial segment of $v$, then $P_{u} \supseteq P_{v}$,
(ii) if $u, v$ are distinct sequences of the same length $n$, then

$$
P_{u} \cap P_{v}=\emptyset .
$$

Prove that

$$
\mathscr{A}_{u}^{\kappa} P_{u}=\bigcap_{n} \bigcup_{\xi_{0}, \ldots, \xi_{n-1}-1} P_{\left(\xi_{0}, \ldots, \xi_{n-1}\right)} .
$$

Hint. If $x \in \bigcap_{n} \bigcup_{\xi_{0}, \ldots, \xi_{n-1}} P_{\left(\xi_{0}, \ldots, \xi_{n-1}\right)}$, then by (ii), for each $n$ there is exactly one sequence $u$ of length $n$ such that $x \in P_{u}$ and by (i) there is some $f \in{ }^{\omega} \kappa$ so that this $u=f \upharpoonright n$.

2B.4. Suppose $\kappa$ is a cardinal of cofinality $>\omega$, i.e., if $\xi_{0}, \xi_{1}, \ldots$ are all $<\kappa$, then supremum $\left\{\xi_{n}: n=0,1,2, \ldots\right\}<\kappa$. Prove that a pointset $P \subseteq \mathcal{X}$ is $\kappa$-Suslin if and only if

$$
P=\bigcup_{\xi<\kappa} P_{\xi},
$$

where each $P_{\xi}$ is $\lambda$-Suslin for some cardinal $\lambda<\kappa$ (Martin [1971]).
Hint. Suppose

$$
P(x) \Longleftrightarrow\left(\exists f \in{ }^{\omega} \kappa\right) C(x, f)
$$

with $C$ closed and for each $\xi<\kappa$, put

$$
P_{\xi}(x) \Longleftrightarrow\left(\exists f \in{ }^{\omega} \xi\right) C(x, f)
$$

Clearly $P=\bigcup_{\xi<\kappa} P_{\xi}$, using $\operatorname{cf}(\kappa)>\omega$. On the other hand, letting $\lambda=\operatorname{card}(\xi)$ and $\pi: \lambda \hookrightarrow \xi$ any bijection, the set

$$
C_{\xi}(x, f) \Longleftrightarrow C(x, n \mapsto \pi(f(n)))
$$

is obviously closed in $\mathcal{X} \times{ }^{\omega} \lambda$ and $P_{\xi}=\mathfrak{p} C_{\xi}$, so that $P_{\xi}$ is $\lambda$-Suslin.
Despite this result, it is often useful to consider $\kappa$-Suslin sets with $\kappa$ of cofinality $>\omega$.
2B.5. Prove that if $n \geq 2$, then the pointclasses $\underset{\sim}{\underset{\sim}{1}}, \underset{\sim}{\boldsymbol{\Pi}}{ }_{n}^{1},{\underset{\sim}{n}}_{1}^{1}$ are all closed under the operation $\mathscr{A}=\mathscr{A}^{\aleph_{0}}\left(\right.$ Kantorovitch and Livenson [1932]). ${ }^{(\widehat{6})}$


Figure 2C.1. A tree.
Hint. It is easy to check that if each $P_{u}$ is ${\underset{\sim}{~}}_{n}^{1}$, then $\mathscr{A}_{u} P_{u}$ is ${\underset{\sim}{\boldsymbol{N}}}_{n}^{1}(n \geq 2)$. Assume that each $P_{u}$ is $\underset{\sim}{\boldsymbol{\Pi}_{n}}$,

$$
P_{u}(x) \Longleftrightarrow(\forall \alpha) Q_{u}(x, a) \quad\left(Q_{u} \text { in } \underset{\sim}{\Sigma_{n-1}^{1}}, n \geq 2\right)
$$

and let

$$
P(x) \Longleftrightarrow \mathscr{A}_{u} P_{u}(x) \Longleftrightarrow\left(\bigvee_{\beta}\right)\left(\bigwedge_{t}\right)(\forall \alpha) Q_{\beta \backslash t}(x, \alpha)
$$

so that

$$
\neg P(x) \Longleftrightarrow\left(\bigwedge_{\beta}\right)\left(\bigvee_{t}\right)(\exists \alpha) \neg Q_{\beta \mid t}(x, \alpha) .
$$

Now, only countably many $\alpha$ 's are needed to verify the right hand side for any particular $x$ (at most one for each finite sequence $\beta \upharpoonright t$ ), and hence

$$
\neg P(x) \Longleftrightarrow(\exists \alpha)\left(\bigwedge_{\beta}\right)\left(\bigvee_{t}\right)(\exists m) \neg Q_{\beta \mid t}\left(x,(\alpha)_{m}\right)
$$

From this the result follows easily, by verifying that the relation

$$
Q^{\prime}(x, \alpha, \beta, t, m) \Longleftrightarrow \neg Q_{\beta \mid t}\left(x,(\alpha)_{m}\right)
$$

is ${\underset{\sim}{~}}_{n-1}^{1}$.

## 2C. Trees and the Perfect Set Theorem

The main result of this section is that the continuum hypothesis holds for ${\underset{\sim}{~}}_{1}^{1}$ sets-in fact every uncountable ${\underset{\sim}{1}}_{1}^{1}$ set has a non-empty perfect subset.

For our purposes, a tree on a (non-empty) set $X$ is a set $T$ of finite sequences of members of $X$ such that if $u \in T$ and $v$ is an initial segment of $u$, then $v \in T$.

We often call the members of $T$ nodes or finite paths. By definition, the empty sequence $\emptyset$ is a node of every non-empty tree-we call it the root. The terminology is motivated by the standard picture of a tree, see Figure 2C.1.

A function $f \in{ }^{\omega} X$ is an infinite branch (or path) of a tree $T$, if for every $n$,

$$
f \upharpoonright n=(f(0), \ldots, f(n-1)) \in T .
$$

We let

$$
[T]=\left\{f \in{ }^{\omega} X: f \text { is an infinite branch of } T\right\}
$$

be the body of $T$, the subset of ${ }^{\omega} X$ naturally associated with $T$.
We are particularly interested in trees of pairs, where we take

$$
X=\omega \times \kappa
$$

with some infinite cardinal $\kappa$. There is an obvious bijection of ${ }^{\omega}(\omega \times \kappa)$ with ${ }^{\omega} \omega \times{ }^{\omega} \kappa$ $=\mathcal{N} \times{ }^{\omega} \kappa$ which sends $g \in{ }^{\omega}(\omega \times \kappa)$ to $(\alpha, f)$, where

$$
\begin{equation*}
g(n)=(\alpha(n), f(n)) . \tag{*}
\end{equation*}
$$

Let us agree that when $T$ is a tree on $\omega \times \kappa$ for some $\kappa$, then we will take the body of $T$ to be the obvious subset of $\mathcal{N} \times{ }^{\omega} \kappa$,

$$
[T]=\{(\alpha, f): \text { for all } n,((\alpha(0), f(0)), \ldots,(\alpha(n-1), f(n-1))) \in T\} .
$$

One could raise a pedantic objection to this ambiguous use of the symbol [ $T$ ], but it will cause no problems. It will always be clear from the context when we consider $T$ to be a tree of pairs.

We will simplify notation further by denoting an arbitrary sequence

$$
\left(\left(t_{0}, \xi_{0}\right), \ldots,\left(t_{n-1}, \xi_{n-1}\right)\right)
$$

in $\omega \times \kappa$ by

$$
\left(t_{0}, \xi_{0}, \ldots, t_{n-1}, \xi_{n-1}\right)
$$

There is no point to putting down all these parentheses. Thus if $T$ is a tree on $\omega \times \kappa$,

$$
[T]=\{(\alpha, f): \text { for all } n,(\alpha(0), f(0), \ldots, \alpha(n-1), f(n-1)) \in T\} .
$$

2C.1. Theorem. For each non-empty set $X$, put the product topology on ${ }^{\omega} X$, taking $X$ discrete; then a set $C \subseteq{ }^{\omega} X$ is closed if and only if there is a tree $T$ on $X$ such that $C$ is the body of $T$,

$$
C=[T] .
$$

Similarly, for each cardinal $\kappa \geq \aleph_{0}$, a set $C \subseteq \mathcal{N} \times{ }^{\omega} \kappa$ is closed if and only if there is a tree $T$ of pairs on $\omega \times \kappa$ such that

$$
C=[T]=\{(\alpha, f): \text { for all } n,(\alpha(0), f(0), \ldots, \alpha(n-1), f(n-1)) \in T\} ;
$$

hence a set of irrationals

$$
P \subseteq \mathcal{N}
$$

is $\kappa$-Suslin if and only if there is tree $T$ on $\omega \times \kappa$ such that

$$
P=\mathfrak{p}[T]=\{\alpha:(\exists f)(\forall n)[(\alpha(0), f(0), \ldots, \alpha(n-1), f(n-1)) \in T]\} .
$$

Proof. It is enough to prove the first assertion, from which the second follows immediately, by the definition of $\kappa$-Suslin sets and the obvious fact that the map $g \mapsto(\alpha, f)$ defined by $(*)$ above is a homeomorphism of ${ }^{\omega}(\omega \times \kappa)$ with $\mathcal{N} \times{ }^{\omega} \kappa$.

Suppose $T$ is a tree on $X$ and $f \notin[T]$; then for some $n$,

$$
(f(0), \ldots, f(n-1)) \notin T,
$$

so that the basic nbhd $\{g: g(0)=f(0), \ldots, g(n-1)=f(n-1)\}$ of ${ }^{\omega} X$ is disjoint from $[T]$ and hence the complement of $[T]$ is open.
Conversely, if $C \subseteq{ }^{\omega} X$ is closed, put

$$
T=\{(f(0), \ldots, f(n-1)): f \in C\} ;
$$

clearly $C \subseteq[T]$ and $C$ is dense in $[T]$, so $C=[T]$.


Figure 2C.2. The truncation of a tree.
Two finite sequences $u$ and $v$ from $X$ are compatible if they have a common exten-sion-i.e., if there is some $w$ such that both $u$ and $v$ are initial segments of $w$. This simply means that either $u=v$ or one of $u$ and $v$ is an initial segment of the other.

For each tree $T$ on $X$ and each finite sequence $u$ from $X$, let (cf. Figure 2C.2)

$$
T_{u}=\{v \in T: v \text { is compatible with } u\} .
$$

Evidently $T_{u}$ is always a tree, the result of pruning all the side branches of $T$ below $u$. In particular,

$$
T_{\emptyset}=T .
$$

Notice that if $u=\left(x_{0}, \ldots, x_{n-1}\right)$ is a sequence of length $n$, then

$$
\begin{aligned}
{\left[T_{u}\right] } & =[T] \cap\left\{f \in{ }^{\omega} X: f \upharpoonright n=u\right\} \\
& =\bigcup_{x \in X}\left[T_{\widehat{u}(x)}\right]
\end{aligned}
$$

where of course for each $x \in X$,

$$
u^{\wedge}(x)=\left(x_{0}, \ldots, x_{n-1}\right)^{\wedge}(x)=\left(x_{0}, \ldots, x_{n-1}, x\right)
$$

In connection with projections of trees of pairs, notice that if

$$
u=\left(t_{0}, \xi_{0}, \ldots, t_{n-1}, \xi_{n-1}\right)
$$

is a finite sequence from $\omega \times \kappa$, then

$$
\left[T_{u}\right]=\bigcup_{t<\omega, \xi<\kappa \kappa}\left[T_{u} \widehat{u}(t, \xi)\right],
$$

so that

$$
\mathfrak{p}\left[T_{u}\right]=\bigcup_{t<\omega, \xi<\kappa} \mathfrak{p}\left[T_{u} \widehat{(t, \xi}\right] .
$$

We could prove the next result by an adaptation of the topological argument we used to establish the Cantor-Bendixson Theorem 2A.1. It will be more informative, however, to extend the argument of 2A.4. The use of trees is not essential in this instance, but they do make the proof neater.

2C.2. The Perfect Set Theorem (Suslin, Mansfield). Let $\kappa$ be an infinite cardinal and assume that $P$ is a $\kappa$-Suslin pointset with more than $\kappa$ elements. Then $P$ has a non-empty perfect subset. ${ }^{(7)}$

Proof. Suppose we know the result for every subset of $\mathcal{N}$ and $P$ is a $\kappa$-Suslin subset of some perfect product space $\mathcal{X}$. Let

$$
\pi: \mathcal{N} \rightarrow \mathcal{X}
$$

be the continuous surjection of $\mathcal{N}$ onto $\mathcal{X}$ guaranteed by 1 G .2 and such that for some $\underline{\Gamma}_{1}^{0}$ set $A \subseteq \mathcal{N}, \pi$ is one-to-one on $A$ and $\pi[A]=\mathcal{X}$. Take $P^{\prime}=\pi^{-1}[P] \cap A$. Now $\widetilde{P}^{\prime}$ is a $\kappa$-Suslin subset of $\mathcal{N}$ with more than $\kappa$ elements, so it has a perfect subset $Q$. This $Q$ must contain a non-empty perfect compact set $Q_{0}$-to see this apply 1A. 3 with $\mathfrak{M}=Q$, considered as a subspace of $\mathcal{N}$. Hence $\pi\left[Q_{0}\right]$ is a perfect subset of $P$, since the continuous one-to-one image of a perfect compact set is easily perfect.

To establish the result for subsets of $\mathcal{N}$, let $P \subseteq \mathcal{N}$ be $\kappa$-Suslin and choose a tree $T$ on $\omega \times \kappa$ such that

$$
P=\mathfrak{p}[T]=\left\{\alpha:\left(\exists f \in{ }^{\omega} \kappa\right)(\alpha, f) \in[T]\right\} .
$$

Define by transfinite recursion the sets $T^{\zeta} \subseteq T$,

$$
\begin{aligned}
T^{0} & =T \\
T^{\xi+1} & =\left\{u \in T^{\xi}: \mathfrak{p}\left[T_{u}^{\xi}\right] \text { has more than one (irrational) element }\right\}, \\
T^{\lambda} & =\bigcap_{\xi<\lambda} T^{\xi}, \quad \text { if } \lambda \text { is a limit ordinal. }
\end{aligned}
$$

It is immediate that each $T^{\xi}$ is a tree and

$$
\eta<\xi \Longrightarrow T^{\eta} \supseteq T^{\xi}
$$

There are at most $\kappa$ nodes in $T$, so there must be some ordinal $\lambda$ of cardinality $\kappa$ ( $\lambda<\kappa^{+}$) such that

$$
T^{\lambda+1}=T^{\lambda}
$$

Choose the least such $\lambda$ and put

$$
S=T^{\lambda}
$$

The heart of the proof is the following simple lemma about $S$.
Lemma. $S \neq \emptyset$.
Proof. Assume $S=\emptyset$, towards a contradiction.
For each $\alpha \in P=\mathfrak{p}[T]$ choose $f \in{ }^{\omega} \kappa$ so that $(\alpha, f) \in[T]$ and notice that there must exist some $\xi<\lambda$ such that

$$
(\alpha, f) \in\left[T^{\xi}\right] \backslash\left[T^{\xi+1}\right] ;
$$

this is because $(\alpha, f) \notin\left[T^{\lambda}\right]$ and for limit $\zeta$,

$$
(\alpha, f) \in\left[T^{\eta}\right], \text { all } \eta<\zeta \Longrightarrow(\alpha, f) \in\left[T^{\zeta}\right] .
$$

It follows that for some $n$,

$$
u=(\alpha(0), f(0), \alpha(1), f(1), \ldots, \alpha(n-1), f(n-1)) \notin T^{\xi+1}
$$

i.e., by definition

$$
\mathfrak{p}\left[T_{u}^{\xi}\right] \text { has at most one element. }
$$

Thus we have shown that

$$
P \subseteq \bigcup\left\{\mathfrak{p}\left[T_{u}^{\xi}\right]: \xi \leq \lambda, u \in T^{\xi} \backslash T^{\xi+1}\right\}
$$

which is absurd since the set on the right is the union of at most $\kappa$ singletons and $P$ has cardinality greater than $\kappa$.

If $u=\left(t_{0}, \xi_{0}, \ldots, t_{n-1}, \xi_{n-1}\right)$ and $v=\left(s_{0}, \zeta_{0}, \ldots, s_{m-1}, \zeta_{m-1}\right)$, call $u$ and $v$ incompatible in the first coordinate just in case $t_{i} \neq s_{i}$ for some $i<n, i<m$. It is immediate that every $u$ in $S$ has extensions $u^{\prime}, u^{\prime \prime}$ which are incompatible in the first coordinateotherwise $\mathfrak{p}\left[S_{u}\right]$ would have at most one irrational in it and $u \notin T^{\lambda+1}=T^{\lambda}=S$.

We now imitate the proof of 1A.2. For each $u \in S$, let $l(u), r(u)$ be extensions of $u$ in $S$ which are incompatible in the first coordinate and for each $f \in{ }^{\omega} 2$ define the sequence $u_{0}^{f}, u_{1}^{f}, \ldots$ of nodes in $S$ by the induction

$$
\begin{aligned}
u_{0}^{f} & =\emptyset, \\
u_{n+1}^{f} & = \begin{cases}l\left(u_{n}^{f}\right) & \text { if } f(n)=0, \\
r\left(u_{n}^{f}\right) & \text { if } f(n)=1 .\end{cases}
\end{aligned}
$$

Let $J$ be the set of all initial segments of all sequences $u_{n}^{f}, f \in{ }^{\omega} 2$. Clearly $J$ is a tree, $J \subseteq S$ and every two distinct infinite paths in $J$ are incompatible in the first coordinate. The set [J] is perfect (and compact) in $\mathcal{N} \times{ }^{\omega} \kappa$ and since the projection mapping $\mathfrak{p}$ is continuous and one-to-one on $[J], \mathfrak{p}[J]$ is perfect-this is the desired perfect subset of $P=\mathfrak{p}[T]$.

2C.3. Corollary (Suslin). Every uncountable $\boldsymbol{\Sigma}_{1}^{1}$ pointset $P$ has a non-empty perfect subset (and so $\operatorname{Card}(P)=2^{\aleph_{0}}$ ). ${ }^{(7)}$
We will see in Chapter 5 that this result cannot be extended to $\underset{\sim}{\Sigma}{ }_{2}^{1}$ sets (or even ${\underset{\sim}{~}}_{1}^{1}$ sets) in the context of Zermelo-Fraenkel set theory. On the other hand, there are better results that follow from strong set theoretic assumptions, as we mentioned in the introduction to this chapter.

In classical terminology, a pointclass $\Lambda$ has the perfect set property (or property $P$ ) if every uncountable pointset in $\Lambda$ has a non-empty perfect subset; so for any $\kappa$, the class of $\kappa$-Suslin pointsets (and in particular ${\underset{\sim}{1}}_{1}^{1}$ ) has the perfect set property. We will not use this notion, since we will prove several refined "Perfect Set Theorems" which go beyond establishing property $P$ for a pointclass.

## Exercises

2C. 4 (AC). Prove that we can decompose the reals into two disjoint sets

$$
\mathbb{R}=A \cup B,
$$

such that both $A$ and $B$ are uncountable and every non-empty perfect set intersects both $A$ and $B$. In particular, $A$ is an uncountable set which has no perfect subset other than $\emptyset$.

Hint. You need the axiom of choice for this. First argue that there are exactly $2^{\aleph_{0}}$ non-empty perfect sets. Wellorder $\mathbb{R}=\left\{x_{\xi}: \xi<2^{\aleph_{0}}\right\}$ and the collection of non-empty perfect sets $\mathscr{P}=\left\{P_{\xi}: \xi<2^{\aleph_{0}}\right\}$ and define by transfinite recursion surjections

$$
f_{\xi}: \xi \multimap A_{\xi}, g_{\xi}: \xi \rightarrow B_{\xi} \quad\left(A_{\xi}, B_{\xi} \subseteq \mathbb{R}\right)
$$

such that $A_{\xi} \cap B_{\xi}=\emptyset, A_{\xi} \cap P_{\xi} \neq \emptyset, B_{\xi} \cap P_{\xi} \neq \emptyset$, and

$$
\eta \leq \xi \Longrightarrow f_{\eta} \subseteq f_{\xi}, g_{\eta} \subseteq g_{\xi}
$$

Set $A=\bigcup_{\xi} A_{\xi}, B=\mathbb{R} \backslash A \supseteq \bigcup_{\xi} B_{\xi}$.

2C.5. Prove that if $P \subseteq \mathcal{X}$ and $Q \subseteq \mathcal{Y}$ are Borel sets such that

$$
\operatorname{card}(P)=\operatorname{card}(Q), \quad \operatorname{card}(\mathcal{X} \backslash P)=\operatorname{card}(\mathcal{Y} \backslash Q),
$$

then there exists a Borel isomorphism $f: \mathcal{X} \hookrightarrow \mathcal{Y}$ such that $f[P]=Q$.
Hint. Use 2C. 3 and the method of 1G.3.

## 2D. Wellfounded trees

A tree $T$ on $X$ is wellfounded if $[T]=\emptyset$, i.e., if $T$ has no infinite branches. The name comes from considering the relation of proper extension of finite sequences from $X$,

$$
u \succ v \Longleftrightarrow u \text { is a proper initial segment of } v .
$$

Clearly $T$ is well founded if and only if the restriction of $\succ$ to $T$ has no infinite descending chains.

Here we discuss briefly proof by (backwards) bar induction and definition by bar recursion on a wellfounded tree, which we will need in the next section. We will also introduce rank functions on wellfounded trees and use them to prove that ${\underset{\sim}{2}}_{2}^{1}$ pointsets are $\aleph_{1}$-Suslin.

Let $T$ be a wellfounded tree on $X$ and suppose $P$ is a relation on the finite sequences from $X$ such that:
if $P\left(u^{\wedge}(x)\right)$ holds for every $u^{\wedge}(x) \in T$, then $P(u)$ holds.
It follows that $P(u)$ must hold for every sequence $u \in X$; otherwise there is some $u_{0}$ such that $\neg P\left(u_{0}\right)$, hence there is some $x_{0}$ with $u_{0} \wedge\left(x_{0}\right) \in T$ and $\neg P\left(u_{0} \wedge\left(x_{0}\right)\right)$, hence there is some $x_{1}$ sith $u_{0} \wedge\left(x_{0}, x_{1}\right) \in T$ and $\neg P\left(u_{0} \wedge\left(x_{0}, x_{1}\right)\right)$, etc., so we get an infinite branch $u_{0} \wedge\left(x_{0}, x_{1}, x_{2}, \ldots\right)$ in $T$ contradicting $[T]=\emptyset$. This method of proof is called backwards or bar induction on $T$.

In the same way we can justify definition by backwards or bar recursion on a wellfounded tree $T$ : in order to define $F(u)$ for every finite sequence $u$ from $X$, it is enough to show how to compute $F(u)$ if we know $F\left(u^{\wedge}(x)\right)$ for every $u^{\wedge}(x) \in T$.

Formally, a function $F(u)$ is defined by bar recursion if we are given an equation of the form

$$
F(u)=G\left(u,\left\{\left(x, F\left(u^{\wedge}(x)\right)\right): u^{\wedge}(x) \in T\right\}\right)
$$

with $G$ a given function. We then put

$$
\begin{aligned}
& R(u, z) \Longleftrightarrow \text { there is some function } f \text { such that } u \in \operatorname{Domain}(f) \& f(u)=z \\
& \&\left(\forall u^{\prime}, x\right)\left[\left[u^{\prime} \in \operatorname{Domain}(f) \& u^{\prime \wedge}(x) \in T\right] \Longrightarrow u^{\prime \wedge}(x) \in \operatorname{Domain}(f)\right] \\
& \&\left(\forall u^{\prime} \in \operatorname{Domain}(f)\right)\left[f\left(u^{\prime}\right)=G\left(u^{\prime},\left\{\left(x, f\left(u^{\prime \wedge}(x)\right)\right): u^{\prime \wedge}(x) \in T\right\}\right)\right]
\end{aligned}
$$

and show by bar induction on $T$ that for every $u$ there is exactly one $z$ such that $R(u, z)$, so we can set

$$
F(u)=\text { the unique } z \text { such that } R(u, z) .
$$

This clearly satisfies the given equation. Another simple bar induction shows that no other $F^{\prime}$ can satisfy the determining equation.

A rank function for a tree $T$ on $X$ is any mapping $\rho$ defined on all the finite sequences from $X$, with ordinal values, such that

$$
\text { if } u^{\wedge}(x) \in T \text {, then } \rho(u)>\rho\left(u^{\wedge}(x)\right) .
$$

The next result is trivial but useful enough to deserve billing as a theorem.
2D.1. Theorem. A tree $T$ on $X$ is wellfounded if and only if it admits a rank function. Moreover, if $\operatorname{card}(X)=\kappa$ and $T$ is wellfounded, then $T$ admits a rank function $\rho$ such that for every $u$,

$$
\rho(u)<\kappa^{+}=\text {the least cardinal }>\kappa .
$$

Proof. If $T$ admits a rank function $\rho$, then $T$ is obviously wellfounded since any infinite branch

$$
f=\left(x_{0}, x_{1}, x_{2}, \ldots\right)
$$

in $T$ would define the infinite decreasing sequence of ordinals

$$
\rho\left(x_{0}\right)>\rho\left(x_{0}, x_{1}\right)>\rho\left(x_{0}, x_{1}, x_{2}\right)>\cdots .
$$

Conversely, if $T$ is wellfounded, we can define $\rho$ on $T$ by bar recursion,

$$
\begin{aligned}
& \rho(u)=0 \quad \text { if } u \text { is terminal in } T \text { or } u \notin T, \\
& \rho(u)=\text { supremum }\left\{\rho\left(u^{\wedge}(x)\right)+1: u^{\wedge}(x) \in T\right\} \quad \text { if } u \text { is not terminal. }
\end{aligned}
$$

Actually the second equation suffices if we adopt the useful convention

$$
\text { supremum }(\emptyset)=0 .
$$

It is immediate that $\rho$ is a rank function on $T$.
Fix now this canonical $\rho$ associated with a wellfounded tree $T \neq \emptyset$. A trivial induction on $\xi$ shows that
if $\rho(u)=\xi$, then for every $\zeta<\xi$ there is some $v$ which extends $u$ such that $\rho(v)=\zeta$.
Thus the range of $\rho$ is an initial segment of ordinals, i.e., $\rho$ is onto $\lambda=\rho(\emptyset)+1$. For each $\xi<\lambda$, choose some $u_{\xi} \in T$ such that $\rho\left(u_{\xi}\right)=\xi$. Now the map

$$
\xi \mapsto u_{\xi}
$$

establishes a one-to-one correspondence of $\lambda$ with a subset of $T$, which has cardinality $\kappa$, so that $\lambda<\kappa^{+}$.

We will sometimes distinguish the rank function $\rho$ associated with a wellfounded tree $T$ in this proof and call it the rank function of $T$,

$$
\rho=\rho^{T} .
$$

The length of $T$ is defined by

$$
|T|=\operatorname{supremum}\left\{\rho^{T}(u): u \in T\right\} .
$$

If $T \neq \emptyset$, then clearly $|T|=\rho^{T}(\emptyset)$.
The notion of a wellfounded tree gives an alternative way of putting down the characterization of $\kappa$-Suslin sets of irrationals of 2C.1. If $T$ is a tree on $\omega \times \kappa$, and $\alpha \in \mathcal{N}$, put

$$
T(\alpha)=\left\{\left(\xi_{0}, \ldots, \xi_{n-1}\right):\left(\alpha(0), \xi_{0}, \ldots, \alpha(n-1), \xi_{n-1}\right) \in T\right\} .
$$

Evidently $T(\alpha)$ is a tree on $\kappa$. It is important to notice that with this notation, whether $\left(\xi_{0}, \ldots, \xi_{n-1}\right)$ is in $T(\alpha)$ or not depends only on the first $n$ values of $\alpha$, i.e.,

$$
\alpha \upharpoonright n=\beta \upharpoonright n \Longrightarrow\left[\left(\xi_{0}, \ldots, \xi_{n-1}\right) \in T(\alpha) \Longleftrightarrow\left(\xi_{0}, \ldots, \xi_{n-1}\right) \in T(\beta)\right] .
$$

2D.2. Theorem. Let $\kappa$ be an infinite cardinal and $P \subseteq \mathcal{N}$ a set of irrationals. Then $P$ is $\kappa$-Suslin if and only if there is a tree $T$ on $\omega \times \kappa$ such that

$$
P(\alpha) \Longleftrightarrow T(\alpha) \text { is not wellfounded. }
$$

We now put these two results to good use.
2D.3. Theorem (Shoenfield). ${ }^{(5)}$ Every ${\underset{\sim}{2}}_{2}^{1}$ pointset is $\aleph_{1}$-Suslin.
Proof. By 2B.2, it is enough to show that every ${\underset{\sim}{~}}_{1}^{1}$ set of irrationals is $\aleph_{1}$-Suslin.
Assume then that $T$ is a tree on $\omega \times \omega$ and

$$
\begin{aligned}
P(\alpha) & \Longleftrightarrow T(\alpha) \text { is wellfounded } \\
& \Longleftrightarrow T(\alpha) \text { admits a rank function into } \aleph_{1} .
\end{aligned}
$$

By 2D. 2 and 2D. 1 every ${\underset{S}{1}}_{1}^{1}$ set $P \subseteq \mathcal{N}$ can be represented in this way. The idea of the proof is to define a tree $S$ on $\omega \times \aleph_{1}$ such that every infinite branch of $S(\alpha)$ codes a rank function of $T(\alpha)$.

Let $u_{0}, u_{1}, u_{2}, \ldots$ be an enumeration of all finite sequences from $\omega$ such that

$$
\text { length }\left(u_{n}\right) \leq n
$$

This is easy to arrange. For each $n$ then, $u_{n}=\left(s_{0}, \ldots, s_{k-1}\right)$ with some $k \leq n$. We call $u=\left(s_{0}, \ldots, s_{k-1}\right) T$-compatible with $t_{0}, \ldots, t_{m-1}$, if

$$
k \leq m \text { and }\left(t_{0}, s_{0}, t_{k-1}, s_{k-1}\right) \in T .
$$

Put

$$
\begin{aligned}
\left(t_{0}, \xi_{0}, \ldots, t_{n-1}, \xi_{n-1}\right) \in S \Longleftrightarrow & \text { for every } i, j<n, \text { if } u_{i}, u_{j} \text { are } \\
& T \text {-compatible with }\left(t_{0}, \ldots, t_{n-1}\right) \text { and } u_{i} \text { is } \\
& \text { an initial segment of } u_{j}, \text { then } \xi_{i}>\xi_{j} .
\end{aligned}
$$

Easily $S$ is a tree on $\omega \times \aleph_{1}$. The claim is that

$$
P(\alpha) \Longleftrightarrow S(\alpha) \text { is not wellfounded. }
$$

Notice that for any fixed $\alpha$ and $u=\left(s_{0}, \ldots, s_{k-1}\right)$,

$$
u \text { is } T \text {-compatible with }(\alpha(0), \ldots, \alpha(n-1))
$$

$$
\begin{aligned}
& \Longleftrightarrow k \leq n \&\left(\alpha(0), s_{0}, \ldots, \alpha(k-1), s_{k-1}\right) \in T \\
& \Longleftrightarrow k \leq n \& u \in T(\alpha) .
\end{aligned}
$$

Using the condition length $\left(u_{n}\right) \leq n$ we then have

$$
\begin{aligned}
&\left(\xi_{0}, \ldots, \xi_{n-1}\right) \in S(\alpha) \Longleftrightarrow \\
& \Longleftrightarrow \\
&\text { for every } \left.i, j), \xi_{0}, \ldots, \alpha(n-1), \xi_{n-1}\right) \in S \\
& u_{i} \text { is an initial segment of } u_{i}, u_{j} \text { are in } T(\alpha) \text { and } \\
& \xi_{i}>\xi_{j} .
\end{aligned}
$$

This observation implies immediately that if $\left(\xi_{0}, \xi_{1}, \ldots\right)$ is an infinite branch of $S(\alpha)$, then the mapping

$$
u_{i} \mapsto \xi_{i}
$$

is a rank function on $T(\alpha)$, so that $T(\alpha)$ is wellfounded. Conversely, if $T(\alpha)$ is wellfounded, let $\rho$ be a rank function on $T(\alpha)$, put $\xi_{i}=\rho\left(u_{i}\right)$ and check immediately that $\left(\xi_{0}, \xi_{1}, \ldots\right)$ is an infinite branch of $S(\alpha)$, so that $S(\alpha)$ is not wellfounded.

We will prove later much better representation theorems for ${\underset{\sim}{1}}_{1}^{1}$ and $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2}^{1}$ along these lines. However this result already implies that a ${\underset{\sim}{\Sigma}}_{2}^{1}$ set with more than $\aleph_{1}$ elements has a perfect subset.


Figure 2E.1. Separation.

## 2E. The Suslin Theorem

Fix a space $\mathcal{X}$ and an ordinal $\lambda>\omega$. A collection $\mathcal{C}$ of subsets of $\mathcal{X}$ is a $\lambda$-algebra if $\emptyset \in \mathcal{C}$ and $\mathcal{C}$ is closed under complementation and unions of length less than $\lambda$, i.e.,

$$
\xi<\lambda \text { and for all } \eta<\xi, A_{\eta} \in \mathcal{C} \Longrightarrow \bigcup_{\eta<\xi} A_{\eta} \in \mathcal{C}
$$

If $\omega<\lambda<\aleph_{1}$, this simply means that $\mathcal{C}$ is closed under complementation and countable unions, and in this case we say that $\mathcal{C}$ is a $\sigma$-algebra.

The collection $\boldsymbol{B}_{\lambda} \upharpoonright \mathcal{X}$ of $\lambda$-Borel subsets of $\mathcal{X}$ is the least $\lambda$-algebra on $\mathcal{X}$ which contains all open sets and $\boldsymbol{B}_{\lambda}$ is the pointclass of $\lambda$-Borel pointsets in all product spaces.

Clearly, $\boldsymbol{B}_{\omega+1}$ is the pointclass of Borel measurable sets as we defined them in 1 F . Also, $\boldsymbol{B}_{\omega+1}=\boldsymbol{B}_{\aleph_{1}}$, and in general, if $\lambda$ is not a cardinal, then $\boldsymbol{B}_{\lambda}=\boldsymbol{B}_{\lambda^{+}}$. It will be convenient to have $\boldsymbol{B}_{\lambda}$ defined for all $\lambda>\omega$.

Let $\boldsymbol{B}_{\lambda}^{\prime}$ be the collection of all $\lambda$-Borel pointsets $P \subseteq \mathcal{Y}$, such that for every Borel function $f: \mathcal{X} \rightarrow \mathcal{Y}, f^{-1}[P]$ is $\lambda$-Borel. Clearly $\boldsymbol{B}_{\lambda}^{\prime}$ contains all open sets and is closed under $\neg$ and unions of length less than $\lambda$, hence $\boldsymbol{B}_{\lambda}^{\prime}=\boldsymbol{B}_{\lambda}$ and $\boldsymbol{B}_{\lambda}$ is closed under Borel substitution. We will leave for the exercises the remaining easy closure properties of $\boldsymbol{B}_{\lambda}$. Here we want to concentrate on the Strong Separation Theorem and its corollary, the Suslin Theorem which is the chief construction principle of classical descriptive set theory.

Recall from 1C that a set $C$ separates $A$ from $B$ if $A \subseteq C, B \cap C=\emptyset$ (see Figure 2E.1).
2E.1. The Strong Separation Theorem (Lusin). Suppose $\kappa$ is an infinite cardinal and $A, B$ are disjoint $\kappa$-Suslin subsets of some perfect product space $\mathcal{X}$. There exists a $(\kappa+1)$-Borel set $C$ which separates A from B. ${ }^{(8)}$

Proof. We may assume that $A, B$ are subsets of $\mathcal{N}$, since $\mathcal{X}$ is Borel isomorphic with $\mathcal{N}$ and both $\boldsymbol{S}_{\kappa}$ and $\boldsymbol{B}_{\kappa+1}$ are closed under Borel substitution.

The key to the proof is the following simple combinatorial fact about separating sets. Suppose

$$
A=\bigcup_{i \in I} A_{i}, \quad B=\bigcup_{j \in J} B_{j}
$$

are unions of sets, where the index sets $I, J$ are quite arbitrary, suppose that for each $i \in I, j \in J$ there is a set $C_{i, j}$ which separates $A_{i}$ from $B_{j}$. Then the set

$$
C=\bigcup_{i \in I} \bigcap_{j \in J} C_{i, j}
$$

separates $A$ from $B$. To prove this, notice that for each $i, j, A_{i} \subseteq C_{i, j}$, hence $A_{i} \subseteq \bigcap_{j \in J} C_{i, j}$, hence $A=\bigcup_{i \in I} A_{i} \subseteq \bigcup_{i \in I} \bigcap_{j \in J} C_{i, j}=C$. On the other hand, for each $i, j, B_{j} \subseteq \mathcal{N} \backslash C_{i, j}$, hence $B=\bigcup_{j \in J} B_{j} \subseteq \bigcup_{j \in J}\left(\mathcal{N} \backslash C_{i, j}\right)$ and since this holds for arbitrary $i$,

$$
\begin{aligned}
B \subseteq \bigcap_{i \in I} \bigcup_{j \in J}\left(\mathcal{N} \backslash C_{i, j}\right) & =\bigcap_{i \in I}\left(\mathcal{N} \backslash \bigcap_{j \in J} C_{i, j}\right) \\
& =\mathcal{N} \backslash \bigcup_{i \in I} \bigcap_{j \in J} C_{i, j}=\mathcal{N} \backslash C .
\end{aligned}
$$

Suppose now that $A$ and $B$ are disjoint $\kappa$-Suslin sets of irrationals, so there are trees $T$ and $S$ on $\omega \times \kappa$ and

$$
A=\mathfrak{p}[T], \quad B=\mathfrak{p}[S] .
$$

We give two proofs of the result-first a simple argument by contradiction and then a constructive proof which actually exhibits a $(\kappa+1)$-Borel set $C$ that separates $A$ from $B$.

Proof by contradiction. Assume that $A$ cannot be separated from $B$ by a $(\kappa+1)$-Borel set. Since

$$
\begin{aligned}
& A=\mathfrak{p}[T]=\bigcup_{t \in \omega, \xi<\kappa} \mathfrak{p}\left[T_{(t, \xi)}\right], \\
& B=\mathfrak{p}[S]=\bigcup_{s \in \omega, \eta<\kappa} \mathfrak{p}\left[S_{(s, \eta)},\right.
\end{aligned}
$$

by the remarks above there must be some $t_{o}, \xi_{0}, s_{0}, \eta_{0}$ such that $\mathfrak{p}\left[T_{\left(t_{0}, \xi_{0}\right)}\right]$ and $\mathfrak{p}\left[S_{\left(s_{0}, \eta_{0}\right)}\right]$ cannot be separated. This implies that $t_{0}=s_{0}$, or else we can take

$$
C=\left\{\alpha: \alpha(0)=t_{0}\right\},
$$

which surely separates these two sets. Hence $\left(t_{0}, \xi_{0}\right) \in T,\left(t_{0}, \eta_{0}\right) \in S$ and $\mathfrak{p}\left[T_{\left(t_{0}, \xi_{0}\right)}\right]$, $\mathfrak{p}\left[S_{\left(t_{0}, \eta_{0}\right)}\right]$ cannot be separated by a $(\kappa+1)$-Borel set.

Proceeding recursively, we find $t_{0}, t_{1}, t_{2}, \ldots, \xi_{0}, \xi_{1}, \xi_{2}, \ldots, \eta_{0}, \eta_{1}, \eta_{2}, \ldots$ such that for each $n$,

$$
u=\left(t_{0}, \xi_{0}, \ldots, t_{n-1}, \xi_{n-1}\right) \in T, v=\left(t_{0}, \eta_{0}, \ldots, t_{n-1}, \eta_{n-1}\right) \in S,
$$

and $\mathfrak{p}\left[T_{u}\right], \mathfrak{p}\left[S_{v}\right]$ cannot be separated by a $(\kappa+1)$-Borel set. However this is absurd, since then $\alpha=\left(t_{0}, t_{1}, \ldots\right)$ is in both $A$ and $B$ and these sets were assumed disjoint.

Constructive proof. Define the tree $J$ on $\omega \times \kappa \times \kappa$ by

$$
\begin{aligned}
&\left(\left(t_{0}, \xi_{0}, \eta_{0}\right), \ldots,\left(t_{n-1}, \xi_{n-1}, \eta_{n-1}\right)\right) \in J \\
& \Longleftrightarrow\left(t_{0}, \xi_{0}, \ldots, t_{n-1}, \xi_{n-1}\right) \in T \&\left(t_{0}, \eta_{0}, \ldots, t_{n-1}, \eta_{n-1}\right) \in S
\end{aligned}
$$

We will omit the parentheses in writing the nodes of $J$ as we have been doing for trees of pairs,

$$
\left(t_{0}, \xi_{0}, \eta_{0}, \ldots, t_{n-1}, \xi_{n-1}, \eta_{n-1}\right)=\left(\left(t_{0}, \xi_{0}, \eta_{0}\right), \ldots,\left(t_{n-1}, \xi_{n-1}, \eta_{n-1}\right)\right) .
$$

Any infinite branch $\left(t_{0}, \xi_{0}, \eta_{0}, t_{1}, \xi_{1}, \eta_{1}, \ldots\right)$ in $J$ would determine infinite branches $\left(t_{0}, \xi_{0}, t_{1}, \xi_{1}, \ldots\right)$ in $T$ and $\left(t_{0}, \eta_{0}, t_{1}, \eta_{1}, \ldots\right)$ in $S$ with the same irrational part $\alpha=\left(t_{0}, t_{1}, \ldots\right)$, so that $\alpha \in A \cap B$ contrary to hypothesis. Hence $J$ is a wellfounded tree.

To simplify notation, assign to each sequence

$$
u=\left(t_{0}, \xi_{0}, \eta_{0}, \ldots, t_{n-1}, \xi_{n-1}, \eta_{n-1}\right)
$$

from $\omega \times \kappa \times \kappa$ the two sequences that it determines in $\omega \times \kappa$

$$
\begin{aligned}
\tau(u) & =\left(t_{0}, \xi_{0}, \ldots, t_{n-1}, \xi_{n-1}\right), \\
\sigma(u) & =\left(t_{0}, \eta_{0}, \ldots, t_{n-1}, \eta_{n-1}\right) .
\end{aligned}
$$

By the usual convention,

$$
\tau(\emptyset)=\sigma(\emptyset)=\emptyset .
$$

Now

$$
J=\{u: \tau(u) \in T \text { and } \sigma(u) \in S\} .
$$

If $v$ is a sequence from $\omega \times \kappa$ put

$$
A_{v}=\mathfrak{p}\left[T_{v}\right], \quad B_{v}=\mathfrak{p}\left[S_{v}\right] .
$$

We will define by bar recursion on the wellfounded tree $J$ a function

$$
u \mapsto C_{u}
$$

such that for each sequence $u$ in $\omega \times \kappa \times \kappa$,
(a) $C_{u}$ is $(\kappa+1)$-Borel,
(b) $C_{u}$ separates $A_{\tau(u)}$ from $B_{\sigma(u)}$.

This will complete the proof, since $A_{\tau(\emptyset)}=A_{\emptyset}=A$ and $B_{\sigma(\emptyset)}=B_{\emptyset}=B$, so $C=C_{\emptyset}$ will be the required set.

We have for each $u$

$$
\begin{aligned}
& A_{\tau(u)}=\mathfrak{p}\left[T_{\tau(u)}\right]=\bigcup_{t<\omega, \xi<\kappa} A_{\tau(u)}{ }^{\wedge}(t, \xi)
\end{aligned},
$$

hence by the remarks at the beginning of this proof, it is enough to define sets $D_{t, \xi, s, \eta}$ such that
(c) $D_{t, \xi, s, \eta}$ is $(\kappa+1)$-Borel,
(d) $D_{t, \xi, s, \eta}$ separates $A_{\tau(u) \wedge^{\wedge}(t, \xi)}$ from $B_{\left.\sigma(u) \wedge_{(s, \eta)}\right)}$, since then the set

$$
C_{u}=\bigcup_{t<\omega, \xi<\kappa} \bigcap_{s<\omega, \eta<\kappa} D_{t, \xi, s, \eta}
$$

will surely be $(\kappa+1)$-Borel and separate $A_{\tau(u)}$ from $B_{\sigma(u)}$.
If $t=s$ and $u^{\wedge}(t, \xi, \eta) \in J$, we can take

$$
D_{t, \xi, \xi, \eta}=C_{u}{ }_{u}(t, \xi, \eta),
$$

since by the induction hypothesis of the bar recursion we can assume that $C_{u} \widehat{u}^{(t, \xi, \eta)}{ }^{\prime}$ has been defined, it is $(\kappa+1)$-Borel and it separates $A_{\tau(u) \wedge^{\wedge}(t, \xi)}$ from $B_{\sigma(u) \wedge^{\wedge}(s, \eta)}$. Hence it is enough to define $D_{t, \xi, s, \eta}$ when $t \neq s$ or $t=s$ but $u^{\wedge}(t, \xi, \eta) \notin J$.

If $t \neq s$, take

$$
D_{t, \xi, s, \eta}=\{\alpha: \alpha(n)=t\},
$$

where $n$ is the length of the sequence $u$, so that

$$
\alpha \in A_{\tau(u)^{\wedge}(t, \xi)} \Longrightarrow \alpha(n)=t ;
$$

clearly $A_{\tau(u)^{\wedge}(t, \xi)} \subseteq\{\alpha: \alpha(n)=t\}$, while

$$
B_{\sigma(u)^{\wedge}(s, \eta)} \cap\{\alpha: \alpha(n)=t\}=\emptyset .
$$

If $t=s$ but $u^{\wedge}(t, \xi, \eta) \notin J$, there are two cases.
Case 1. $\tau(u)^{\wedge}(t, \xi) \notin T$. In this case $A_{\tau(u)^{\wedge}(t, \xi)}=\emptyset$ and we can take $D_{t, \xi, s, \eta}=\emptyset$.
Case 2. $\sigma(u)^{\wedge}(s, \eta) \notin S$. In this case $B_{\sigma(u)^{\wedge}(s, \eta)}=\emptyset$ and we can take $D_{t, \xi, s, \eta}=\mathcal{N} . \dashv$

The constructive argument in this proof is somehow more satisfying, since it actually shows us how to build a separating set $C$ from the trees $T$ and $S$ that determine the given sets. More than that, there is additional information about $C$ that is implicit in the proof and which we will extract and utilize later on.

2E.2. The Suslin Theorem. Let $\kappa$ be an infinite cardinal. If a pointset $A \subseteq \mathcal{X}$ and its complement $\mathcal{X} \backslash A$ are both $\kappa$-Suslin, then $A$ is $(\kappa+1)$-Borel.

In particular, a set is Borel if and only if it is ${\underset{\sim}{1}}_{1}^{1} \cdot{ }^{(8)}$
Proof is immediate from 2E.1, taking $B=\mathcal{X} \backslash A$.
The theorem of Suslin is the standard construction principle, the result we always try to imitate or extend to more general situations. It reduces the fairly complex operation of projection along $\mathcal{N}$ to an iteration of complementation and countable union; this, of course, only in the special circumstance when we know that both the given set $A$ and its complement can be defined by projecting closed sets. It will become clear as we go on that projection along $\mathcal{N}$ applied to more complicated sets is a very complex operation. In the general situation, it produces sets much more difficult to understand than those we apply it to.

## Exercises

2E.3. Prove that for each ordinal $\lambda>\omega$, the pointclass $\boldsymbol{B}_{\lambda}$ is closed under continuous substitution, $\neg, \&, \vee, \exists^{\omega}, \forall^{\omega}$ and $\bigvee^{\xi}, \Lambda^{\xi}$ for every $\xi<\lambda$.

2E.4. Prove that if $f: \mathcal{X} \rightarrow \mathcal{Y}$ and $\operatorname{Graph}(f)=\{(x, y): f(x)=y\}$ is $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}$, then $f$ is Borel.

Hint. Compute:

$$
\begin{aligned}
f(x) \in N_{s} & \Longleftrightarrow(\exists y)\left[f(x)=y \& y \in N_{s}\right] \\
& \Longleftrightarrow(\forall y)\left[f(x)=y \Longrightarrow y \in N_{s}\right] .
\end{aligned}
$$

2E.5. Suppose $f: \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$ is a Borel function and for each $x \in \mathcal{X}$ there is exactly one solution $y$ of the equation

$$
f(x, y)=0,
$$

so that this equation determines $y$ as a function of $x$,

$$
y=g(x) .
$$

Prove that $g$ is a Borel function.
In particular, if $f: \mathcal{X} \hookrightarrow \mathcal{Y}$ is a Borel bijection of $\mathcal{X}$ with $\mathcal{Y}$, then $f^{-1}$ is also Borel, so $f$ is a Borel isomorphism. ${ }^{(9)}$

Hint. $g(x)=y \Longleftrightarrow f(x, y)=0$.
In general, it is not true that every $(\kappa+1)$-Borel set is $\kappa$-Suslin. This extra fact allows much stronger results to be proved in the case $\kappa=\aleph_{0}$.

2E.6. Let $A_{0}, A_{1}, \ldots$ be a sequence of pairwise disjoint ${\underset{\sim}{C}}_{1}^{1}$ subsets of some perfect product space $\mathcal{X}$. Prove that there exists a sequence $C_{0}, C_{1}, \ldots$ of pairwise disjoint Borel subsets of $\mathcal{X}$ such that $A_{0} \subseteq C_{0}, A_{1} \subseteq C_{1}$

Hint. Choose $C_{0}$ to separate $A_{0}$ from $\bigcup_{n \geq 1} A_{n}$, then choose $C_{1}$ to separate $A_{1}$ from $C_{0} \cup \bigcup_{n \geq 2} A_{n}$, then choose $C_{2}$ to separate $\bar{A}_{2}$ from $C_{0} \cup C_{1} \cup \bigcup_{n \geq 3} A_{n}$, etc.

We can use this extension of 2 E .1 to establish a very important theorem apparently due to Lusin and Suslin.

2E.7. Suppose $f: \mathcal{X} \rightarrow \mathcal{Y}$ is continuous, $A \subseteq \mathcal{X}$ is Borel and $f$ is one-to-one on $A$; then the image $f[A]$ is Borel. ${ }^{(9)}$

Hint. By 1G.5, it is enough to consider the case $f: \mathcal{N} \rightarrow \mathcal{Y}$, with $A$ a closed subset of $\mathcal{N}$. As before, let

$$
N\left(k_{0}, \ldots, k_{n-1}\right)=\left\{\alpha: \alpha(0)=k_{0}, \ldots, \alpha(n-1)=k_{n-1}\right\}
$$

and put

$$
A\left(k_{0}, \ldots, k_{n-1}\right)=f\left[A \cap N\left(k_{0}, \ldots, k_{n-1}\right)\right] .
$$

Each $A\left(k_{0}, \ldots, k_{n-1}\right)$ is $\Sigma_{1}^{1}$ and these sets are pairwise disjoint for fixed $n$ since $f$ is injective on $A$; hence by 2 E .6 there exist Borel sets $B\left(k_{0}, \ldots, k_{n-1}\right)$, pairwise disjoint for each fixed $n$, so that

$$
A\left(k_{0}, \ldots, k_{n-1}\right) \subseteq B\left(k_{0}, \ldots, k_{n-1}\right) .
$$

Let us get a better separating sequence by putting

$$
\begin{aligned}
B^{*}(k) & =B(k) \cap \overline{A(k)}, \\
B^{*}\left(k_{0}, k_{1}\right) & =B\left(k_{0}, k_{1}\right) \cap \overline{A\left(k_{0}, k_{1}\right)} \cap B^{*}\left(k_{0}\right),
\end{aligned}
$$

and in general

$$
B^{*}\left(k_{0}, \ldots, k_{n}\right)=B\left(k_{0}, \ldots, k_{n}\right) \cap \overline{A\left(k_{0}, \ldots, k_{n}\right)} \cap B^{*}\left(k_{0}, \ldots, k_{n-1}\right) .
$$

Easily,

$$
A\left(k_{0}, \ldots, k_{n-1}\right) \subseteq B^{*}\left(k_{0}, \ldots, k_{n-1}\right) \subseteq \overline{A\left(k_{0}, \ldots, k_{n-1}\right)}
$$

and it is not hard to check that

$$
f[A]=\mathscr{A}_{u} B^{*}(u) ;
$$

this is because if $x \in \bigcap_{n} B^{*}(\alpha(0), \ldots, \alpha(n-1))$, then $\alpha \in A$ and $x=f(\alpha)$. Moreover, the system $u \mapsto B^{*}(u)$ satisfies the conditions of 2B.3, hence $\mathscr{A}_{u} B^{*}(u)$ is Borel.

Together with 1G.5, we now have Lusin's favorite characterization of Borel sets:
2E.8. Prove that a set $P \subseteq \mathcal{X}$ is Borel if and only if $P$ is the continuous, injective image of a closed set in $\mathcal{N}$. ${ }^{(9)}$

The result in 2E. 7 extends easily to Borel functions.
2E.9. Prove that if $f: \mathcal{X} \rightarrow \mathcal{Y}$ is a Borel function, $A \subseteq \mathcal{X}$ is a Borel set and $f$ is injective on $A$, then $f[A]$ is Borel. ${ }^{(9)}$

Hint. The set $B=\{(x, y): x \in A \& y=f(x)\}$ is Borel and $f[A]$ is a continuous, injective image of $B$, via the projection $(x, y) \mapsto y$.

In Chapter 4 we will prove by an entirely different method some important generalizations of 2E.7-2E.9.

2E.10. Prove that every Borel injection is a good Borel injection (in the sense of 1 G$).{ }^{(9)}$

2E.11. Suppose $f: \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$ is a Borel function such that for each $x$, there is at most one $y$ such that $f(x, y)=0$. Prove that the set

$$
D=\{x:(\exists y)[f(x, y)=0]\}
$$

is a Borel set and there exists a Borel function $g: \mathcal{X} \rightarrow \mathcal{Y}$ such that for $x \in D,{ }^{(9)}$

$$
f(x, g(x))=0
$$

Hint. The set $A=\{(x, y): f(x, y)=0\}$ is Borel and the map $(x, y) \mapsto y$ is an injection of $A$ onto $D$, so $D$ is Borel by 2E. 7 Now define $g$ so it has Borel graph and use 2 E .4 .

## 2F. Inductive analysis of projections of trees

The chief result of this section is that $\underset{\sim}{\boldsymbol{\sim}}{ }_{1}^{1}$ sets can be expressed as both the union and the intersection of $\aleph_{1}$ Borel sets. This will be an easy corollary of a general structure result about projections of trees.

In 2D we associated a canonical rank function $\rho=\rho^{T}$ with every wellfounded tree $T$ on some $X$. It is convenient to have a rank function for $T$ even when $T$ is not wellfounded-we will simply put $\rho(u)=\infty$ if $u$ is not in the wellfounded part of $T$.

To be precise, if $T$ is a tree on $X$, the wellfounded part of $T$ is defined by
$\mathrm{WF}(T)=\left\{u: u \notin T\right.$ or $u \in T$ but there is no infinite sequence $x_{0}, x_{1}, \ldots$ such that for every $\left.n, u^{\wedge}\left(x_{0}, \ldots, x_{n-1}\right) \in T\right\}$.
Putting into $\mathrm{WF}(T)$ the sequences outside $T$ is of course only a matter of convenience. Now $\mathrm{WF}(T)$ is not a tree, but it is clear that we can define functions by bar recursion on $\operatorname{WF}(T)$ exactly as we do on all the sequences from $X$ when $T$ is wellfounded. In that case, of course,

$$
\mathrm{WF}(T)=\{u: u \text { is a sequence from } X\} .
$$

Put then

$$
\rho(u)= \begin{cases}\operatorname{supremum}\left\{\rho\left(u^{\wedge}(x)\right)+1: u^{\wedge}(x) \in T\right\} & \text { if } u \in \mathrm{WF}(T) \\ \infty & \text { if } u \notin \mathrm{WF}(T)\end{cases}
$$

where $\infty$ is assumed greater than all ordinals in the situations below. If there is need to identify the tree with which we are working we write

$$
\rho(u)=\rho^{T}(u)=\rho(T, u)
$$

It follows exactly as in 2 D .1 that if $\operatorname{card}(X)=\kappa$ and $T$ is a tree on $X$ then

$$
u \in \mathrm{WF}(T) \Longrightarrow \rho(T, u)<\kappa^{+}
$$

2F.1. TheOrem (Sierpinski's projection equations). ${ }^{(10)}$ Let $\kappa$ be an infinite cardinal, let $T$ be a tree on $\omega \times \kappa$ and put

$$
A=\mathfrak{p}[T], \quad B=\mathcal{N} \backslash A
$$

For each sequence $u=\left(\xi_{0}, \ldots, \xi_{n-1}\right)$ from $\kappa$ and each $\lambda<\kappa^{+}$, put

$$
B_{u}^{\lambda}=\{\alpha: \rho(T(\alpha), u) \leq \lambda\}
$$

Then

$$
\begin{aligned}
& B_{u}^{0}=\bigcap_{\xi<\kappa}\left\{\alpha:\left(\alpha(0), \xi_{0}, \ldots, \alpha(n-1), \xi_{n-1}, \alpha(n), \xi\right) \notin T\right\}, \\
& B_{u}^{\lambda}=\bigcap_{\xi<\kappa} \bigcup_{\zeta<\lambda} B_{u \backslash(\xi)}^{\zeta} \text { if } \lambda>0,
\end{aligned}
$$

and

$$
B=\bigcup_{\lambda<\kappa^{+}} B_{\hat{\emptyset}}^{\lambda} .
$$

Proof. We compute:

$$
\begin{aligned}
\alpha \in B_{u}^{0} & \Longleftrightarrow \rho(T(\alpha), u)=0 \\
& \Longleftrightarrow(\forall \xi<\kappa)\left[u^{\wedge}(\xi) \notin T(\alpha)\right] \\
& \Longleftrightarrow(\forall \xi<\kappa)\left[\left(\alpha(0), \xi_{0}, \ldots, \alpha(n-1), \xi_{n-1}, \alpha(n), \xi\right) \notin T\right] .
\end{aligned}
$$

For $\lambda>0$,

$$
\begin{aligned}
\alpha \in B_{u}^{\lambda} & \Longleftrightarrow \operatorname{supremum}\left\{\rho\left(T(\alpha), u^{\wedge}(\xi)+1\right): u^{\wedge}(\xi) \in T(\alpha)\right\} \leq \lambda \\
& \Longleftrightarrow(\forall \xi<\kappa)(\exists \zeta<\lambda)\left\{u^{\wedge}(\xi) \in T(\alpha) \Longrightarrow \rho\left(T(\alpha), u^{\wedge}(\xi)\right) \leq \zeta\right\} \\
& \Longleftrightarrow(\forall \xi<\kappa)(\exists \zeta<\lambda)\left[\rho\left(T(\alpha), u^{\wedge}(\xi)\right) \leq \zeta\right] \\
& \Longleftrightarrow(\forall \xi<\kappa)(\exists \zeta<\lambda)\left[\alpha \in B_{u^{`}(\xi)}^{\zeta}\right] .
\end{aligned}
$$

The last assertion follows from 2D. 2 since

$$
\begin{aligned}
\alpha \in B & \Longleftrightarrow T(\alpha) \text { is wellfounded } \\
& \Longleftrightarrow \rho(T(\alpha), \emptyset) \text { is defined } \\
& \Longleftrightarrow \rho(T(\alpha), \emptyset)<\kappa^{+} .
\end{aligned}
$$

2F.2. Theorem. If $\kappa$ is an infinite cardinal and $A$ is a $\kappa$-Suslin pointset, then

$$
A=\bigcup_{\lambda<\kappa^{+}} C_{\lambda}=\bigcap_{\lambda<\kappa^{+}} D_{\lambda},
$$

where the sets $C_{\lambda}, D_{\lambda}$ are $(\kappa+1)$-Borel. In particular, every ${\underset{\sim}{~}}_{1}^{1}$ set is both a union and an intersection of $\aleph_{1}$ Borel sets. ${ }^{(10)}$

Proof. It is enough to prove the result for $A \subseteq \mathcal{N}$. If $A=\mathfrak{p}[T]$ with $T$ a tree on $\omega \times \kappa$ and $B=\mathcal{N} \backslash A$, then by 2 F .1

$$
B=\bigcup_{\lambda<\kappa^{+}} B_{\emptyset}^{\lambda},
$$

hence

$$
A=\bigcap_{\lambda<\kappa^{+}}\left(\mathcal{N} \backslash B_{\emptyset}^{\lambda}\right) .
$$

This shows that $A$ is the intersection of $\kappa^{+}$sets which are $(\kappa+1)$-Borel, since it is evident from 2 F .1 that every $B_{u}^{\lambda}$ is $(\kappa+1)$-Borel.
With the same notation and for $\lambda<\kappa^{+}$, put

$$
E_{\lambda}=\{\alpha: \rho(T(\alpha), \emptyset) \leq \lambda\} \cup\{\alpha:(\exists u)[\rho(T(\alpha), u)=\lambda]\},
$$

where $u$ varies over all sequences from $\kappa$. Again by 2 F.1, each $E_{\lambda}$ is $(\kappa+1)$-Borel, since

$$
E_{\lambda}=B_{\emptyset}^{\lambda} \cup \bigcup_{u}\left[B_{u}^{\lambda} \backslash \bigcup_{\xi<\lambda} B_{u}^{\xi}\right] .
$$

We claim that

$$
B=\bigcap_{\lambda<\kappa^{+}} E_{\lambda} ;
$$

proof of this claim will be sufficient, since then

$$
A=\bigcup_{\xi<\kappa^{+}}\left(\mathcal{N} \backslash E_{\lambda}\right) .
$$

Assume first that $\alpha \in B$ so that $T(\alpha)$ is wellfounded. The mapping

$$
u \mapsto \rho(T(\alpha), u)
$$

takes the sequences from $\kappa$ onto the initial segment of $\kappa^{+}$bounded by $\rho(T(\alpha), \emptyset)$. Thus for each $\lambda<\kappa^{+}$, either $\rho(T(\alpha), \emptyset) \leq \lambda$ or $\lambda<\rho(T(\alpha), \emptyset)$, in which case $\lambda=\rho(T(\alpha), u)$ for some $u$. In either case, $\alpha \in E_{\lambda}$.

In the other direction, assume towards a contradiction that $\alpha \in \bigcap_{\lambda<\kappa^{+}} E_{\lambda}$ but $\alpha \notin B$. Now $T(\alpha)$ is not wellfounded so $\rho(T(\alpha), \emptyset) \leq \lambda$ is false for every $\lambda$, hence for every $\lambda$ there must be some $u_{\lambda}$ with $\rho\left(T(\alpha), u_{\lambda}\right)=\lambda$. This establishes a mapping $u_{\lambda} \mapsto \lambda$ from the sequences of $\kappa$ onto $\kappa^{+}$which is absurd.

The result implies that ${\underset{\sim}{2}}_{2}^{1}$ sets can also be written as unions of $\aleph_{1}$ Borel sets.
2F.3. Theorem (AC, Sierpinski). ${ }^{(10)}$ For each ${\underset{\sim}{2}}_{1}^{1}$ pointset $P$ there are Borel sets $B_{\xi}$, $\xi<\aleph_{1}$, such that

$$
P=\bigcup_{\xi<\aleph_{1}} B_{\xi} .
$$

Proof. There is a ${\underset{\sim}{1}}_{1}^{1}$ set $Q$ such that

$$
P(x) \Longleftrightarrow(\exists \alpha) Q(x, \alpha),
$$

and by 2F. 2 there are Borel sets $C_{\xi}$ such that

$$
Q(x, \alpha) \Longleftrightarrow\left(\exists \xi<\aleph_{1}\right) C_{\xi}(x, \alpha) .
$$

Thus

$$
\begin{aligned}
P(x) & \Longleftrightarrow(\exists \alpha)\left(\exists \xi<\aleph_{1}\right) C_{\xi}(x, \alpha) \\
& \Longleftrightarrow\left(\exists \xi<\aleph_{1}\right)(\exists \alpha) C_{\xi}(x, \alpha) .
\end{aligned}
$$

Now put

$$
D_{\xi}=\left\{x:(\exists \alpha) C_{\xi}(x, \alpha)\right\}
$$

and notice that for each $\xi, D_{\xi}$ is $\underset{1}{\boldsymbol{\Sigma}}$. Hence by 2 F .2 again

$$
D_{\xi}=\bigcup_{\eta} E_{\zeta, \eta}
$$

with each $E_{\xi, \eta}$ Borel and

$$
P=\bigcup_{\xi<\aleph_{1}} \bigcup_{\eta<\aleph_{1}} E_{\xi, \eta} .
$$

This expresses $P$ as a union of $\aleph_{1}$ Borel sets. (Notice the use of the axiom of choice in this argument, to select for each $\xi<\aleph_{1}$ a function $\eta \mapsto E_{\xi, \eta}$.)

This is as far as results of this type can go, even if we go to set theories stronger than Zermelo-Fraenkel. One of the exciting modern results is the theorem of Martin that with strong hypotheses, ${\underset{\sim}{~}}_{2}^{1}$ (and hence ${\underset{\sim}{~}}_{3}^{1}$ ) sets are unions of $\aleph_{2}$ Borel sets!

Theorems 2 F .2 and 2 F .3 are trivial if one assumes the continuum hypothesis, that $2^{\aleph_{0}}=\aleph_{1}$, since then every subset of $\mathcal{N}$ is the union of $\aleph_{1}$ singletons (which are Borel sets) and the intersection of $\aleph_{1}$ complements of singletons (which are Borel sets). If, on the other hand we think of $2^{\aleph_{0}}$ as very large compared to $\aleph_{1}$, then 2 F .3 can be considered a construction principle for $\boldsymbol{\Sigma}_{2}^{1}$. Because surely Borel sets are very simple compared to ${\underset{\sim}{2}}_{1}^{1}$ sets and we need just a few $\left(\aleph_{1}\right)$ of them to build up any given ${\underset{\sim}{2}}_{2}^{1}$ set.

## Exercises

Let us first use Theorem 2F. 2 to get a simple characterization of $\aleph_{n}$-Suslin sets for $n=1,2, \ldots$.

2F.4 (AC). Prove that a pointset $P \subseteq \mathcal{X}$ is $\aleph_{n}$-Suslin $(n \geq 1)$ if and only if

$$
P=\bigcup_{\xi<\aleph_{n}} P_{\xi}
$$

where each $P_{\xi}$ is Borel (Martin [1971]).
Hint. One way comes directly from the closure properties of $\kappa$-Suslin sets. For the converse suppose first $P$ is $\aleph_{1}$-Suslin; then by 2B.4,

$$
P=\bigcup_{\xi<\aleph_{1}} P_{\xi},
$$

where each $P_{\xi}$ is $\aleph_{0}$-Suslin, i.e., ${\underset{1}{1}}_{1}^{1}$; each $P_{\xi}$ in turn is the union of $\aleph_{1}$ Borel sets by 2F.2, so $P$ is the union of $\aleph_{1} \cdot \aleph_{1}=\aleph_{1}$ Borel sets. The result follows by induction on $n$.
(Notice the use of the axiom of choice in this proof.)
The next two exercises outline a different and interesting proof of the Strong Separation Theorem. ${ }^{(11)}$

Suppose $B \subseteq \mathcal{N}$ is the complement of some $\kappa$-Suslin set $A=\mathfrak{p}[T]$, where $T$ is a tree on $\omega \times \kappa$. For each set $C \subseteq B$ and each $u=\left(k_{0}, \xi_{0}, \ldots, k_{n-1}, \xi_{n-1}\right)$, put

$$
\begin{aligned}
& \operatorname{Index}(C, T, u)=\operatorname{supremum}\left\{\rho\left(T(\alpha),\left(\xi_{0}, \ldots, \xi_{n-1}\right)\right)\right. \\
& \left.\qquad: \alpha \in C \& \alpha(0)=k_{0}, \ldots, \alpha(n-1)=k_{n-1}\right\}
\end{aligned}
$$

and let

$$
\operatorname{Index}(C, T)=\operatorname{Index}(C, T, \emptyset)
$$

2F.5. In the notation just introduced, prove that if $\kappa^{+}$is regular and $C$ is a $\kappa$-Suslin subset of $B$, then

$$
\operatorname{Index}(C, T)<\kappa^{+} .
$$

Hint. Assume towards a contradiction that

$$
\operatorname{Index}(C, T, \emptyset)=\kappa^{+}
$$

and

$$
C=\mathfrak{p}[S]
$$

where $S$ is a tree on $\omega \times \kappa$. Now

$$
\operatorname{Index}(C, T, \emptyset)=\operatorname{supremum}\{\rho(T(\alpha), \emptyset): \alpha \in C\}
$$

and, for each $\alpha \in C$,

$$
\begin{aligned}
\rho(T(\alpha), \emptyset) & =\operatorname{supremum}_{\xi}\{\rho(T(\alpha),(\xi))+1:(\xi) \in T(\alpha)\} \\
& =\operatorname{supremum}_{\xi}\{\rho(T(\alpha),(\xi))+1:(\alpha(0), \xi) \in T\},
\end{aligned}
$$

from which we easily get

$$
\begin{aligned}
& \operatorname{Index}(C, T, \emptyset)= \\
& \qquad \operatorname{supremum}_{\xi, n}\left\{\text { supremum }_{\alpha}\{\rho(T(\alpha),(\xi))+1: \alpha \in C \& \alpha(0)=n\}\right\}
\end{aligned}
$$

Now using the assumption that $\kappa^{+}$is regular, we infer that for some $n_{0}, \xi_{0}$

$$
\operatorname{supremum}\left\{\rho\left(T(\alpha),\left(\xi_{0}\right)\right)+1: \alpha \in C \& \alpha(0)=n_{0}\right\}=\kappa^{+}
$$

which implies

$$
\operatorname{Index}\left(C, T,\left(n_{0}, \xi_{0}\right)\right)=\kappa^{+} .
$$

Also

$$
C=\bigcup_{m, \eta} \mathfrak{p}\left[S_{(m, \eta)}\right]
$$

so for some fixed $\left(m_{0}, \eta_{0}\right)$,

$$
\operatorname{Index}\left(\mathfrak{p}\left[S_{\left(m_{0}, \eta_{0}\right)}\right], T,\left(n_{0}, \xi_{0}\right)\right)=\kappa^{+} .
$$

Argue that we must have $m_{0}=n_{0}$, so that

$$
\operatorname{Index}\left(\mathfrak{p}\left[S_{\left(n_{0}, \eta_{0}\right)}\right], T,\left(n_{0}, \xi_{0}\right)\right)=\kappa^{+},
$$

and then repeat the construction to obtain $n_{0}, n_{1}, \ldots, \xi_{0}, \xi_{1}, \ldots, \eta_{0}, \eta_{1}, \ldots$, so that for each $k$,

$$
\operatorname{Index}\left(\mathfrak{p}\left[S_{\left(n_{0}, \eta_{0} \ldots, n_{k-1}, \eta_{k-1}\right)}\right], T,\left(n_{0}, \xi_{0}, \ldots, n_{k-1}, \xi_{k-1}\right)\right)=\kappa^{+}
$$

Now let

$$
\alpha=\left(n_{0}, n_{1}, \ldots\right)
$$

and notice that $\alpha \in \mathfrak{p}[S] \cap \mathfrak{p}[T]=A \cap C$, contrary to the hypothesis that $C \subseteq B$.
Note. We assumed that $\kappa^{+}$is regular to avoid appealing to the (full) Axiom of Choice, which is needed to prove this for every infinite $\kappa$. For the classical case with $\kappa=\aleph_{0}$, of course, only the Countable Axiom of Choice is needed to show that $\aleph_{1}$ is regular.

2F.6. Prove that if $\kappa^{+}$is regular and $B \subseteq \mathcal{X}$ is the complement of a $\kappa$-Suslin set $A$, then

$$
B=\bigcup_{\lambda<\kappa^{+}} B^{\lambda}
$$

where each $B^{\lambda}$ is $(\kappa+1)$-Borel, and if $C \subseteq B$ is $\kappa$-Suslin, then $C \subseteq B^{\lambda}$ for some $\lambda$. Use this to get a different proof of the Strong Separation Theorem (with the additional hypothesis on $\left.\kappa^{+}\right) .{ }^{(11)}$

## 2G. The Kunen-Martin Theorem

One can easily prove by classical methods that every $\boldsymbol{\Sigma}_{1}^{1}$ wellfounded relation has countable length; in particular, there cannot be a $\Sigma_{1}^{1}$ wellordering of the continuum. We will prove here a much more general recent result due independently to Kunen and Martin.

One of the consequences of the Kunen-Martin Theorem is that ${\underset{\sim}{2}}_{2}^{1}$ well founded relations have length less than $\aleph_{2}$; in particular, if there is a $\Sigma_{2}^{1}$ wellordering of $\mathbb{R}$, then the continuum hypothesis holds. This was proved by Martin (before the general result) in one of the first spectacular demonstrations of what modern set theoretic techniques can do for the classical theory.

We will give Kunen's proof of the Kunen-Martin theorem since it is very simple and in the spirit of the methods we have been using in this chapter.

With each binary relation $R(x, y)$ on a set $S$ we associate a strict part $<_{R}$,

$$
x<_{R} y \Longleftrightarrow R(x, y) \& \neg R(y, x) .
$$

Of course it may be that $<_{R}=R$ if $R$ is already strict, i.e., if

$$
R(x, y) \Longrightarrow \neg R(y, x)
$$

We call $R$ wellfounded if every nonempty subset of $S$ has a $<_{R}$-minimal element, i.e.,

$$
\emptyset \subsetneq A \subseteq S \Longrightarrow \text { for some } x \in A \text { and all } y \in A, \neg y<_{R} x
$$

It is easy to verify that this is equivalent to the condition that there are no $<_{R}$-infinite descending chains, i.e., there is no sequence

$$
x_{0}>_{R} x_{1}>_{R} x_{2}>_{R} \cdots .
$$

It is common to study wellfounded relations with various additional properties, like transitivity or reflexiveness - see the exercises for a statement of these conditions. Many results, however, go through without such restrictions and it is convenient to prove them in this generality. Since only the strict part of a relation comes into the definition of wellfoundedness, we often restrict attention to strict, wellfounded relations which we denote by symbols like $<$, $\prec$, etc.

We may justify proof by induction and definition by recursion on a wellfounded relation exactly as we did for wellfounded trees in 2D. In particular, each well founded relation $R$ on $S$ admits a rank function

$$
\rho: S \rightarrow \lambda=|R|,
$$

where $\rho$ is determined by the recursion

$$
\rho(x)=\operatorname{supremum}\left\{\rho(y)+1: y<_{R} x\right\}
$$

and $|R|=\left|<_{R}\right|$ is the length of $R$,

$$
|R|=\operatorname{supremum}\{\rho(y)+1: x \in S\} .
$$

Notice that

$$
\rho(x)=0 \Longleftrightarrow \text { for every } y, \neg y<_{R} x .
$$

It will be convenient for the proof of the Kunen-Martin Theorem to introduce the notion of a good semiscale.

A sequence $\bar{\varphi}=\left\{\varphi_{n}\right\}_{n \in \omega}$ of $\kappa$-norms on a pointset $P$ is a good $\kappa$-semiscale if whenever $x_{0}, x_{1}, \ldots$ are in $P$ and for each fixed $n$ the sequence of ordinals

$$
\varphi_{n}\left(x_{0}\right), \varphi_{n}\left(x_{1}\right), \varphi_{n}\left(x_{2}\right), \ldots
$$

is ultimately constant, then there is some $x \in P$ such that $\lim _{i \rightarrow \infty} x_{i}=x$.
2G.1. Lemma. If $\kappa$ is an infinite cardinal and a pointset $P$ admits $a \kappa$-semiscale, then $P$ admits a good $\kappa$-semiscale.

Proof. Let

$$
\pi: \kappa \times \omega \longmapsto \kappa
$$

be a bijection of $\kappa \times \omega$ with $\kappa$ and for each $x$, choose $q(x, i)$ such that

$$
x \in N_{q(x, i)}, \quad \operatorname{radius}\left(N_{q(x, i)}\right) \leq 2^{-i} .
$$

Here of course

$$
N_{0}, N_{1}, \ldots
$$

is a basis for the open sets in the product space $\mathcal{X}$ which contains $P$.
Given a $\kappa$-semiscale $\bar{\varphi}=\left\{\varphi_{n}\right\}_{n \in \omega}$ on $P$, put

$$
\psi_{n}(x)=\pi\left(\varphi_{n}(x), q(x, n)\right) .
$$

|  | $\psi_{0}$ | $\psi_{1}$ | $\psi_{2}$ | $\psi_{3}$ | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\left(x_{0}, x_{1}\right)$ | 1 | 4 | 9 |  |  |
| -2 | 3 | 8 |  |  |  |
| $\left(x_{1}, x_{2}\right)$ | 2 |  |  |  |  |
| $\left(x_{2}, x_{3}\right)$ | 5 | 6 | 7 |  |  |

## Diagram 2G.1.

If $x_{0}, x_{1}, \ldots$ are in $P$ and for each $n, \psi_{n}\left(x_{i}\right)$ is ultimately constant, then clearly for each $n$ the sequences

$$
\begin{gathered}
q\left(x_{0}, n\right), q\left(x_{1}, n\right), q\left(x_{2}, n\right), \ldots \\
\varphi_{n}\left(x_{0}\right), \varphi_{n}\left(x_{1}\right), \varphi_{n}\left(x_{2}\right), \ldots
\end{gathered}
$$

are ultimately constant. In particular, for each $n$ the sequence $x_{0}, x_{1}, \ldots$ is ultimately trapped in some fixed nbhd $N_{s_{n}}=N_{q\left(x_{m}, n\right)}$ of radius $\leq 2^{-n}$, so there is a point $x$ to which $x_{0}, x_{1}, x_{2}, \ldots$ converges. Now the fact that $\bar{\varphi}$ is a $\kappa$-semiscale on $P$ implies that $x \in P$, so $\bar{\psi}=\left\{\psi_{n}\right\}_{n \in \omega}$ is a good $\kappa$-semiscale on $P$.
If $u=\left(x_{0}, \ldots, x_{n-1}\right)$ and $v=\left(y_{0}, \ldots, y_{m-1}\right)$ are sequences in some set $X$, put

$$
\begin{aligned}
u \succ v & \Longleftrightarrow u \text { is a proper initial segment of } v \\
& \Longleftrightarrow n<m \text { and } x_{0}=y_{0}, \ldots, x_{n-1}=y_{n-1} .
\end{aligned}
$$

2G.2. The Kunen-Martin Theorem. Let $\kappa$ be an infinite cardinal, suppose $<$ is a strict wellfounded relation on a subset $P$ of some perfect product space $\mathcal{X}$, suppose further that (as a subset of $\mathcal{X} \times \mathcal{X}$ ), <is $\kappa$-Suslin. Then the length of $<$ is less than $\kappa^{+}$. ${ }^{(12)}$

Proof. Consider the tree $T$ on $\mathcal{X}$ defined by

$$
T=\left\{\left(x_{0}, x_{1}, \ldots, x_{n-1}\right): x_{0}>x_{1}>\cdots>x_{n-1}\right\} .
$$

Clearly $T$ is well founded. If $\rho$ is the rank function of $<$, it is easy to check by induction on $x \in P$ that

$$
\left(x_{0}, \ldots, x_{n-1}, x\right) \in T \Longleftrightarrow \rho(x)=\rho\left(T,\left(x_{0}, \ldots, x_{n-1}, x\right)\right),
$$

where $\rho(T, u)$ is the rank of $u$ in $T$. Hence
i.e.,
and it is enough to prove that $|T|<\kappa^{+}$.
The method of proof is to define a wellfounded tree $S$ on $\kappa$ and a mapping

$$
\begin{aligned}
& \psi_{0}\left(x_{0}^{0}, x_{1}^{0}\right) \\
& \psi_{0}\left(x_{0}^{1}, x_{1}^{1}\right), \psi_{0}\left(x_{1}^{1}, x_{2}^{1}\right), \psi_{1}\left(x_{1}^{1}, x_{2}^{1}\right), \psi_{1}\left(x_{0}^{1}, x_{1}^{1}\right), \\
& \psi_{0}\left(x_{0}^{2}, x_{1}^{2}\right), \psi_{0}\left(x_{1}^{2}, x_{2}^{2}\right), \psi_{1}\left(x_{1}^{2}, x_{2}^{2}\right), \psi_{1}\left(x_{0}^{2}, x_{1}^{2}\right), \psi_{0}\left(x_{2}^{2}, x_{3}^{2}\right), \ldots,
\end{aligned}
$$

## Diagram 2G.2.

which preserves the relation of proper extension on finite sequences,

$$
u \succ v \Longleftrightarrow \sigma(u) \succ \sigma(v) .
$$

In these circumstances it is immediate by bar induction on $T$ that

$$
\rho(T, u) \leq \rho(S, \sigma(u)) ;
$$

hence $|T|=\rho(T, \emptyset) \leq \rho(S, \sigma(\emptyset)) \leq \rho(S, \emptyset)=|S|$ and $|S|<\kappa^{+}$by 2D. 1 since $S$ is a wellfounded tree on $\kappa$.
To define $S$ and $\sigma$ let $\bar{\psi}=\left\{\psi_{n}\right\}_{n \in \omega}$ be a good $\kappa$-semiscale on the set $\{(x, y): x>y\}$. Here this means that if $x_{0}>y_{0}, x_{1}>y_{1}, \ldots$ and if for each $n$ the sequence of ordinals

$$
\psi_{n}\left(x_{0}, y_{0}\right), \psi_{n}\left(x_{1}, y_{1}\right), \ldots
$$

is ultimately constant, then $\lim _{i \rightarrow \infty} x_{i}=x, \lim _{i \rightarrow \infty} y_{i}=y$ for some $x, y$ and $x>y$.
We now define $\sigma$ directly-S will be the set of all initial segments of sequences $\sigma(u)$ with $u$ in $T$. Put

$$
\begin{aligned}
\sigma(\emptyset) & =\emptyset \\
\sigma\left(\left(x_{0}\right)\right) & =(0) \\
\sigma\left(\left(x_{0}, x_{1}\right)\right) & =\left(0, \psi_{0}\left(x_{0}, x_{1}\right)\right) \\
\sigma\left(\left(x_{0}, x_{1}, x_{2}\right)\right) & =\left(0, \psi_{0}\left(x_{0}, x_{1}\right), \psi_{0}\left(x_{1}, x_{2}\right), \psi_{1}\left(x_{1}, x_{2}\right), \psi_{1}\left(x_{0}, x_{1}\right)\right)
\end{aligned}
$$

and in general for $n \geq 2$,

$$
\begin{aligned}
& \sigma\left(\left(x_{0}, \ldots, x_{n}\right)\right)=\sigma\left(\left(x_{0}, \ldots, x_{n-1}\right)\right) \uparrow\left(\psi_{0}\left(x_{n-1}, x_{n}\right), \psi_{1}\left(x_{n-1}, x_{n}\right), \ldots\right. \\
& \\
& \left.\psi_{n-1}\left(x_{n-1}, x_{n}\right), \psi_{n-1}\left(x_{n-2}, x_{n-1}\right), \psi_{n-1}\left(x_{n-3}, x_{n-2}\right), \ldots, \psi_{n-1}\left(x_{0}, x_{1}\right)\right)
\end{aligned}
$$

The idea is to include in $\sigma\left(\left(x_{0}, \ldots, x_{n}\right)\right)$ all ordinals $\psi_{j}\left(x_{i}, x_{i+1}\right)$ for $i<n, j<n$. The sequence in which we do this is clear from Diagram 2G.1.

It is immediate that $\sigma$ preserves the relation of proper extension on finite sequences, so it will be enough to verify that the tree

$$
S=\{v: \text { for some } u \text { in } T, v \succ \sigma(u)\}
$$

is wellfounded.
Towards a contradiction assume that in some sequence

$$
\sigma\left(\left(x_{0}^{0}, x_{1}^{0}\right)\right) \succ \sigma\left(\left(x_{0}^{1}, x_{1}^{1}, x_{2}^{1}\right)\right) \succ \sigma\left(\left(x_{0}^{2}, x_{1}^{2}, x_{2}^{2}, x_{3}^{2}\right)\right) \succ \cdots
$$

each term is a proper initial segment of the next, where of course we have $x_{0}^{0}>x_{1}^{0}$, $x_{0}^{1}>x_{1}^{1}>x_{2}^{1}, x_{0}^{2}>x_{1}^{2}>x_{2}^{2}>x_{3}^{2}$, etc. Then in Diagram 2G.2, each column consists of identical ordinals. Hence for each fixed $j$ and each fixed $n$ the sequence

$$
\psi_{n}\left(x_{j}^{0}, x_{j+1}^{0}\right), \psi_{n}\left(x_{j}^{1}, x_{j+1}^{1}\right), \psi_{n}\left(x_{j}^{2}, x_{j+1}^{2}\right), \ldots
$$

is ultimately constant, so by the limit property of $\left\{\psi_{n}\right\}_{n \in \omega}$, each $\lim _{i \rightarrow \infty} x_{j}^{i}$ exists, call it $x_{j}$, and we have

$$
x_{0}>x_{1}>x_{2}>\cdots
$$

which is absurd.
This is the key tool for computing the length of wellfounded projective relations and it will be used again and again in the sequel. Here we only draw the conclusions mentioned in the beginning of this section.

2G.3. Corollary. Every strict $\underset{\sim}{\Sigma} 1$
2G.4. Corollary (Martin [1971]). Every strict ${\underset{\sim}{2}}_{2}^{1}$ wellfounded relation has length less than $\aleph_{2}$. In particular, if $2^{\aleph_{0}}>\aleph_{1}$, then there is no ${\underset{\sim}{\Sigma}}_{2}^{1}$ wellordering of the continuum. ${ }^{(12)}$

Proof. Use 2D. 3 and the Kunen-Martin Theorem.

## Exercises

2G.5. Prove that a binary relation $R(x, y)$ on a set $S$ is wellfounded if and only if there are no infinite $<_{R}$-descending chains.

Hint. If $A \neq \emptyset$ and $A$ has no $<_{R}$-minimal element, then we can successively choose $x_{0} \in A_{1}, x_{1}<_{R} x_{0}, x_{2}<_{R} x_{1}, \ldots$, and get an infinite $<{ }_{R}$-descending chain.

Consider the following conditions on a binary relation $\preceq$ on a set $S$.
(a) $\preceq$ is transitive, i.e., $x \preceq y \& y \preceq z \Longrightarrow x \preceq z$.
(b) $\preceq$ is reflexive, i.e., for all $x \in S, x \preceq x$.
(c) $\preceq$ is antisymmetric, i.e., $x \preceq y \& y \preceq x \Longrightarrow x=y$.
(d) $\preceq$ is connected, i.e., for every $x, y \in S, x \preceq y$ or $y \preceq x$.
(e) $\preceq$ is wellfounded.

There are various names attached to relations that satisfy some of these conditions and we put them down here for the record.
(1) $\preceq$ is a partial ordering if it is transitive, reflexive and antisymmetric.
(2) $\preceq$ is a ordering if it is a connected partial ordering.
(3) $\preceq$ is a wellordering if it is a wellfounded ordering.
(4) $\preceq$ is a prewellordering if it is transitive, reflexive, connected and wellfounded-i.e., if $\preceq$ has all the properties of a wellordering except for antisymmetry.
The strict part of a ${\underset{\sim}{1}}_{1}^{1}$ relation need not be ${\underset{\sim}{1}}_{1}^{1}$, so corollaries $2 \mathrm{G} .3,2 \mathrm{G} .4$ do not apply to arbitrary wellfounded relations. The best we can do here is state the trivial consequence of these results for $\underset{\sim}{\underset{1}{\Delta}}{ }_{1}^{1}$ and $\underset{\sim}{\Delta}{ }_{2}^{1}$ relations.

2G.6. Prove that every Borel wellfounded relation has countable length and every $\underset{\sim}{\Delta}{ }_{2}^{1}$ wellfounded relation has length less than $\aleph_{2}$.

There is a simple but useful characterization of the rank function implicit in its definition.

2G.7. Let $R$ be a wellfounded relation on $S$ with rank function $\rho$, and let $f: S \rightarrow$ Ordinals be any order-preserving function, i.e.,

$$
x<_{R} y \Longrightarrow f(x)<f(y)
$$

Prove that for every $x$ in $S, \rho(x) \leq f(x)$.

A norm $\varphi$ on a set $S$ is regular if $\varphi: S \rightarrow \lambda$ is onto some ordinal $\lambda$, i.e.,

$$
\varphi(x)=\xi \& \eta<\xi \Longrightarrow \text { for some } y, \varphi(y)=\eta
$$

With each norm $\varphi$ on $S$ we associate the binary relation $\leq \varphi$,

$$
x \leq^{\varphi} y \Longleftrightarrow \varphi(x) \leq \varphi(y) .
$$

2G.8. Prove that a binary relation $\preceq$ os a set $S$ is a prewellordering if and only if there is a norm $\varphi$ on $S$ such that $\preceq=\leq^{\varphi}$. Moreover, if $\preceq$ is a prewellordering, then there is a unique regular $\varphi$ on $S$ such that $\preceq=\leq^{\varphi}$.

Hint. Given $\preceq$, take $\varphi=\rho$ to be the rank function of $\preceq$.

## 2H. Category and measure

We have proved that not every $\underset{\sim}{\Sigma}{ }_{1}^{1}$ set is Borel. There are times, however, when it is useful to know that a pointset $P$ is approximately equal to some Borel set $P^{*}$, in the sense that the symmetric difference

$$
P \triangle P^{*}=\left(P \backslash P^{*}\right) \cup\left(P^{*} \backslash P\right)
$$

is small. We establish here a general, set theoretic result about approximations of $\kappa$-Suslin sets by $(\kappa+1)$-Borel sets modulo a given $\kappa$-ideal. This will imply, in particular, that ${\underset{\sim}{~}}_{1}^{1}$ sets are Lebesgue measurable and have the property of Baire.

Fix a perfect product space $\mathcal{X}$. A collection $J$ of subsets of $\mathcal{X}$ is a $\kappa$-ideal ( $\kappa$ an infinite cardinal) if $J$ is closed under subsets and unions of length $\kappa$, i.e.,

$$
\begin{aligned}
A \subseteq B \& B & \in J \\
\text { for each } \xi<\kappa, A_{\xi} \in J & \Longrightarrow \bigcup_{\xi<\kappa} A_{\xi} \in J .
\end{aligned}
$$

If $\kappa=\aleph_{0}$, instead of $\aleph_{0}$-ideals we talk of $\sigma$-ideals.
Suppose $\mathcal{C}$ is a fixed $\lambda$-algebra of subsets of $\mathcal{X}$. We say that $P \subseteq \mathcal{X}$ is in $\mathcal{C}$ modulo $J$ if there is some $P^{*}$ in $\mathcal{C}$ such that $P \triangle P^{*} \in J$. In particular, $P$ is $(\kappa+1)$-Borel modulo $J$ if $P \triangle P^{*} \in J$ for some $(\kappa+1)$-Borel $P^{*}$.

Recall that a pointset $A$ is meager if $A=\bigcup_{n} A_{n}$ with each $A_{n}$ nowhere dense, i.e., such that the closure $\overline{A_{n}}$ contains no open set. The collection $M$ of all meager subsets of $\mathcal{X}$ is obviously a $\sigma$-ideal.

Suppose $\mu$ is a $\sigma$-finite Borel measure on $\mathcal{X}$, i.e., a countably additive function on the Borel subsets of $\mathcal{X}$ with values real numbers $\geq 0$ or $\infty$ and such that we can write

$$
\mathcal{X}=\bigcup_{n}^{\infty} A_{n}
$$

with $A_{n} \in \boldsymbol{B}, \mu\left(A_{n}\right)<\infty$ for each $n$. Let $Z_{\mu}$ be the collection of null sets or sets of measure 0 (in the completed measure), i.e.,
$A \in Z_{\mu} \Longleftrightarrow$ there exists a Borel set $B$ such that $A \subseteq B$ and $\mu(B)=0$.
Again it is clear that $Z_{\mu}$ is a $\sigma$-ideal.
These are the two standard examples which we want covered by the approximation theorem. They satisfy an additional hypothesis which will be crucial to the proof.

Suppose again $J$ is a $\kappa$-ideal on $\mathcal{X}$ and $\mathcal{C}$ is a $(\kappa+1)$-algebra of subsets of $\mathcal{X}$. We say that $J$ is regular from above relative to $\mathcal{C}$ if for every $P \subseteq \mathcal{X}$ there is some $\tilde{P} \in \mathcal{C}$ such that (see Figure 2H.1)

$$
\begin{equation*}
P \subseteq \tilde{P}, \tag{1}
\end{equation*}
$$



Figure 2H.1. Regularity from above.
(2) if $A \subseteq \tilde{P} \backslash P$ and $A \in \mathcal{C}$, then $A \in J$.

We will outline proofs in the exercises that the $\sigma$-ideals of meager and null sets are regular from above relative to the Borel sets.

2H.1. The Approximation Theorem $\left(\mathbf{A C}\right.$ for $\left.\kappa>\aleph_{0}\right)$. Let $\kappa$ be an infinite cardinal, suppose $J$ is a $\kappa$-ideal on some perfect product space $\mathcal{X}$, assume that $J$ is regular from above relative to some $(\kappa+1)$-algebra of sets $\mathcal{C}$. Then the collection of sets which are in $\mathcal{C}$ modulo $J$ is closed under complementation, unions of length $\kappa$ and the operation $\mathscr{A}^{\kappa}$.

In particular, every $\kappa$-Suslin subset of $\mathcal{X}$ is $(\kappa+1)$-Borel modulo $J$, taking $\mathcal{C}=\boldsymbol{B}_{\kappa+1} \upharpoonright$ $\mathcal{X} .{ }^{(13)}$

Proof. If $P_{\xi} \triangle P_{\xi}^{*} \in J$ for all $\xi<\kappa$, then

$$
\left(\bigcup_{\xi<\kappa \kappa} P_{\xi}\right) \triangle\left(\bigcup_{\xi<\kappa \kappa} P_{\xi}^{*}\right) \subseteq \bigcup_{\xi<\kappa}\left(P_{\xi} \triangle P_{\xi}^{*}\right) \in J .
$$

Similarly, if $P \triangle P^{*} \in J$, then $(\mathcal{X} \backslash P) \triangle\left(\mathcal{X} \backslash P^{*}\right)=P \triangle P^{*} \in J$. Thus the collection of subsets of $\mathcal{X}$ which are in $\mathcal{C}$ modulo $J$ is closed under complementation and unions of length $\kappa$.

Assume now that

$$
P=\mathscr{A}_{u}^{\kappa} P_{u}
$$

where each $P_{u}$ is in $\mathcal{C}$. For each sequence $u=\left(\xi_{0}, \ldots, \xi_{n-1}\right)$ in $\kappa$, put

$$
Q_{u}=\mathscr{A}_{v}^{\kappa} P_{u} \widehat{v}=\bigcup_{f} \bigcap_{n} P_{\left(\xi_{0}, \ldots, \xi_{n-1}\right)_{f \upharpoonright n}}
$$

so that

$$
Q_{\emptyset}=P
$$

and for each $u$,

$$
Q_{u} \subseteq P_{u}
$$

Notice also that by the definition,

$$
Q_{u}=\bigcup_{\xi<\kappa} Q_{u} \widehat{(\xi)}{ }^{( }
$$

Since $J$ is regular from above, we can choose in $\mathcal{C}$ sets $Q_{u}^{*}$ such that (see Figure 2 H .2 )

$$
\begin{equation*}
Q_{u} \subseteq Q_{u}^{*} \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\text { if } A \subseteq Q_{u}^{*} \backslash Q_{u} \text { is in } \mathcal{C} \text {, then } A \in J \tag{ii}
\end{equation*}
$$

We may also assume that

$$
\begin{equation*}
Q_{u}^{*} \subseteq P_{u} \tag{iii}
\end{equation*}
$$

since in any case the sets $Q_{u}^{*} \cap P_{u}$ are in $\mathcal{C}$ and satisfy the crucial properties (i), (ii).


Figure 2H.2. The Approximation Theorem.
We now claim that

$$
Q_{\emptyset}^{*} \backslash P \subseteq \bigcup_{u}\left(Q_{u}^{*} \backslash \bigcup_{\xi<\kappa} Q_{u \backslash(\xi)}^{*}\right) .
$$

To prove this by contradiction, assume that

$$
x \in Q_{\emptyset}^{*} \backslash P
$$

but for every sequence $u$ in $\kappa$,

$$
x \notin Q_{u}^{*} \text { or for some } \xi<\kappa, x \in Q_{u}^{*}{ }_{u}(\xi) .
$$

Taking $u=\emptyset$, this means that there is some $\xi_{0}$ so that

$$
x \in Q_{\left(\xi_{0}\right)}^{*} .
$$

Taking $u=\left(\xi_{0}\right)$ now, there must be some $\xi_{1}$ so that

$$
x \in Q_{\left(\xi_{0}, \xi_{1}\right)}^{*},
$$

and proceeding inductively, we define some $f \in{ }^{\omega} \kappa$ such that

$$
x \in \bigcap_{n} Q_{f\lceil n}^{*} .
$$

Since $Q_{f \upharpoonright n}^{*} \subseteq P_{f \upharpoonright n}$, we thus have

$$
x \in \bigcap_{n} P_{f \upharpoonright n},
$$

so that $x \in \mathscr{A}_{u} P_{u}=P$ contradicting $x \notin P$.
For each $u$, clearly $Q_{u}^{*} \backslash \bigcup_{\xi<\kappa} Q_{u \leadsto(\xi)}^{*}$ is in $\mathcal{C}$ and

$$
Q_{u}^{*} \backslash \bigcup_{\xi<\kappa} Q_{u \backslash(\xi)}^{*} \subseteq Q_{u}^{*} \backslash \bigcup_{\xi<\kappa} Q_{u} \wedge(\xi)<Q_{u}^{*} \backslash Q_{u},
$$

so that $Q_{u}^{*} \backslash \bigcup_{\xi<\kappa} Q_{u \backslash(\xi)}^{*} \in J$. Since there are only $\kappa$ finite sequences of elements of $\kappa$, $\bigcup_{u}\left(Q_{u}^{*} \backslash \bigcup_{\xi<\kappa} Q_{u \backslash(\xi)}^{*}\right) \in J$ and hence $P \triangle Q_{\emptyset}^{*}=Q_{\emptyset}^{*} \backslash P \in J$.

This argument proves that if $P=\mathscr{A}_{u}^{\kappa} P_{u}$ with each $P_{u}$ in $\mathcal{C}$, then $P$ is in $\mathcal{C}$ modulo $J$.

For the more general assertion, assume that

$$
P=\mathscr{A}_{u}^{\kappa} P_{u}
$$

with each $P_{u}$ in $\mathcal{C}$ modulo $J$ and choose sets $P_{u}^{*}$ in $\mathcal{C}$ such that

$$
P_{u} \triangle P_{u}^{*} \in J .
$$

To prove that $P$ is in $\mathcal{C}$ modulo $J$, it is enough to show that

$$
\begin{equation*}
\mathscr{A}_{u}^{\kappa} P_{u} \triangle \mathscr{A}_{u}^{\kappa} P_{u}^{*} \subseteq \bigcup_{u}\left(P_{u} \triangle P_{u}^{*}\right) \tag{iv}
\end{equation*}
$$

since the set on the right is the union of $\kappa$ sets in $J$.
Assume then that

$$
x \in \mathscr{A}_{u}^{\kappa} P_{u} \backslash \mathscr{A}_{u}^{\kappa} P_{u}^{*},
$$

i.e.,

$$
(\exists f)(\forall n) P_{f \upharpoonright n}(x) \&(\forall f)(\exists n) \neg P_{f \upharpoonright n}^{*}(x),
$$

and choose $f$ so that $(\forall n) P_{f \upharpoonright n}(x)$. Then there is some $n$ such that $\neg P_{f \upharpoonright n}^{*}(x)$, so with $u=f \upharpoonright n$ we have $x \in P_{u} \backslash P_{u}^{*}$. A symmetric argument shows that if $x \in \mathscr{A}_{u}^{\kappa} P_{u}^{*} \backslash \mathscr{A}_{u}^{\kappa} P_{u}$, then for some $u, x \in P_{u}^{*} \backslash P_{u}$. Thus (iv) is established and the proof is complete.

## Exercises

2H. 2 (The Baire Category Theorem). Prove that in a complete metric space no open ball is meager.

Hint. Assume $B \subseteq \bigcup_{n} \overline{A_{n}}$, where each $\overline{A_{n}}$ is closed and nowhere dense. Choose an open ball $B_{1}$ so that $\overline{B_{1}} \subseteq B \backslash \overline{A_{1}}$ and radius $\left(B_{1}\right)<1$, choose an open ball $B_{2}$ so that $\overline{B_{2}} \subseteq B_{1} \backslash \overline{A_{2}}$ and radius $\left(B_{2}\right)<\frac{1}{2}$, etc. Show that if $x \in \bigcap_{n} B_{n}$, then $x \notin \bigcup_{n} \overline{A_{n}}$, which is absurd.

A pointset $P$ has the property of Baire if there is some open set $P^{*}$ such that $P \triangle P^{*}$ is meager.

2H.3. Prove that every Borel pointset has the property of Baire.
Hint. Open sets clearly have the property of Baire. If $P$ is closed, let $P^{*}=$ Interior $(P)=\{x \in P$ : for some nbhd $N$ of $x, N \subseteq P\}$. Show that $P \backslash P^{*}$ is nowhere dense, so $P \triangle P^{*}$ is meager. Notice that $\left(P^{\prime} \triangle Q\right)=\left(P \triangle Q^{\prime}\right)$, where ' denotes the complement, and use this to show that if $P$ has the property of Baire, so does $P^{\prime}$. Show finally that if each $P_{n}$ has the property of Baire, so does $\bigcup_{n} P_{n}$.

2H.4. Prove that for every pointset $P \subseteq \mathcal{X}$, there is an $F_{\sigma}$ set $\tilde{P} \supseteq P$ such that if $A \subseteq \tilde{P} \backslash P$ is any Borel set, then $A$ is meager.

Hint. Let

$$
D(P)=\{x: \text { for every nbhd } N \text { of } x, N \cap P \text { is not meager }\} .
$$

Show that $D(P)$ is closed and that $P \backslash D(P)$ is meager, so $P \backslash D(P) \subseteq W$ for some meager $F_{\sigma}$ set $W$. Take $\tilde{P}=D(P) \cup W$. If $A \subseteq \tilde{P} \backslash P=(D(P) \cup W) \backslash P$ and $A$ is Borel but not meager, choose an open $N$ such that $N \backslash A=V$ is meager, so $N \subseteq A \cup V \subseteq(D(P) \cup W) \backslash P \cup V \subseteq(D(P) \backslash P) \cup Y$, where $Y$ is meager. Now $N \cap P \subseteq Y$, so $N \cap P$ is meager, hence $N \cap D(P)=\emptyset$, hence $N \subseteq Y$ which contradicts the Baire Category Theorem.

2H.5. Prove that the collection of pointsets with the property of Baire is closed under the operation $\mathscr{A}$; in particular ${\underset{\sim}{\boldsymbol{\Sigma}}}_{1}^{1}$ sets have the property of Baire. ${ }^{(13)}$

2H. 6 (AC). Prove that there are sets of real numbers which do not have the property of Baire.

Hint. This needs the axiom of choice. One way to do it is by a construction similar to that of 2C.4.

First argue that there are exactly $2^{\aleph_{0}}$ pairs $(G, F)$, where $G$ is open and $F$ is a meager $F_{\sigma}$. Wellorder $\mathbb{R}=\left\{x_{\xi}: \xi<2^{\aleph_{0}}\right\}$ and the set of these pairs, $\left\{\left(G_{\xi}, F_{\xi}\right): \xi<2^{\aleph_{0}}\right\}$. You want to construct a set $A$ such that the inclusion

$$
A \triangle G_{\xi}=\left(A \backslash G_{\xi}\right) \cup\left(G_{\xi} \backslash A\right) \subseteq F_{\xi}
$$

fails for every $\xi$. Define by recursion bijections

$$
f_{\xi}: \xi \mapsto A_{\xi} \text { and } g_{\xi}: \xi \longrightarrow B_{\xi}
$$

such that

$$
\xi<\eta \Longrightarrow f_{\xi} \subseteq f_{\eta}, g_{\xi} \subseteq g_{\eta}
$$

and $\left(A_{\xi} \backslash G_{\xi}\right) \cup\left(G_{\xi} \cap B_{\xi}\right) \subseteq F_{\xi}$ fails. At the $\xi^{\prime}$ 'th step, either $\mathbb{R} \backslash\left(G_{\xi} \backslash F_{\xi}\right)$ is uncountable, hence of cardinality $2^{\aleph_{0}}$ and we can throw in $A_{\xi}$ some element of this set; or $\mathbb{R}=G_{\xi} \cup F_{\xi}^{\prime}$ where $F_{\xi}^{\prime}$ is meager, $F_{\sigma}$ and $F_{\xi}^{\prime} \supseteq F_{\zeta}$, hence $G_{\xi} \backslash F_{\xi}^{\prime}$ is uncountable and has cardinality $2^{\aleph_{0}}$ and we can throw in $B_{\xi}$ an element of this set.

2H.7. Let $\mu$ be a $\sigma$-finite Borel measure on some product space $\mathcal{X}$. Prove that the $\sigma$-ideal $Z_{\mu}$ of sets of measure 0 is regular from above relative to the Borel sets.

Hint. Suppose first that $P$ is contained in some $Q$ with $\mu(Q)<\infty$ and put

$$
x=\operatorname{infimum}\{\mu(Q): Q \text { Borel, } P \subseteq Q\} .
$$

Choose a decreasing sequence $Q_{1} \supseteq Q_{2} \supseteq \cdots$ of Borel sets, $Q_{n} \supseteq P$, such that $\lim _{n \rightarrow \infty} \mu\left(Q_{n}\right)=x$ and take $\tilde{P}=\bigcap_{n} Q_{n}$. If $P$ is large, let $\mathcal{X}=\bigcup_{n} A_{n}$ with each $A_{n}$ Borel, $\mu\left(A_{n}\right)<\infty$ and $A_{n} \cap A_{m}=\emptyset$ for $n \neq m$, and use the result on each $P \cap A_{n}$. $\dashv$

A set $P \subseteq \mathcal{X}$ is measurable relative to a $\sigma$-finite Borel measure $\mu$ on $\mathcal{X}$ if there are Borel sets $\overline{\tilde{P}}$ and $Q$ such that $P \triangle \tilde{P} \subseteq Q$ and $\mu(Q)=0$. We let $\mu(P)=\mu(\tilde{P})$ for any $\tilde{P}$ with this property $-\mu(\tilde{P})$ is obviously independent of the choice of $\tilde{P}$.

A set $P \subseteq \mathcal{X}$ is absolutely measurable if it is measurable relative to every $\sigma$-finite Borel measure $\mu$ on $\mathcal{X}$.

2H.8. Prove that the collection of sets measurable relative to a $\sigma$-finite Borel measure $\mu$ of $\mathcal{X}$ contains all ${\underset{\sim}{1}}_{1}^{1}$ and $\underset{\sim}{\prod_{1}^{1}}$ sets and is closed under complementation, countable unions and the operation $\mathscr{A}$, and so the collection of absolutely measurable subsets of $\mathcal{X}$ has the same properties. ${ }^{(13)}$

Recall that if $A$ is a set of reals, then the Lebesgue outer measure of $A$ is defined by

$$
\lambda^{*}(A)=\operatorname{infimum}\left\{\sum_{i=0}^{\infty}\left(b_{i}-a_{i}\right): A \subseteq \bigcup_{i}^{\infty}\left(a_{i}, b_{i}\right)\right\},
$$

where of course $\left(a_{i}, b_{i}\right)$ is the open interval from $a_{i}$ to $b_{i}$. We call $A$ Lebesgue measurable if for every closed interval $[a, b]$

$$
\lambda^{*}(A \cap[a, b])+\lambda^{*}([a, b] \backslash A)=b-a .
$$

It is a standard result of real analysis that the collection of Lebesgue measurable sets contains all open sets and is closed under both complementation and countable union; in particular every Borel set is Lebesgue measurable. Moreover, $\mu^{*}$ is a measure on the class of Lebesgue measurable sets, the Lebesgue measure. In particular, the restriction

$$
\lambda=\lambda^{*} \upharpoonright \boldsymbol{B}(\mathbb{R})
$$

of $\lambda^{*}$ to the Borel sets is a ( $\sigma$-finite) Borel measure on $\mathbb{R}$. The definition of measurability we gave above for arbitrary $\sigma$-finite Borel measures is consistent with this definition of Lebesgue measurability, cf. 2H.11.

2H. 9 (AC). Prove that there is a set of reals $A$ contained in the unit interval $[0,1]$ such that $\mu^{*}(A)=\mu^{*}([0,1] \backslash A)=1$. In particular, $A$ is not Lebesgue measurable.

Hint. This is one more construction by transfinite recursion and choice. First argue that there are $2^{\aleph_{0}}$ open coverings $G=\left\{\left(a_{i}, b_{i}\right): i \in \omega\right\}$ with $\sum_{i=0}^{\infty}\left(b_{i}-a_{i}\right)<1$ and wellorder them $\left\{G_{\xi}: \xi<2^{\aleph_{0}}\right\}$. Now build $A_{\xi}, B_{\xi}$ so that $A_{\xi} \cap B_{\xi}=\emptyset, \operatorname{card}\left(A_{\xi}\right)<2^{\aleph_{0}}$, $\operatorname{card}\left(B_{\xi}\right)<2^{\aleph_{0}}$ and each $[0,1] \backslash G_{\xi}$ intersects both $A_{\xi}$ and $B_{\xi}$ as in 2C.4. The key observation is that each $[0,1] \backslash G_{\xi}$ has cardinality $2^{\aleph_{0}}$.

We will see later that these results about category and measure are best possible in the context of Zermelo-Fraenkel set theory. One cannot prove in this theory that ${\underset{\sim}{\Delta}}_{2}^{1}$ sets of reals have the property of Baire or are Lebesgue measurable. There are, however, natural strong axioms of set theory which imply that all ${\underset{\sim}{2}}_{2}^{1}$ sets have these regularity properties and still stronger axioms which allow us to to establish that all projective sets are Lebesgue measurable and have the property of Baire.

By the basic definition of $\Lambda$-measurability is Section 1G, we call $f: \mathcal{X} \rightarrow \mathcal{Y}$ Baire measurable if for every basic nbhd $N_{s} \subseteq \mathcal{Y}, f^{-1}\left[N_{s}\right]$ has the property of Baire. Similarly, if $\mu$ is a $\sigma$-finite Borel measure on $\mathcal{X}$, then $f: \mathcal{X} \rightarrow \mathcal{Y}$ is $\mu$-measurable if each $f^{-1}\left[N_{s}\right]$ is measurable relative to $\mu$. We say that $f: \mathcal{X} \rightarrow \mathcal{Y}$ is absolutely measurable if $f$ is $\mu$-measurable relative to every $\sigma$-finite Borel measure $\mu$ on $\mathcal{X}$.

These functions come up often in the applications of descriptive set theory to analysis. Here we will confine ourselves to a simple but useful remark about them.

2H.10. Prove that if $f: \mathcal{X} \rightarrow \mathcal{Y}$ is Baire-measurable, then there exists a $G_{\delta}$ set $P \subseteq \mathcal{X}$ which is comeager (i.e., $\mathcal{X} \backslash P$ is meager) and such that the restriction $f \upharpoonright P$ of $f$ to $P$ is continuous.

Similarly, if $f: \mathcal{X} \rightarrow \mathcal{Y}$ is $\mu$-measurable relative to a $\sigma$-finite Borel measure $\mu$, then there exists an $F_{\sigma}$ set $P \subseteq \mathcal{X}$ and a Borel function $f^{*}: \mathcal{X} \rightarrow \mathcal{Y}$, such that $\mathcal{X} \backslash P$ has measure 0 and

$$
x \in P \Longrightarrow f(x)=f^{*}(x)
$$

Hint. For each basic nbhd $N_{s} \subseteq \mathcal{Y}$, choose an open set $G_{\sigma}$ in $\mathcal{X}$ such that $f^{-1}\left[N_{s}\right] \triangle G_{\sigma}$ is meager, choose a meager $F_{\sigma}$-set $Q_{s}$ in $\mathcal{X}$ such that $f^{-1}\left[N_{s}\right] \triangle G_{\sigma} \subseteq$ $Q_{s}$ and take $Q=\bigcup_{s} Q_{s}, P=\mathcal{X} \backslash Q$. The argument for measure is similar.

2 H.11. Prove that for every Lebesgue measurable set $A \subseteq \mathbb{R}$, there is a $G_{\delta}$-set $A^{*}$ such that $\lambda^{*}\left(A^{*} \backslash A\right)=0$; it follows that $\lambda\left(A \triangle A^{*}\right)=0$, and if $B \subseteq\left(A^{*} \backslash A\right)$ is Borel, then $\lambda(B)=0$.

Hint. Choose for each $n>0$ an open set $O_{n}$ such that $A \subseteq O_{n}$ and $\lambda^{*}\left(O_{n} \backslash A\right)<\frac{1}{n}$, and let $A^{*}=\bigcap_{n} O_{n}$.

A function $f: \mathbb{R} \rightarrow \mathcal{Y}$ is Lebesgue measurable if for every basic nbhd $N_{s} \subseteq \mathcal{Y}$, the inverse image $f^{-1}\left[N_{s}\right]$ is Lebesgue measurable. The next problem is an immediate consequence of 2 H .10 and 2 H .11 ,

2H.12. Prove that $f: \mathbb{R} \rightarrow \mathcal{Y}$ is Lebesgue measurable if and only if there is a Borel function $f^{*}: \mathbb{R} \rightarrow \mathcal{Y}$ which is almost everywhere equal to $f$, i.e., the set

$$
\left\{x \in \mathbb{R}: f(x) \neq f^{*}(x)\right\}
$$

has Lebesgue measure 0 .

## 2I. Historical remarks

${ }^{1}$ As we have already noted, the operation $\mathscr{A}=\mathscr{A}^{\aleph_{0}}$ was introduced in the basic paper Suslin [1917], although some similar ideas can be found in Alexandroff [1916] and Hausdorff [1916]. Suslin [1917] and Lusin [1917] also contain, at least implicitly, the characterization of $\Sigma_{1}^{1}$ sets of reals as projections of closed sets in $\mathbb{R} \times \mathcal{N}$.
${ }^{2}$ The more general operation $\mathscr{A}^{\kappa}$ for any cardinal $\kappa$ was introduced by Maximoff [1940], who also defined what we have called here $\lambda$-Borel sets. Maximoff worked in large, non-separable spaces and defined " $\kappa$-Suslin" to be the sets obtained via the operation $\mathscr{A}^{\kappa}$ applied to Suslin systems $u \mapsto P_{u}$, where each $P_{u}$ is $(\kappa+1)$-Borel; this is a much larger class of sets than our $\kappa$-Suslin sets. Stone [1962] studies the present notion of $\kappa$-Suslin, but he relates these to the usual Borel ( $\aleph_{1}$-Borel) sets, again in non-separable spaces.
${ }^{3}$ Our own approach here has been to use these general notions of $\kappa$-Suslin and $\lambda$-Borel sets as tools for obtaining specific information about projective pointsets. There is some anticipation of this in Sierpinski [1927], where he shows that his "hyperborelian" sets of reals must have cardinality $\leq \aleph_{1}$ or $2^{\aleph_{0}}$; these turn out to be precisely the $\aleph_{1}$-Suslin sets, although Sierpinski defined them differently. The modern approach is due to Mansfield [1970] who used trees and especially Martin [1971] who saw most clearly its potentialities.
${ }^{4}$ Semiscales are quite modern and come from the scales introduced in Moschovakis [1971a] to study uniformization problems. We will look at these closely in Chapter 4.
${ }^{5}$ In Chapters 6, 7 and 8 it will become obvious why we developed here the theory of $\kappa$-Suslin sets rather than concentrate on the classical ${\underset{\sim}{~}}_{1}^{1}$ sets. The proofs for the special case are no simpler than the ones we gave. A hint for the kind of applications in the sequel shows in 2D.3, the fact that $\Sigma_{2}^{1}$ pointsets are $\aleph_{1}$-Suslin. This important result is implicit in Shoenfield [1961].
${ }^{6}$ The closure of the projective classes ${\underset{\sim}{n}}_{n}^{1}, \boldsymbol{\Pi}_{n}^{1},{\underset{\sim}{n}}_{n}^{1}$ under the operation $\mathscr{A}$ (2B.4) was established by Kantorovitch and Livenson [1932] and later, (by the simple proof we gave) by Addison and Kleene [1957].
${ }^{7}$ The Perfect Set Theorem 2C. 2 is due to Mansfield [1970] in its full generality, but of course there were several similar earlier results. The specific application to ${\underset{\sim}{S}}_{1}^{1}$ sets is due to Suslin-it was announced in Lusin [1917]. The proof we gave is due to Solovay.
${ }^{8}$ Suslin [1917] announced the Suslin Theorem (2E.2, for $\kappa=\aleph_{0}$ of course) but gave no hint of its proof. The first published proof is in Lusin and Sierpinski [1918]this is the argument outlined in 2F. 4 and 2F.5. Another proof was given in Lusin and Sierpinski [1923]. Lusin [1927] established the more general Separation Theorem 2E.1, but the proofs in the preceding two papers could certainly have been used for this too.

Lusin [1930b] gives both the argument by contradiction and a constructive proof, as we did.
${ }^{9}$ Among the immediate corollaries of the Suslin Theorem, perhaps the most significant are $2 \mathrm{E} .5,2 \mathrm{E} .8,2 \mathrm{E} .9,2 \mathrm{E} .10$ and 2E.11. The characterization of Borel sets as the continuous, injective images of closed subsets of $\mathcal{N}$ is already stated (in somewhat different form) in Lusin [1917]; Lusin says that it can be proved "using a method of Suslin," so it is quite likely a joint result. The same is probably true of 2E.5, 2E.9, 2E. 10 and 2E. 11 which were considered particularly important, since they showed that the claims of Lebesgue [1905] about implicitly defined functions were correct, even though Lebesgue's proof was wrong. These results were all treated in detail in Lusin [1927].
${ }^{10}$ Lusin and Sierpinski [1918] established that $\Pi_{1}^{1}$ sets are unions of $\aleph_{1}$ Borel sets and Lusin and Sierpinski [1923] proved the same representation for $\underset{\sim}{\underset{\sim}{1}} 1$ sets. This representation for ${\underset{\sim}{2}}_{2}^{1}$ sets (2F.3) is due to Sierpinski [1925] who also established the elegant equations of 2 F. 1 in his [1926].
${ }^{11}$ The exercises of 2F are directly from Lusin and Sierpinski [1918]. There are many applications of the so-called Lusin-Sierpinski index which we will study in Chapter 4, in a general setting.
${ }^{12}$ Logicians interested in descriptive set theory often refer to "the classical result" that ${\underset{\sim}{1}}_{1}^{1}$ wellfounded relations have countable length. This was apparently never put down on paper, but it is certainly easy to show by classical methods. Martin showed in 1968 that $\Sigma_{2}^{1}$ wellfounded relations have length below $\aleph_{2}$ (2G.4) by a sophisticated argument, using forcing. The more general and simple Kunen-Martin Theorem 2G. 2 was proved independently in 1971 by its two authors and was not published until Martin [1971].
${ }^{13}$ According to Kuratowski [1966], the Approximation Theorem 2H. 1 is due to Szpilrajn-Marczewski who published it in Polish in 1929. The specific corollaries were established earlier as follows: ${\underset{\sim}{\Sigma}}_{1}^{1}$ sets have the property of Baire (Lusin and Sierpinski [1923]); the collection of sets with the property of Baire is closed under the operation $\mathscr{A}$ (Nikodym [1925]); ${\underset{1}{1}}_{1}^{1}$ sets are Lebesgue measurable (Lusin [1917]); the collection of Lebesgue measurable sets is closed under the operation $\mathscr{A}$ (Lusin and Sierpinski [1918]).
${ }^{14}$ The fact that the collection of $\mu$-measurable sets is closed under the operation $\mathscr{A}$ (2H.8) has been extended by Choquet [1955] from measures to capacities, roughly "subadditive measures". A very simple and elegant exposition of this important theorem can be found in Carleson [1967].

## CHAPTER 3

## BASIC NOTIONS OF THE EFFECTIVE THEORY

Our choice of basic notions in Chapter 1 was based on the implicit assumption that open sets are somehow "simple." They are just given at the very start, and then we build more complicated sets from them. Let us try here to analyze this view.

Suppose $G$ is an open set of reals, say

$$
G=\bigcup_{n}\left(a_{n}, b_{n}\right),
$$

where each $\left(a_{n}, b_{n}\right)$ is an open interval with rational endpoints. Given a real number $x$, we may attempt to find out if $x \in G$ by searching for some $n$ such that $a_{n}<x<b_{n}$. One natural way to be "given" $x$ is via a sequence of rationals converging to it with a known modulus of convergence, say

$$
x=\lim _{i \rightarrow \infty} q_{i},
$$

where for each $i$,

$$
\left|x-q_{i}\right| \leq 2^{-i} .
$$

We now search for some $n$ and $i$ such that

$$
\begin{equation*}
a_{n}+2^{-i}<q_{i}<b_{n}-2^{-i} ; \tag{*}
\end{equation*}
$$

if and when we find them, we will know that $x \in G$.
We have described a semieffective membership test for $G$ which will verify that $x \in G$ if this is true. If $x \notin G$, this procedure will not terminate - we will simply not be able to find $n$ and $i$ such that $(*)$ holds.

It seems improbable that we can discover a genuine effective membership test which will decide by a finite computation whether an arbitrary given $x$ is or is not a member of $G$. In fact, even if $G=(0,1)$ and it just so happens that $x=1$, we will never be able to assert with certainty that $x \notin G$ by looking at the approximations $q_{i}$.

This argument suggests that open sets are "simple" because they are "semieffective."
One factor we did not consider is the complexity of the function

$$
n \mapsto\left(a_{n}, b_{n}\right) .
$$

Suppose, for example, that $\left(p_{0}, q_{0}\right),\left(p_{1}, q_{1}\right), \ldots$ is an effective enumeration of all open intervals with rational endpoints and put

$$
\left(a_{n}, b_{n}\right)= \begin{cases}\left(p_{n}, q_{n}\right) & \text { if } f\left(n, x_{1}, \ldots, x_{k}\right) \neq 0 \text { for all integers } x_{1}, \ldots, x_{k} \\ (0,1) & \text { otherwise }\end{cases}
$$

Suppose further that $f\left(n, x_{1}, \ldots, x_{k}\right)=0$ is a hopelessly complicated Diophantine equation which cannot (apparently) be solved by any of the standard methods. To verify that $a_{n}<x<b_{n}$, we must first find out if $f\left(n, x_{1}, \ldots, x_{k}\right)=0$ has solutions, or else we do not even know whether $\left(a_{n}, b_{n}\right)=\left(p_{n}, q_{n}\right)$ or $\left(a_{n}, b_{n}\right)=(0,1)$. Here
the "semieffective" membership test for $G=\bigcup_{n}\left(a_{n}, b_{n}\right)$ breaks down at the very beginning-we do not know for what intervals ( $a, b$ ) we should attempt to verify that $a<x<b$.

Of course this is a perverse example. The open sets that occur naturally in mathematical practice are almost always of the form $\bigcup_{n}\left(a_{n}, b_{n}\right)$ where the function $n \mapsto\left(a_{n}, b_{n}\right)$ can be computed by some explicit or recursive procedure.

An open set $G$ is semirecursive if $G=\bigcup_{n}\left(a_{n}, b_{n}\right)$, where the function $n \mapsto\left(a_{n}, b_{n}\right)$ is computable. To make this precise, we will appeal to the Church-Turing Thesis, one of the central discoveries of modern mathematical logic. This identifies the intuitive notion of a computable function on the integers with the precise, mathematical concept of a recursive function.

The semirecursive pointsets are just the effectively described open sets, those open sets for which the procedure described above can in fact be carried out. They include almost all open sets one is likely to encounter in analysis or topology. Starting with them, we will define effective Borel and Lusin pointclasses and develop an interesting and non-trivial refinement of the theory in Chapter 1.

Using semirecursive pointsets one can also introduce in a natural way, recursive functions

$$
f: \mathcal{X} \rightarrow \mathcal{Y}
$$

on product spaces. Intuitively, $f$ is recursive if we have an algorithm which given (sufficiently close approximations to) $x$ produces (arbitrarily accurate approximations to) $f(x)$. Every recursive function is continuous, but not vice versa. Again, every special continuous function that one is likely to meet in ordinary mathematical practice is in fact recursive.

It is obvious from these remarks that we will study recursion theory as an effective version, a refinement of pointset topology.

One of the most fascinating aspects of this approach is that it leads naturally to an effective descriptive set theory on the space $\omega$. Contrary to our promise in the introduction to Chapter 1, we have said nothing about definable sets of integers. Every subset of $\omega$ is open, so the Borel and Lusin pointclasses trivialize on this space. On the other hand, there are only countably many semirecursive pointsets and recursive functions. It turns out that the effective Borel and Lusin pointclasses yield interesting and non-trivial hierarchies of subsets of $\omega$.

As a matter of fact, the theory for $\omega$ was developed by Kleene in the period 19401955 (roughly) entirely independently of classical descriptive set theory. Similarities and analogies between the two theories were then noticed, particularly by Addison who initiated the development of the unified treatment we are presenting here.

It should be emphasized that the effective theory is not only interesting in its own right - it is also a powerful tool for studying the classical Borel and Lusin pointclasses. Some of the most important recent results about projective sets depend essentially on the use of recursion theoretic concepts and techniques.

The development in this chapter is brief but totally self-contained, i.e., it presupposes no knowledge of logic or recursion theory. Consequently, the reader who is well versed in these subjects should skip much of it, particularly Sections 3A and 3F which establish some of the standard results about recursion on $\omega$. On the other hand, the reader with no experience in recursion theory should go carefully over 3A and do all the exercises. These give a stock of recursive functions which we then use constantly and without apologies or special reference.

## 3A. Recursive functions on the integers ${ }^{(1)}$

Consider the following "constructive" schemes for defining a function $f$ with integer arguments from given functions.

Composition. Given $g_{1}(x), g_{2}(x), \ldots, g_{m}(x)$ and $h\left(n_{1}, \ldots, n_{m}\right)$, define $f$ by

$$
f(x)=h\left(g_{1}(x), g_{2}(x), \ldots, g_{m}(x)\right)
$$

Here and in the equations below $x$ varies over $\omega^{k}$,

$$
x=\left(x_{1}, \ldots, x_{k}\right) \in \omega^{k}
$$

and all functions take integers as values.
Primitive recursion. Given $g(x)$ and $h(u, n, x)$, define $f(n, x)$ by the recursion

$$
\left\{\begin{array}{l}
f(0, x)=g(x) \\
f(n+1, x)=h(f(n, x), n, x)
\end{array}\right.
$$

It is clear that $f$ is determined by these two equations if $g$ and $h$ are given. One example of primitive recursion is the usual definition of the addition function,

$$
\left\{\begin{array}{l}
f(0, m)=m \\
f(n+1, m)=f(n, m)+1
\end{array}\right.
$$

One proves easily by induction on $n$ that for all $m$,

$$
f(n, m)=n+m .
$$

The definition can be brought to the standard form of primitive recursion that we listed above if we take

$$
\begin{aligned}
g(m) & =m \\
h(u, n, m) & =u+1 .
\end{aligned}
$$

Another example is the usual definition of multiplication from addition,

$$
\left\{\begin{array}{l}
f(0, m)=0 \\
f(n+1, m)=f(n, m)+m
\end{array}\right.
$$

Again it is obvious that

$$
f(n, m)=n \cdot m
$$

and we can put this recursion into the form above by choosing

$$
\begin{aligned}
g(m) & =0 \\
h(u, n, m) & =u+m .
\end{aligned}
$$

There is a simpler kind of primitive recursion appropriate for defining functions of one variable,

$$
\left\{\begin{array}{l}
f(0)=w_{0} \\
f(n+1)=h(f(n), n)
\end{array}\right.
$$

For example the predecessor function

$$
\operatorname{pd}(n)= \begin{cases}n-1 & \text { if } n>0 \\ 0, & \text { if } n=0\end{cases}
$$

can be defined this way,

$$
\left\{\begin{array}{l}
\operatorname{pd}(0)=0 \\
\operatorname{pd}(n+1)=n
\end{array}\right.
$$

We will include this simple scheme when we talk of definition by primitive recursion.
Minimalization. Suppose $g(n, x)$ is such that
for every $x$ there is some $n$ such that $g(n, x)=0$.
Put

$$
\begin{aligned}
f(x) & =\mu n[g(n, x)=0] \\
& =\text { the least number } n \text { such that } g(n, x)=0 .
\end{aligned}
$$

We called these schemes constructive because they give us a direct way of computing the values of the new function $f$ in terms of the values of the given functions. For example, if $f$ is defined from $g$ and $h$ by primitive recursion, to compute $f(2, x)$ we successively compute

$$
\begin{aligned}
& f(0, x)=g(x)=w_{0}, \\
& f(1, x)=h\left(w_{0}, 0, x\right)=w_{1}, \\
& f(2, x)=h\left(w_{1}, 1, x\right)=w_{2} .
\end{aligned}
$$

Similarly, if $f$ is defined from $g$ by minimalization, to compute $f(x)$ we successively compute

$$
g(0, x), g(1, x), g(2, x), \ldots
$$

until we find some $w$ such that $g(w, x)=0$; we set

$$
f(x)=w
$$

for the first such $w$.
The intention is to call a number theoretic function recursive (or computable) if we can define it by successive applications of these three simple schemes. Of course we must have some simple functions to start with, and for these we choose the following completely trivial functions.

$$
\begin{aligned}
S(n) & =n+1 & & \text { successor } \\
C_{w}^{k}\left(x_{1}, \ldots, x_{k}\right) & =w & & \text { constant } w, \text { as a function of } k \text { arguments } \\
P_{i}^{k}\left(x_{1}, \ldots, x_{k}\right) & =x_{i} & & \text { projection in the } i^{\prime} \text { 'h component, } 1 \leq i \leq k .
\end{aligned}
$$

Of these, the projection $P_{1}^{1}$ would be better named the identity function, $P_{1}^{1}(n)=n$.
Now, a function is recursive if it can be defined by successive applications of composition, primitive recursion and minimalization starting with the functions $S, C_{w}^{k}$, $P_{i}^{k}$. More precisely, the class of recursive functions is the smallest collection of number theoretic functions which contains the successor $S$, all constants $C_{w}^{k}$ and projections $P_{i}^{k}$ and which is closed under composition, primitive recursion and minimalization.

For example, to prove that addition

$$
f(n, m)=n+m
$$

is recursive, it is enough to show that $g$ and $h$ are recursive, where

$$
\begin{aligned}
g(m) & =m \\
h(u, n, m) & =u+1,
\end{aligned}
$$

by the argument above. But $g=P_{1}^{1}$ and

$$
h(u, n, m)=S\left(P_{1}^{3}(u, n, m)\right),
$$

so $h$ is recursive as the composition of recursive functions.
Similarly, to show that multiplication

$$
f(n, m)=n \cdot m
$$

is recursive, it is enough to show that $g, h$ are recursive, where

$$
\begin{aligned}
g(m) & =0 \\
h(u, n, m) & =u+m
\end{aligned}
$$

Again, $g=C_{0}^{1}$ and

$$
h(u, n, m)=P_{1}^{3}(u, n, m)+P_{3}^{3}(u, n, m),
$$

so $h$ is recursive as the composition of,$+ P_{1}^{3}$ and $P_{3}^{3}$.
The Church-Turing Thesis is the metamathematical claim that every number theoretic function which is intuitively computable is in fact recursive. By "intuitively computable" we mean that there is an effective, uniform method for computing $f(x)$ once we are given $x$.

To justify the Thesis, one must make a deep and detailed study of the class of recursive functions as well as a careful analysis of the notion of "effective method" or "algorithm". Books on recursion theory take great pains to do this carefully. We will not do it here, as it would take us far afield from our central interest in the study of pointsets.

From the strictly technical point of view, the Church-Turing Thesis is irrelevantone always works with the precise concept of recursiveness rather than the vague notion of intuitive computability. After all, no one takes great pains in the classical theory to justify starting with the open sets-it is taken for granted that these are the simplest sets we can think of. The Church-Turing Thesis becomes important when we attempt to draw foundational or philosophical inferences from technical results-and in those instances one should explicitly bring it in as a consideration.

We will need to know that a great many functions are recursive. This is the point of the lengthy list of exercises in this section. One should look at these problems much as one looks at the basic limit theorems in Calculus-the limit of a sum is the sum of the limits, etc. They are mostly used to prove that various functions are continuous. After a while, one gets a certain intuitive understanding of continuity and seldom bothers to give a detailed $\varepsilon-\delta$ argument. Here too, after these exercises, we will often assert that "obviously $f$ is recursive" without a proof. The implication is that the recursiveness of $f$ can be established routinely by the methods of this section.

A $k$-ary relation on $\omega, P \subseteq \omega^{k}$, is recursive if its characteristic function $\chi_{P}$ is recursive, where

$$
\chi_{P}(x)= \begin{cases}1, & \text { if } P(x), \\ 0, & \text { if } \neg P(x) .\end{cases}
$$

Intuitively, $P$ is recursive if we have an effective way of deciding for each $x$ whether $P(x)$ of $\neg P(x)$ holds - we simply compute $\chi_{P}(x)$. Recursive relations are also a good tool to use in proving that various functions are recursive.

## Exercises

3A.1. Prove that if $g(x)$ is recursive, where $x$ varies over $\omega^{k}$ and $f(x, y)$ is defined by

$$
f(x, y)=g(x),
$$

with $y$ varying over $\omega^{l}$, then $f$ is recursive. (Addition of inert variables.)
Prove that if $\pi$ is a permutation of $\{1, \ldots, k\}$ and $g\left(x_{1}, \ldots, x_{k}\right)$ is recursive, then so is $f$ defined by

$$
f\left(x_{1}, \ldots, x_{k}\right)=g\left(x_{\pi(1)}, \ldots, x_{\pi(k)}\right) .
$$

(Permutation of variables.)
Hint. Use composition and projection functions.
3A.2. Prove that the following functions are recursive.

$$
\begin{equation*}
f(k, n)=k^{n} \quad(=1 \text { if } k=n=0) . \tag{*1}
\end{equation*}
$$

Hint. By 3A. 1 it is enough to show that

$$
g(n, k)=k^{n}
$$

is recursive and for this we have the primitive recursion

$$
\left\{\begin{array}{l}
g(0, k)=1 \\
g(n+1, k)=g(n, k) \cdot k=h(g(n, k), n, k)
\end{array}\right.
$$

where

$$
h(u, n, k)=u \cdot k
$$

is recursive by 3 A .1 , since multiplication is recursive.
We will not bother to indicate the necessary application of 3A. 1 in the hints below.

$$
k \doteq n=\left\{\begin{array}{ll}
k-n, & \text { if } k \geq n,  \tag{*2}\\
0, & \text { if } k<n .
\end{array} \quad\right. \text { (arithmetic subtraction) }
$$

Hint.

$$
\left\{\begin{array}{l}
k \dot{\succ}=k, \\
k \doteq(n+1)=\operatorname{pd}(k \dot{ }(k) .
\end{array}\right.
$$

$$
\begin{equation*}
\max \left(x_{1}, \ldots, x_{k}\right)=\text { the largest of } x_{1}, \ldots, x_{k} . \tag{*3}
\end{equation*}
$$

Hint. Use induction on $k$ to prove that each of these functions is recursive.

$$
\begin{aligned}
\max \left(x_{1}, x_{2}\right) & =\left(x_{1}-x_{2}\right)+x_{2} \\
\max \left(x_{1}, \ldots, x_{k}, x_{k+1}\right) & =\max \left(\max \left(x_{1}, \ldots, x_{k}\right), x_{k+1}\right) .
\end{aligned}
$$

$$
\begin{equation*}
\min \left(x_{1}, \ldots, x_{k}\right)=\text { the smallest of } x_{1}, \ldots, x_{k} \tag{*4}
\end{equation*}
$$

Hint. As in (*3), starting with

$$
\min \left(x_{1}, x_{2}\right)=x_{1}+x_{2}-\max \left(x_{1}, x_{2}\right) .
$$

$$
\operatorname{sg}(n)= \begin{cases}0, & \text { if } n=0  \tag{*5}\\ 1, & \text { if } n>0\end{cases}
$$

Hint. $\operatorname{sg}(n)=1 \doteq(1 \doteq n)$.

$$
\overline{\operatorname{sg}}(n)= \begin{cases}1, & \text { if } n=0,  \tag{*6}\\ 0, & \text { if } n>0\end{cases}
$$

Hint. $\overline{\operatorname{sg}}(n)=1-n$.

$$
\begin{align*}
|n-k| & =\text { absolute value of the difference of } n, k  \tag{*7}\\
& =(n \dot{-k})+(k \dot{\lrcorner}) .
\end{align*}
$$

(*8) $\quad[n / k]= \begin{cases}\text { the unique } q \text { such that for some } r<k, n=q k+r, & \text { if } n \geq k>0 \\ 0, & \text { otherwise } .\end{cases}$
Hint. $[n / k]=\operatorname{sg}(k) \cdot \mu q[(n \cdot q k) \dot{( }(k \dot{\perp})=0] \cdot \overline{\operatorname{sg}}(k \doteq n)$.
$(* 9) \operatorname{rm}(n, k)= \begin{cases}\text { the unique } r<k \text { such that for some } q, n=q k+r, & \text { if } n, k>0, \\ 0, & \text { otherwise. }\end{cases}$
Hint. $\operatorname{rm}(n, k)=\operatorname{sg}(k) \cdot \overline{\operatorname{sg}}(k \dot{-}) \cdot[n \cdot[n / k] \cdot k]+\operatorname{sg}(k \dot{ }-n) \cdot n$.
3A.3. Prove that the relations

$$
n=m, \quad n \leq m, \quad n<m
$$

are recursive and that the class of recursive relations is closed under the operations $\neg$, $\&, \vee, \Longrightarrow, \exists \leq, \forall^{\leq}$and substitution of recursive functions.

Hint. The first assertion is trivial, e.g., the characteristic function of $=$ is

$$
\chi=(n, m)=\overline{\mathbf{s g}}|n-m| .
$$

Closure under the propositional operations is also easy, e.g., if $P(x), Q(x)$ are given and

$$
R(x) \Longleftrightarrow P(x) \& Q(x), \quad S(x) \Longleftrightarrow P(x) \vee Q(x),
$$

then

$$
\begin{aligned}
& \chi_{R}(x)=\chi_{P}(x) \cdot \chi_{Q}(x), \\
& \chi_{S}(x)=\operatorname{sg}\left(\chi_{P}(x)+\chi_{Q}(x)\right) .
\end{aligned}
$$

If $P=\exists \leq Q$, so that

$$
P(x, n) \Longleftrightarrow(\exists m \leq n) Q(x, m),
$$

define $\chi_{P}(x, n)$ by the recursion

$$
\left\{\begin{array}{l}
\chi_{P}(x, 0)=\chi_{Q}(x, 0) \\
\chi_{P}(x, n+1)=\operatorname{sg}\left(\chi_{P}(x, n)+\chi_{Q}(x, n+1)\right)
\end{array}\right.
$$

Finally, if

$$
P(x) \Longleftrightarrow Q\left(f_{1}(x), \ldots, f_{m}(x)\right)
$$

with the $f_{i}$ recursive, then

$$
\chi_{P}(x)=\chi_{Q}\left(f_{1}(x), \ldots, f_{m}(x)\right)
$$

3A.4. Prove that if $P_{1}(x), \ldots, P_{m}(x)$ are recursive relations and $f_{1}(x), \ldots, f_{m}(x)$, $f_{m+1}(x)$ are recursive functions, then $f$ defined below by cases is recursive.

$$
f(x)= \begin{cases}f_{1}(x), & \text { if } P_{1}(x) \\ f_{2}(x), & \text { if } \neg P_{1}(x) \& P_{2}(x) \\ \cdots & \cdots \\ f_{m}(x) & \text { if } \neg P_{1}(x) \& \neg P_{2}(x) \& \cdots \neg P_{m-1}(x) \& P_{m}(x) \\ f_{m+1}(x), & \text { otherwise }\end{cases}
$$

Hint. Taking $m=1$ with $P=P_{1}$,

$$
f(x)=f_{1}(x) \operatorname{sg} \chi_{P}(x)+f_{2}(x) \overline{\operatorname{sg}} \chi_{P}(x)
$$

3A.5. Prove that $f: \omega^{k} \rightarrow \omega$ is recursive if and only if the graph of $f, \operatorname{Graph}(f)=$ $\{(x, n): f(x)=n\}$ is recursive.

This trivial observation is a very useful tool for proving the recursiveness of functions using 3A. 3 above.

3A.6. Prove that the following functions and relations are recursive.

$$
\begin{equation*}
\text { Divides }(m, n) \Longleftrightarrow n \text { divides } m \tag{}
\end{equation*}
$$

Hint. Divides $(m, n) \Longleftrightarrow \operatorname{rm}(m, n)=0$.
$\operatorname{Prime}(m) \Longleftrightarrow m$ is a prime number.
Hint.

```
\(\operatorname{Prime}(m) \Longleftrightarrow m>1 \&(\forall n \leq m)[\neg \operatorname{Divides}(m, n) \vee n=0 \vee n=1 \vee n=m]\).
```

The relation

$$
P(m, n) \Longleftrightarrow \neg \operatorname{Divides}(m, n) \vee n=0 \vee n=1 \vee n=m
$$

is obviously recursive, hence so is $Q(m, k)$ defined by

$$
Q(m, k)=(\forall n \leq k) P(m, n)
$$

Now

$$
\operatorname{Prime}(m) \Longleftrightarrow m>1 \& Q(m, m)
$$

This is the standard way of treating restricted quantifiers which are applied simultaneously with various substitutions.

$$
\begin{equation*}
p(i)=p_{i}=\text { the } i \text { 'th prime. } \tag{}
\end{equation*}
$$

Hint.

$$
\left\{\begin{array}{l}
p_{0}=2 \\
p_{i+1}=\mu n\left[\operatorname{Prime}(n) \& n \geq p_{i}+1\right]
\end{array}\right.
$$

$$
\begin{equation*}
\left\langle t_{0}, \ldots, t_{n-1}\right\rangle=p_{0}^{t_{0}+1} \cdots \cdots p_{n-1}^{t_{n-1}+1} \tag{*13}
\end{equation*}
$$

Recall that this is defined even when $n=0$,

$$
\rangle=1
$$

Hint. There are infinitely many functions here, one for each $n$. Show by induction on $n$ that each is recursive,

$$
\left\langle t_{0}, \ldots, t_{n}\right\rangle=\left\langle t_{0}, \ldots, t_{n-1}\right\rangle \cdot p_{n}^{t_{n}+1} .
$$

$$
\begin{equation*}
\operatorname{Seq}(u) \Longleftrightarrow \text { for some } t_{0}, \ldots, t_{n-1}, u=\left\langle t_{0}, \ldots, t_{n-1}\right\rangle . \tag{*14}
\end{equation*}
$$

Hint.

$$
\begin{aligned}
\operatorname{Seq}(u) & \Longleftrightarrow u>0 \&(\forall m \leq u)(\forall s \leq m) \\
& \{[\operatorname{Prime}(m) \& \operatorname{Prime}(s) \& \operatorname{Divides}(u, m)] \Longrightarrow \operatorname{Divides}(u, s)\} .
\end{aligned}
$$

$$
\operatorname{lh}(u)= \begin{cases}n, & \text { if } u=\left\langle t_{0}, \ldots, t_{n-1}\right\rangle \text { for some } n \geq 1,  \tag{*15}\\ 0, & \text { otherwise } .\end{cases}
$$

Hint.

$$
\begin{aligned}
& \operatorname{lh}(u)=n \Longleftrightarrow[(u=1 \vee \neg \operatorname{Seq}(u)) \& n=0] \\
& \quad \vee\left[\operatorname{Seq}(u) \& u>1 \&(\forall m<n) \operatorname{Divides}\left(u, p_{m}\right) \& \neg \operatorname{Divides}\left(u, p_{n}\right)\right] .
\end{aligned}
$$

$$
(u)_{i}= \begin{cases}t_{i}, & \text { if } u=\left\langle t_{0}, \ldots, t_{n-1}\right\rangle \text { for some } t_{0}, \ldots, t_{n-1}  \tag{*16}\\ \quad \text { and } 0 \leq i \leq n-1, \\ 0, & \text { otherwise } .\end{cases}
$$

Hint.

$$
\begin{gather*}
(u)_{i}=t \Longleftrightarrow\left[\operatorname{Seq}(u) \& i<\operatorname{lh}(u) \& \operatorname{Divides}\left(u, p_{i}^{t+1}\right)\right. \\
\left.\& \neg \operatorname{Divides}\left(u, p_{i}^{t+2}\right)\right] \vee[(\neg \operatorname{Seq}(u) \vee i \geq \operatorname{lh}(u)) \& t=0] . \\
u \upharpoonright t=\left\langle(u)_{0}, \ldots,(u)_{t-1}\right\rangle \tag{*17}
\end{gather*}
$$

Hint.

$$
u \upharpoonright t=z \Longleftrightarrow \operatorname{Seq}(z) \& \operatorname{lh}(z)=t \&(\forall i<t)\left[(z)_{i}=(u)_{i}\right] .
$$

$$
\begin{equation*}
u * v=\left\langle(u)_{0}, \ldots,(u)_{\ln (u)-1},(v)_{0}, \ldots,(v)_{\operatorname{lh}(v)-1}\right\rangle . \tag{*18}
\end{equation*}
$$

Hint. Show that the graph is recursive.
The functions in *13-*18 allow us to deal effectively with finite sequences of integers.

3A.7. Suppose $g(u, x)$ is recursive and $f(n, x)$ satisfies the equation

$$
f(n, x)=g(\langle f(0, x), \ldots, f(n-1, x)\rangle, x),
$$

where for $n=0,\langle \rangle=1$ by convention, so

$$
f(0, x)=g(1, x) .
$$

Prove that $f$ is recursive. (Definition by complete recursion.)
Hint. Define $h(n, x)$ by the primitive recursion

$$
\left\{\begin{array}{l}
h(0, x)=\langle g(1, x)\rangle, \\
h(n+1, x)=h(n, x) *\langle g(h(n, x), x)\rangle
\end{array}\right.
$$

and verify that

$$
f(n, x)=(h(n, x))_{n} .
$$

3A.8. Suppose $g_{1}, h_{1}, g_{2}, h_{2}$ are all recursive and $f_{1}, f_{2}$ are defined by the simultaneous recursion

$$
\begin{gathered}
f_{1}(0, x)=g_{1}(x), \quad f_{2}(0, x)=g_{2}(x), \\
f_{1}(n+1, x)=h_{1}\left(f_{1}(n, x), f_{2}(n, x), n, x\right) \\
\quad f_{2}(n+1, x)=h_{2}\left(f_{1}(n+1, x), f_{2}(n, x), n, x\right)
\end{gathered}
$$

Prove that both $f_{1}$ and $f_{2}$ are recursive.
Hint. Show that the function

$$
f(n, x)=\left\langle f_{1}(n, x), f_{2}(n, x)\right\rangle
$$

is recursive.
3A.9. Enumerate the rational numbers by the function

$$
r_{i}=(-1)^{(i)_{0}} \cdot \frac{(i)_{1}}{(i)_{2}+1} .
$$

Prove that addition is recursive in this coding of the rationals, i.e., there is a recursive $f(i, j)$ such that

$$
r_{i}+r_{j}=r_{f(i, j)}
$$

Do the same for subtraction, multiplication and division, where for simplicity

$$
\frac{r_{i}}{0}=0
$$

## 3B. Recursive presentations

Suppose $\mathfrak{M}$ is a Polish space with distance function $d$. A recursive presentation of $\mathfrak{M}$ is any sequence

$$
\left\{r_{0}, r_{1}, \ldots\right\}
$$

of points in $\mathfrak{M}$ satisfying the following two conditions.
(1) The set $\left\{r_{0}, r_{1}, \ldots\right\}$ is dense in $\mathfrak{M}$.
(2) The relations

$$
\begin{aligned}
& P(i, j, m, k) \Longleftrightarrow d\left(r_{i}, r_{j}\right) \leq \frac{m}{k+1}, \\
& Q(i, j, m, k) \Longleftrightarrow d\left(r_{i}, r_{j}\right)<\frac{m}{k+1},
\end{aligned}
$$

are recursive.
Not every Polish space admits a recursive presentation-but every interesting space certainly does. Consider first the basic examples $\omega, \mathbb{R}, \mathcal{N}, \mathbb{C}$.

In the case of $\omega$ we have the trivial distance function

$$
d(i, j)= \begin{cases}0, & \text { if } i=j \\ 1, & \text { if } i \neq j\end{cases}
$$

Take $r_{i}=i$ so that

$$
\begin{aligned}
& d(i, j) \leq \frac{m}{k+1} \Longleftrightarrow[i=j \vee k+1 \leq m] \\
& d(i, j)<\frac{m}{k+1} \Longleftrightarrow[i=j \vee k+1<m] .
\end{aligned}
$$

For the real numbers, choose any effective enumeration of the rationals, where repetitions are allowed, e.g.,

$$
r_{i}=(-1)^{(i)_{0}} \cdot \frac{(i)_{1}}{(i)_{2}+1}
$$

Proof that this is a recursive presentation is routine by the methods of 3 A .
For Baire space, recall that

$$
d(\alpha, \beta)= \begin{cases}0, & \text { if } \alpha=\beta \\ \frac{1}{\mu n[\alpha(n) \neq \beta(n)]+1} & \text { if } \alpha \neq \beta\end{cases}
$$

Here we need an effective enumeration of all ultimately zero sequences of integers, e.g.,

$$
r_{i}(n)=(i)_{n} .
$$

Again, the fact that this is a recursive presentation is easy.
Similarly, for the Cantor set $\mathbb{C}$ we take all ultimately zero binary sequences,

$$
r_{i}(n)=\operatorname{sg}\left((i)_{n}\right) .
$$

(For the definition of sg see (*5) of 3A.2.)
Recall that in Section 1B we fixed once and for all a collection $\mathcal{F}$ of basic spaces including $\omega, \mathbb{R}, \mathcal{N}$ and $\mathbb{C}$. We now assume further that we are given a fixed recursive presentation

$$
\left\{r_{0}^{\mathfrak{M}}, r_{1}^{\mathfrak{M}}, \ldots\right\}
$$

for each basic space $\mathfrak{M}$. For $\omega, \mathbb{R}, \mathcal{N}$ and $\mathbb{C}$ we take the presentations given above.
Suppose $\mathcal{X}=X_{1} \times \cdots \times X_{k}$ and we are given metrics $d_{1}, \ldots, d_{k}$ and recursive presentations $\left\{r_{0}^{1}, r_{1}^{1}, \ldots\right\},\left\{r_{0}^{2}, r_{1}^{2}, \ldots\right\}, \ldots$ of the spaces $X_{1}, \ldots, X_{k}$. It is well-known that the function

$$
d\left(\left(x_{1}, \ldots, x_{k}\right),\left(x_{1}^{\prime}, \ldots, x_{k}^{\prime}\right)\right)=\operatorname{maximum}\left\{d_{1}\left(x_{1}, x_{1}^{\prime}\right), \ldots, d_{k}\left(x_{k}, x_{k}^{\prime}\right)\right\}
$$

is a metric on $\mathcal{X}$ which generates the natural product topology. For each $i \in \omega$, put

$$
r_{i}=\left(r_{(i)_{1}}^{1}, \ldots, r_{(i)_{k}}^{k}\right) ;
$$

we leave it for 3B. 3 that $\left\{r_{0}, r_{1}, \ldots\right\}$ is a recursive presentation of $\mathcal{X}$ with this metric.
We now have a fixed recursive presentation for each product space. If $X$ is a basic space, $x_{0} \in X$ and $p$ is any rational number $\geq 0$, let $B\left(x_{0}, p\right)$ be the open ball with center $x_{0}$ and radius $p$,

$$
B\left(x_{0}, p\right)=\left\{x \in X: d\left(x, x_{0}\right)<p\right\} .
$$

Taking $\left\{r_{0}, r_{1}, \ldots\right\}$ to be the fixed recursive presentation of $\mathcal{X}$, put for each $s \in \omega$

$$
B_{s}=B(X, s)=B\left(r_{(s)_{0}}, \frac{(s)_{1}}{(s)_{2}+1}\right) .
$$

Clearly $B_{0}, B_{1}, \ldots$ is an effective enumeration of a basis for the topology of $X$. Notice that the empty set occurs in this enumeration. In fact, $B_{s}=\emptyset$ whenever $(s)_{1}=0$, in particular

$$
B_{0}=\emptyset .
$$

For product spaces it is easier to work directly with the natural nbhd basis for the product topology. For each $\mathcal{X}=\mathcal{X}_{1} \times \cdots \times \mathcal{X}_{k}$ and each $s \in \omega$, put

$$
\begin{aligned}
N_{s}=N(\mathcal{X}, s) & =B\left(X_{1},(s)_{1}\right) \times B\left(X_{2},(s)_{2}\right) \times \cdots \times B\left(X_{k},(s)_{k}\right) \\
& =\left\{\left(x_{1}, \ldots, x_{k}\right): x_{1} \in B_{(s)_{1}} \& \cdots \& x_{k} \in B_{(s)_{k}}\right\} .
\end{aligned}
$$

Now $N_{0}, N_{1}, \ldots$ is an effective enumeration of a nbhd basis for the topology of $\mathcal{X}$. Notice again,

$$
N_{0}=\emptyset .
$$

In several constructions in the first two chapters we used some enumeration of a nbhd basis for the topology of a product space. We now fix once and for all the canonical basis of nbhds

$$
N(\mathcal{X}, 0), N(\mathcal{X}, 1), \ldots
$$

associated with the fixed recursive presentation of $\mathcal{X}$.
Sometimes we need a center and a radius for the basic nbhds, as we described and used these in Section 1A. We naturally put

$$
\operatorname{center}\left(N_{s}\right)=r_{i}=\left(r_{(i)_{1}}^{1}, \ldots, r_{(i)_{k}}^{k}\right),
$$

where

$$
(i)_{1}=\left((s)_{1}\right)_{0}, \ldots,(i)_{k}=\left((s)_{k}\right)_{0},
$$

and

$$
\operatorname{radius}\left(N_{s}\right)=\operatorname{maximum}\left\{p_{1}, \ldots, p_{k}\right\},
$$

where

$$
p_{1}=\frac{\left((s)_{1}\right)_{1}}{\left((s)_{1}\right)_{2}+1}, \ldots, p_{k}=\frac{\left((s)_{k}\right)_{1}}{\left((s)_{k}\right)_{2}+1} .
$$

There is one slight annoying technical detail we should clear up here. We have identified each basic space $X$ with the "product space" $\mathcal{X}=X$ whose only factor is $X$. Now we have described two bases for the topology of $X$, the sequence

$$
B(X, 0), B(X, 1), \ldots
$$

of open balls, thinking of $X$ as basic, an the sequence

$$
N(\mathcal{X}, 0), N(\mathcal{X}, 1), \ldots
$$

of "products of one factor,"

$$
N(X, s)=B\left(X,(s)_{1}\right) .
$$

Of course the bases are identical, but the enumeration is different as the last displayed equation plainly shows. Notice also that

$$
B(X, s)=N(X,\langle 0, s\rangle) .
$$

We need two simple lemmas to deal effectively with these codings.
3B.1. Lemma. For any two product spaces $\mathcal{X}, \mathcal{Y}$, there are recursive functions $f, g, h$ such that

$$
\begin{aligned}
& N(\mathcal{X}, s) \times N(\mathcal{Y}, t)=N(\mathcal{X} \times \mathcal{Y}, f(s, t)) \\
& N(\mathcal{X} \times \mathcal{Y}, s)=N(\mathcal{X}, g(s)) \times N(\mathcal{Y}, h(s)) .
\end{aligned}
$$

Proof. If $\mathcal{X}=X_{1} \times \cdots \times X_{k}$ and $\mathcal{Y}=Y_{1} \times \cdots \times Y_{l}$, then

$$
\begin{aligned}
N(\mathcal{X} \times \mathcal{Y}, s)=B\left(X_{1},(s)_{1}\right) \times \cdots \times B( & \left.X_{k},(s)_{k}\right) \\
& \times B\left(Y_{1},(s)_{k+1}\right) \times \cdots \times B\left(Y_{l},(s)_{k+l}\right) ;
\end{aligned}
$$

from this follows immediately that we can take

$$
\begin{aligned}
f(s, t) & =\left\langle 0,(s)_{1}, \ldots,(s)_{k},(t)_{1}, \ldots,(t)_{l}\right\rangle, \\
g(s) & =\left\langle 0,(s)_{1}, \ldots,(s)_{k}\right\rangle, \\
h(s) & =\left\langle 0,(s)_{k+1}, \ldots,(s)_{k+l}\right\rangle .
\end{aligned}
$$

The second one is a bit messier.
3B.2. Lemma. For each product space $\mathcal{X}$, there is a recursive function $f$ such that

$$
N(\mathcal{X}, s) \cap N(\mathcal{X}, t)=\bigcup_{n} N(\mathcal{X}, f(s, t, n)) .
$$

Similarly, there is a recursive function $g$, such that

$$
\bigcap_{i \leq m} N\left(\mathcal{X},(u)_{i}\right)=\bigcup_{n} N(\mathcal{X}, g(u, m, n)) .
$$

Proof. We show the second assertion first.
Let $X$ be a basic space with the recursive presentation $\left\{r_{0}, r_{1}, \ldots\right\}$ and suppose $B\left(x_{0}, p_{0}\right), \ldots, B\left(x_{m}, p_{m}\right)$ are $m+1$ open balls in $X$. Then

$$
\begin{aligned}
& x \in B\left(x_{0}, p_{0}\right) \cap \cdots \cap B\left(x_{m}, p_{m}\right) \Longleftrightarrow(\exists i)(\exists k)\left\{d\left(r_{i}, x\right)<\frac{(k)_{1}}{(k)_{2}+1}\right. \\
&\left.\& d\left(x_{0}, r_{i}\right)<p_{0}-\frac{(k)_{1}}{(k)_{2}+1} \& \cdots \& d\left(x_{m}, r_{i}\right)<p_{m}-\frac{(k)_{1}}{(k)_{2}+1}\right\}
\end{aligned}
$$

the implication from right to left is trivial, while if the left-hand side holds, then

$$
\begin{aligned}
A=\{z:(\exists k) & {\left[d(z, x)<\frac{(k)_{1}}{(k)_{2}+1}\right.} \\
& \left.\left.\& d\left(x_{0}, z\right)<p_{0}-\frac{(k)_{1}}{(k)_{2}+1} \& \cdots \& d\left(x_{m}, z\right)<p_{m}-\frac{(k)_{1}}{(k)_{2}+1}\right]\right\}
\end{aligned}
$$

is open and non-empty ( since $x \in A$ ), so $A$ must contain some $r_{i}$. Using this equivalence and the definition of a recursive presentation, it is easy to see that there is a recursive relation $P(s, m, n)$ such that

$$
x \in B\left(X, s_{0}\right) \cap \cdots \cap B\left(X, s_{m}\right) \Longleftrightarrow(\exists n)\left[x \in B(X, n) \& P\left(\left\langle s_{0}, \ldots, s_{m}\right\rangle, m, n\right)\right],
$$ i.e.,

$$
\begin{equation*}
\bigcap_{i \leq m} B\left(X, s_{i}\right)=\bigcup_{n}\left\{B(X, n): P\left(\left\langle s_{0}, \ldots, s_{m}\right\rangle, m, n\right)\right\} . \tag{*}
\end{equation*}
$$

Suppose now that

$$
\mathcal{X}=X_{1} \times \cdots \times X_{k}
$$

and let $P_{1}, \ldots, P_{k}$ be recursive relations so that $(*)$ holds with $X_{1}, \ldots, X_{k}$ respectively. Using the definition of the coding, we compute:

$$
\begin{aligned}
\bigcap_{i \leq m} N\left(\mathcal{X},(u)_{i}\right) & =\bigcap_{i \leq m}\left[B\left(X_{1},\left((u)_{i}\right)_{1}\right) \times \cdots \times B\left(X_{k},\left((u)_{i}\right)_{k}\right)\right] \\
& =\left[\bigcap_{i \leq m} B\left(X_{1},\left((u)_{i}\right)_{1}\right)\right] \times \cdots \times\left[\bigcap_{i \leq m} B\left(X_{k},\left((u)_{i}\right)_{k}\right)\right]
\end{aligned}
$$

Now for each $j=1, \ldots, k$,

$$
\begin{aligned}
\bigcap_{i \leq m} B\left(X_{j},\left((u)_{i}\right)_{j}\right) & =\bigcup_{n}\left\{B\left(X_{j}, n\right): P_{j}\left(\left\langle\left((u)_{0}\right)_{j}, \ldots,\left((u)_{m}\right)_{j}\right\rangle, m, n\right)\right\} \\
& =\bigcup_{n}\left\{B\left(X_{j}, n\right): P_{j}^{*}(u, m, n)\right\}
\end{aligned}
$$

with an obvious recursive $P_{j}^{*}$, hence

$$
\begin{aligned}
\bigcap_{i \leq m} N\left(\mathcal{X},(u)_{i}\right)= & {\left[\bigcup_{n}\left\{B\left(X_{1}, n\right): P_{1}^{*}(u, m, n)\right\}\right] } \\
& \times \cdots \times\left[\bigcup_{n}\left\{B\left(X_{k}, n\right): P_{k}^{*}(u, m, n)\right\}\right] \\
= & \bigcup_{n}\left\{B\left(X_{1},(n)_{1}\right) \times \cdots \times B\left(X_{k},(n)_{k}\right):\right. \\
& \left.P_{1}^{*}\left(u, m,(n)_{1}\right) \& \cdots \& P_{k}^{*}\left(u, m,(n)_{k}\right)\right\} \\
= & \bigcup_{n}\left\{N(\mathcal{X}, n): P^{*}(u, m, n)\right\},
\end{aligned}
$$

with some recursive $P^{*}$. The result follows by setting

$$
g(u, m, n)= \begin{cases}n, & \text { if } P^{*}(u, m, n) \\ 0, & \text { otherwise }\end{cases}
$$

The first assertion follows immediately, taking

$$
f(s, t, n)=g(\langle s, t\rangle, 1, n)
$$

## Exercises

3B.3. Prove that if $\left\{r_{0}^{j}, r_{1}^{j}, \ldots\right\}$ is a recursive presentation of the space $X_{j}$ for $j=$ $1, \ldots, k$, then the sequence

$$
r_{i}=\left(r_{(i)_{1}}^{1}, r_{(i)_{2}}^{2}, \ldots, r_{(i)_{k}}^{k}\right)
$$

is a recursive presentation of $\mathcal{X}=X_{1} \times \cdots \times X_{k}$.
Hint. You must show that the relation

$$
\begin{aligned}
P(i, j, m, l) & \Longleftrightarrow d\left(r_{i}, r_{j}\right) \leq \frac{m}{l+1} \\
& \Longleftrightarrow \operatorname{maximum}\left\{d\left(r_{(i)_{1}}^{1}, r_{\left.(j)_{1}\right)}^{1}\right), \ldots, d\left(r_{(i)_{k}}^{k}, r_{(j)_{k}}^{k}\right)\right\} \leq \frac{m}{l+1}
\end{aligned}
$$

is recursive, and similarly with $<$. See 3A.9.

3B.4. Let $\mathcal{X}=X_{1} \times \cdots \times X_{k}$ be a product space and let $N_{s}=N(\mathcal{X}, s)$ be the basic nbhd with code $s \in \omega$. Prove that the relations

$$
\begin{aligned}
& P(s, m, l) \Longleftrightarrow \operatorname{radius}\left(N_{s}\right) \leq \frac{m}{l+1} \\
& Q(s, m, l) \Longleftrightarrow \operatorname{radius}\left(N_{s}\right)<\frac{m}{l+1}
\end{aligned}
$$

are both recursive.
Prove also that

$$
\operatorname{center}\left(N_{s}\right)=r_{f(s)}
$$

where $\left\{r_{0}, r_{1}, \ldots\right\}$ is the recursive presentation of $\mathcal{X}$ and $f$ is some recursive function.
3B.5. Prove that there are recursive functions $g: \omega \rightarrow \omega$ and $h: \omega^{2} \rightarrow \omega$ such that

$$
\alpha \in N(\mathcal{N}, s) \Longleftrightarrow\left((s)_{1}\right)_{1} \neq 0 \&(\forall i<g(s))[\alpha(i)=h(s, i)] .
$$

Hint. The idea is that by the definitions,

$$
B(\mathcal{N}, t)=\emptyset \quad \text { if }(t)_{1}=0
$$

and for $(t)_{1} \neq 0$,

$$
B(\mathcal{N}, t)=\left\{\alpha: \alpha(0)=k_{0}, \alpha(1)=k_{1}, \ldots, \alpha(l-1)=k_{l-1}\right\}
$$

with $l, k_{0}, \ldots, k_{l-1}$ effectively computable from $t$-where in the case $l=0$, we have $B(\mathcal{N}, t)=\mathcal{N}$. Write

$$
\begin{aligned}
l & =l(t), \\
k_{i} & =k(t, i)
\end{aligned}
$$

with suitably recursive functions and take

$$
\begin{aligned}
g(s) & =l\left((s)_{1}\right), \\
h(s, i) & =k\left((s)_{1}, i\right) .
\end{aligned}
$$

3B.6. Find a recursive presentation for your favorite perfect Polish space, e.g., $C[0,1]$ or $H[0,1]$, as we defined these in the exercises of 1 A .

## 3C. Semirecursive pointsets ${ }^{(2,3)}$

A pointset $G \subseteq \mathcal{X}$ is semirecursive if

$$
G=\bigcup_{n} N(\mathcal{X}, \varepsilon(n))
$$

with some recursive irrational $\varepsilon$, i.e., with an irrational $\varepsilon$ such that the function

$$
n \mapsto \varepsilon(n)
$$

is recursive. Intuitively, $G$ is semirecursive if it can be written as a recursive union of basic nbhds.

The definition suggests that the pointclass of semirecursive sets depends on the particular coding of basic nbhds by integers which we fixed. We will see in the exercises that this is not so. It is obvious, however, that the notion of semirecursion depends on the particular recursive presentations of the basic spaces which we adopted.

It is natural to consider the family of all semirecursive subsets of $\mathcal{X}$ as a recursive topology on $\mathcal{X}$. It is not closed under arbitrary unions, but it has strong closure properties, as we now proceed to show.

If $\mathcal{X}=X_{1} \times \cdots \times X_{k}$, let

$$
\pi_{i}: \mathcal{X} \rightarrow X_{i}
$$

be the projection function,

$$
\pi_{i}\left(x_{1}, \ldots, x_{k}\right)=x_{i}
$$

A function

$$
f: \mathcal{X} \rightarrow \mathcal{Y}=Y_{1} \times \cdots \times Y_{l}
$$

is trivial if there are projection functions

$$
f_{1}: \mathcal{X} \rightarrow Y_{1}, \ldots, f_{l}: \mathcal{X} \rightarrow Y_{l}
$$

such that

$$
f(x)=\left(f_{1}(x), \ldots, f_{l}(x)\right)
$$

For example, the map

$$
\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \mapsto\left(x_{2}, x_{1}, x_{1}\right)
$$

of $X_{1} \times X_{2} \times X_{3} \times X_{4}$ into $X_{2} \times X_{1} \times X_{1}$ is trivial.
3C.1. Theorem. The pointclass of semirecursive sets contains the empty set, every product space $\mathcal{X}$, every recursive relation on $\omega^{k}$, every basic nbhd $N(\mathcal{X}, s)$ and the basic nbhd relation

$$
\{(x, s): x \in N(\mathcal{X}, s)\}
$$

for each $\mathcal{X}$; moreover, it is closed under substitution of trivial functions, \&, $\vee, \exists \leq$, $\forall \leq$ and $\exists^{\omega}$.

Proof. Notice first that if

$$
P=\bigcup\left\{N(\mathcal{X}, f(n)): P^{*}(n)\right\}
$$

where $f$ is a recursive function and $P^{*}$ a recursive relation, then $P$ is semirecursive, since

$$
P=\bigcup_{n} N(\mathcal{X}, \varepsilon(n))
$$

with

$$
\varepsilon(n)= \begin{cases}f(n) & \text { if } P^{*}(n) \\ 0 & \text { otherwise }\end{cases}
$$

This will help a little in the computations below.
Clearly

$$
\begin{aligned}
\emptyset & =\bigcup_{n} N(\mathcal{X}, 0) \\
\mathcal{X} & =\bigcup_{n} N(\mathcal{X}, n)
\end{aligned}
$$

so both $\emptyset$ and $\mathcal{X}$ are semirecursive.
By the definition of the coding of nbhds in $\omega$,

$$
B(\omega,\langle i, 1,1\rangle)=\left\{m: d(m, i)<\frac{1}{1+1}\right\}=\{i\}
$$

hence each singleton is a basic nbhd in $\omega^{k}$ :

$$
\left\{\left(n_{1}, \ldots, n_{k}\right)\right\}=N\left(\omega^{k},\left\langle 0,\left\langle n_{1}, 1,1\right\rangle, \ldots,\left\langle n_{k}, 1,1\right\rangle\right\rangle\right)
$$

If $R \subseteq \omega^{k}$ is recursive, then

$$
R=\bigcup\left\{N\left(\omega^{k},\left\langle 0,\left\langle(n)_{1}, 1,1\right\rangle, \ldots,\left\langle(n)_{k}, 1,1\right\rangle\right\rangle\right): R\left((n)_{1}, \ldots,(n)_{k}\right)\right\}
$$

so $R$ is semirecursive.
Again,

$$
N(\mathcal{X}, s)=\bigcup_{n} N(\mathcal{X}, s)
$$

so $N(\mathcal{X}, s)$ is semirecursive since the constant function $n \mapsto s$ is recursive. To check that $\{(x, s): x \in N(\mathcal{X}, s)\}$ is semirecursive, notice that

$$
\begin{aligned}
N(\mathcal{X}, s) \times\{s\} & =N(\mathcal{X}, s) \times N(\omega,\langle 0,\langle s, 1,1\rangle\rangle) \\
& =N(\mathcal{X} \times \omega, f(s,\langle 0,\langle s, 1,1\rangle\rangle))
\end{aligned}
$$

using the recursive function $f$ of 3B.1, so that

$$
\{(x, s): x \in N(\mathcal{X}, s)\}=\bigcup_{s} N(\mathcal{X} \times \omega, f(s,\langle 0,\langle s, 1,1\rangle\rangle)) .
$$

Going to the closure properties, suppose first that

$$
P=\bigcup_{n} N(\mathcal{X}, \alpha(n)), \quad Q=\bigcup_{m} N(\mathcal{X}, \beta(m))
$$

with both $\alpha$ and $\beta$ recursive. Then

$$
\left[\bigcup_{n} N(\mathcal{X}, \alpha(n))\right] \cup\left[\bigcup_{m} N(\mathcal{X}, \beta(m))\right]=\bigcup_{t} N(\mathcal{X}, \gamma(t)),
$$

where $\gamma$ enumerates the union of the sets enumerated by $\alpha$ and $\beta$,

$$
\begin{aligned}
\gamma(2 k) & =\alpha(k), \\
\gamma(2 k+1) & =\beta(k) .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
P \cap Q & =\left[\bigcup_{n} N(\mathcal{X}, \alpha(n))\right] \cap\left[\bigcup_{m} N(\mathcal{X}, \beta(m))\right] \\
& =\bigcup_{n, m}[N(\mathcal{X}, \alpha(n)) \cap N(\mathcal{X}, \beta(m))] \\
& =\bigcup_{n, m, s} N(\mathcal{X}, f(\alpha(n), \beta(m), s))
\end{aligned}
$$

where $f$ is the recursive function of 3 B .2 ; thus

$$
P \cap Q=\bigcup_{t} N\left(\mathcal{X}, f\left(\alpha\left((t)_{0}\right), \beta\left((t)_{1}\right),(t)_{2}\right)\right),
$$

and $P \cap Q$ is semirecursive. This establishes closure under $\vee$ and $\&$.
To prove closure under $\exists^{\omega}$, suppose

$$
P(x) \Longleftrightarrow(\exists m) Q(x, m)
$$

and

$$
Q=\bigcup_{n} N(\mathcal{X} \times \omega, \varepsilon(n)) ;
$$

then

$$
\begin{aligned}
P(x) & \Longleftrightarrow(\exists m)(\exists n)[(x, m) \in N(\mathcal{X} \times \omega, \varepsilon(n))] \\
& \Longleftrightarrow(\exists m)(\exists n)[x \in N(\mathcal{X}, g(\varepsilon(n))) \& m \in N(\omega, h(\varepsilon(n)))]
\end{aligned}
$$

where $g, h$ are recursive by 3B.1. The relation

$$
R(m, n) \Longleftrightarrow m \in N(\omega, h(\varepsilon(n)))
$$

is easily proved recursive, so we have

$$
P(x) \Longleftrightarrow(\exists t)\left[x \in N\left(\mathcal{X}, g\left(\varepsilon\left((t)_{0}\right)\right)\right) \& R\left((t)_{1},(t)_{0}\right)\right]
$$

and $P$ is semirecursive.
Suppose that

$$
f: X_{1} \times \cdots \times X_{k} \rightarrow \mathcal{Y}
$$

is trivial, that is

$$
f\left(x_{1}, \ldots, x_{k}\right)=\left(x_{i_{1}}, \ldots, x_{i_{l}}\right)
$$

where the numbers $i_{1}, \ldots, i_{l}$ are between 1 and $k$. If

$$
Q=\bigcup_{n} N(\mathcal{Y}, \varepsilon(n))
$$

and

$$
P(x) \Longleftrightarrow Q(f(x))
$$

then:

$$
\begin{aligned}
P\left(x_{1}, \ldots, x_{k}\right) & \Longleftrightarrow(\exists n)\left[\left(x_{i_{1}}, \ldots, x_{i_{l}}\right) \in N(\mathcal{Y}, \varepsilon(n))\right] \\
& \Longleftrightarrow(\exists n)\left[x_{i_{1}} \in B\left(X_{i_{1}},(\varepsilon(n))_{1}\right) \& \cdots \& x_{i_{l}} \in B\left(X_{i_{l}},(\varepsilon(n))_{l}\right)\right] .
\end{aligned}
$$

For fixed $j$, easily

$$
\begin{aligned}
& x_{j} \in B\left(X_{j}, m\right) \Longleftrightarrow(\exists t)\left[x_{1} \in B\left(X_{1},(t)_{1}\right) \& \cdots \& x_{j} \in B\left(X_{j}, m\right)\right. \\
&\left.\& \cdots \& x_{k} \in B\left(X_{k},(t)_{k}\right)\right] \\
& \Longleftrightarrow(\exists t)\left[\left(x_{1}, \ldots, x_{k}\right) \in N\left(\mathcal{X}, f_{j}(m, t)\right)\right]
\end{aligned}
$$

with a recursive function $f_{j}$; using the argument which established that $\{(x, s): x \in$ $N(\mathcal{X}, s)\}$ is semirecursive, it is easy to verify that each relation

$$
R_{j}\left(x_{1}, \ldots, x_{k}, m, t\right) \Longleftrightarrow\left(x_{1}, \ldots, x_{k}\right) \in N\left(\mathcal{X}, f_{j}(m, t)\right)
$$

is semirecursive, so by closure under $\exists^{\omega}$ we have

$$
P\left(x_{1}, \ldots, x_{k}\right) \Longleftrightarrow(\exists n)\left[R_{i_{1}}^{*}\left(x_{1}, \ldots, x_{k}, n\right) \& \cdots \& R_{i_{l}}^{*}\left(x_{1}, \ldots, x_{k}, n\right)\right]
$$

with suitable semirecursive $R_{i_{1}}^{*}, \ldots, R_{i_{i}}^{*}$, and $P$ is semirecursive by closure under \& and $\exists^{\omega}$.

At this point it becomes easy to combine the results we already have to prove closure under $\exists^{\leq}, \forall^{\leq}$.

If

$$
P(x, n) \Longleftrightarrow(\exists i \leq n) Q(x, i)
$$

with $Q$ semirecursive, then

$$
\begin{aligned}
P(x, n) & \Longleftrightarrow(\exists i)[i \leq n \& Q(x, i)] \\
& \Longleftrightarrow(\exists i)[R(x, n, i) \& S(x, n, i)]
\end{aligned}
$$

where

$$
\begin{aligned}
& R(x, n, i) \Longleftrightarrow i \leq n \\
& S(x, n, i) \Longleftrightarrow Q(x, i)
\end{aligned}
$$

are both semirecursive by closure under the trivial substitutions

$$
(x, n, i) \mapsto(i, n), \quad(x, n, i) \mapsto(x, i)
$$

and the semirecursiveness of $\leq$ and $Q$. Now use closure under $\&$ and $\exists^{\omega}$.
Similarly, if

$$
P(x, n) \Longleftrightarrow(\forall i \leq n) Q(x, i)
$$

with

$$
Q=\bigcup_{m} N(\mathcal{X} \times \omega, \varepsilon(m)),
$$

then

$$
\begin{aligned}
P(x, n) & \Longleftrightarrow(\forall i \leq n)(\exists m)[(x, i) \in N(\mathcal{X} \times \omega, \varepsilon(m))] \\
& \Longleftrightarrow(\exists s)(\forall i \leq n)\left[(x, i) \in N\left(\mathcal{X} \times \omega, \varepsilon\left((s)_{i}\right)\right)\right] \\
& \Longleftrightarrow(\exists s)(\forall i \leq n)\left[x \in N\left(\mathcal{X}, f_{1}(s, i)\right) \& i \in N\left(\omega, f_{2}(s, i)\right)\right]
\end{aligned}
$$

with $f_{1}, f_{2}$ recursive by 3 B. 1 ; thus

$$
\begin{aligned}
& P(x, n) \Longleftrightarrow(\exists s)(\exists u)\left\{(\forall i \leq n)\left[f_{1}(s, i)=(u)_{i}\right]\right. \\
&\left.\&(\forall i \leq n)\left[x \in N\left(\mathcal{X},(u)_{i}\right)\right] \&(\forall i \leq n)\left[i \in N\left(\omega, f_{2}(s, i)\right)\right]\right\} .
\end{aligned}
$$

Now using 3B. 2 and rearranging,

$$
P(x, n) \Longleftrightarrow(\exists u)(\exists s)[(\exists t)[x \in N(\mathcal{X}, g(u, n, t))] \& R(n, s, u)]
$$

with a recursive function $g$ and a recursive $R$, i.e.,

$$
\begin{aligned}
P(x, n) \Longleftrightarrow(\exists u)(\exists s)\{(\exists t)(\exists m)[m=g(u, n, t) & \\
& \& x \in N(\mathcal{X}, m)] \& R(n, s, u)\}
\end{aligned}
$$

so $P$ is semirecursive by the closure properties we have established already.
The proof of 3C. 1 was messy, because we were forced to deal directly with the coding of nbhds. In the sequel, we will be able to give fairly simple proofs of semirecursiveness by applying 3C. 1 and the remaining results of this section.

It is worth emphasizing the usefulness of closure under trivial substitutions, which allows us to identify, permute or introduce new arguments in relations. For example, suppose

$$
P(x, y, x) \Longleftrightarrow(\exists n)\{Q(x, n) \& R(n, y, z)\}
$$

with $Q, R$ semirecursive; then

$$
P(x, y, z) \Longleftrightarrow(\exists n)\left\{Q^{*}(x, y, z, n) \& R^{*}(x, y, z, n)\right\}
$$

with

$$
\begin{aligned}
Q^{*}(x, y, z, n) & \Longleftrightarrow Q(x, n) \\
R^{*}(x, y, z, n) & \Longleftrightarrow R(n, y, z)
\end{aligned}
$$

and since both $Q^{*}$ and $R^{*}$ are semirecursive by closure under trivial substitutions, so is $P$ by closure under $\&$ and $\exists^{\omega}$. In Section 1 C we were appealing to closure of the finite Borel classes under continuous substitution to do this kind of computation.

We will see in 3D. 2 that the pointclass of semirecursive sets is closed under substitution of recursive functions on product spaces, which include the trivial functions.

Let us call a product space $\mathcal{X}$ of type 0 if $\mathcal{X}=\omega^{k}$ for some $k$. These are the discrete product spaces. A pointset $P$ is of type 0 if $P \subseteq \omega^{k}$ for some $k$.

3C.2. Theorem. A pointset $P \subseteq \omega^{k}$ of type 0 is semirecursive if and only if there is $a$ recursive relation $R \subseteq \omega^{k+1}$ such that

$$
P(x) \Longleftrightarrow(\exists n) R(x, n)
$$

Moreover, $P$ is recursive if and only if both $P$ and $\neg P=\omega^{k} \backslash P$ are semirecursive.

Proof. Assume first that $P \subseteq \omega^{k}$ is semirecursive,

$$
P=\bigcup_{n} N\left(\omega^{k}, \varepsilon(n)\right),
$$

with $\varepsilon$ recursive. Then

$$
P\left(x_{1}, \ldots, x_{k}\right) \Longleftrightarrow(\exists n)(\exists m)\left[\varepsilon(n)=m \&\left(x_{1}, \ldots, x_{k}\right) \in N\left(\omega^{k}, m\right)\right]
$$

so $P$ is of the required form, since the relation

$$
S\left(x_{1}, \ldots, x_{k}, m\right) \Longleftrightarrow\left(x_{1}, \ldots, x_{k}\right) \in N\left(\omega^{k}, m\right)
$$

is easily proved recursive by direct computation.
Conversely, if

$$
P\left(x_{1}, \ldots, x_{k}\right) \Longleftrightarrow(\exists n) R\left(x_{1}, \ldots, x_{k}, n\right)
$$

then

$$
P=\bigcup_{n}\left\{N\left(\omega^{k},\left\langle 0,\left\langle(n)_{1}, 1,1\right\rangle, \ldots,\left\langle(n)_{k}, 1,1\right\rangle\right\rangle\right): R\left((n)_{1}, \ldots,(n)_{k},(n)_{0}\right)\right\},
$$

so $P$ is semirecursive.
If both $P$ and $\neg P$ are semirecursive, then

$$
\begin{aligned}
P\left(x_{1}, \ldots, x_{k}\right) & \Longleftrightarrow(\exists n) R\left(x_{1}, \ldots, x_{k}, n\right), \\
\neg P\left(x_{1}, \ldots, x_{k}\right) & \Longleftrightarrow(\exists m) S\left(x_{1}, \ldots, x_{k}, m\right),
\end{aligned}
$$

with both $R$ and $S$ recursive. It follows that for each $x_{1}, \ldots, x_{k}$ there is some $n$ such that

$$
R\left(x_{1}, \ldots, x_{k}, n\right) \vee S\left(x_{1}, \ldots, x_{k}, n\right),
$$

so that the function

$$
f\left(x_{1}, \ldots, x_{k}\right)=\mu n\left[R\left(x_{1}, \ldots, x_{k}, n\right) \vee S\left(x_{1}, \ldots, x_{k}, n\right)\right]
$$

is recursive. Now easily

$$
P\left(x_{1}, \ldots, x_{k}\right) \Longleftrightarrow R\left(x_{1}, \ldots, x_{k}, f\left(x_{1}, \ldots, x_{k}\right)\right)
$$

so $P$ is recursive by 3 A .3 .
A pointset $P \subseteq \mathcal{X}$ is recursive if both $P$ and $\neg P=\mathcal{X} \backslash P$ are semirecursive-by 3C. 2 this definition agrees with the one we already have for pointsets of type 0 .

When we define recursive functions on arbitrary product spaces in 3D, we will verify that $P$ is recursive precisely when its characteristic function $\chi_{P}$ is recursive. These pointsets are clopen, so they are trivial in connected spaces like the reals. They are very important in studying products of $\omega$ and $\mathcal{N}$.

A space $\mathcal{X}=X_{1} \times \cdots \times X_{k}$ is of type 1 if each $X_{i}$ is either $\omega$ or $\mathcal{N}$ and at least one $X_{j}$ is $\mathcal{N}$. Again, $P$ is of type 1 if $P$ is a subset of some space $\mathcal{X}$ of type 1 .

3C.3. Theorem. The pointclass of recursive sets contains the empty set, every product space $\mathcal{X}$, every recursive relation on $\omega$, the pointset

$$
\{(\alpha, n, w): \alpha(n)=w\}
$$

and for each space $\mathcal{X}$ of type 0 or 1 every basic nbhd $N(\mathcal{X}, s)$ as well as the basic nbhd relation $\{(x, s): x \in N(\mathcal{X}, s)\}$; moreover, it is closed under substitution of trivial functions, $\neg, \&, \vee, \exists \leq$ and $\forall \leq$.

Proof. The closure properties are immediate from 3C. 1 and so are the facts that $\emptyset$, each $\mathcal{X}$ and each recursive relation on $\omega$ are recursive.

Recall from 3B. 5 that there are recursive functions $g$ and $h$ such that

$$
\alpha \in N(\mathcal{N}, s) \Longleftrightarrow\left((s)_{1}\right)_{1} \neq 0 \&(\forall i<g(s))[\alpha(i)=h(s, i)] .
$$

This implies that

$$
\alpha(n)=w \Longleftrightarrow(\exists s)[\alpha \in N(\mathcal{N}, s) \& n<g(s) \& h(s, n)=w] ;
$$

because the implication from right-to-left is trivial, and that from left-to-right is easy to check if we choose $s$ such that

$$
\alpha \in N(\mathcal{N}, s) \&(\forall \beta \in N(\mathcal{N}, s))[\beta(n)=w] .
$$

It follows that $\{(\alpha, n, w): \alpha(n)=w\}$ is semirecursive by 3 C.1, and it is also recursive, since

$$
\alpha(n) \neq w \Longleftrightarrow(\exists m)[m \neq w \& \alpha(n)=m] .
$$

Using again 3B.5,

$$
\alpha \notin N(\mathcal{N}, s) \Longleftrightarrow\left((s)_{1}\right)_{1}=0 \vee(\exists i<g(s))(\exists w)[\alpha(i)=w \& w \neq h(s, i)],
$$

so $\{(\alpha, s): \alpha \notin N(\mathcal{N}, s)\}$ is semirecursive and hence recursive by 3 C .1 . The corresponding set for $\omega$ is trivially recursive, and then by 3B. 1 and closure under \&, $\{(x, s): x \in N(\mathcal{X}, s)\}$ is recursive for every space $\mathcal{X}$ of type 0 or 1 .

The characterization of 3 C .2 extends to pointsets of type 1.
3C.4. Theorem. A pointset $P \subseteq \mathcal{X}$ of type 0 or 1 is semirecursive if and only if there is a recursive $R \subseteq \mathcal{X} \times \omega$ such that

$$
P(x) \Longleftrightarrow(\exists n) R(x, n)
$$

Proof. One way is immediate by 3C.1. For the converse, assume that $P \subseteq \mathcal{X}$ is semirecursive with $\mathcal{X}$ of type 0 or 1 , so that

$$
\begin{aligned}
P(x) & \Longleftrightarrow(\exists n)[x \in N(\mathcal{X}, \varepsilon(n))] \\
& \Longleftrightarrow(\exists n)(\exists m)[\varepsilon(n)=m \& x \in N(\mathcal{X}, m)] \\
& \Longleftrightarrow(\exists t)\left[\varepsilon\left((t)_{0}\right)=(t)_{1} \& x \in N\left(\mathcal{X},(t)_{1}\right)\right]
\end{aligned}
$$

with a recursive $\varepsilon$. Thus it is enough to show that the relation

$$
S(x, t) \Longleftrightarrow x \in N\left(\mathcal{X},(t)_{1}\right)
$$

is recursive when $\mathcal{X}$ is of type 0 or 1 ; it is by 3C.3, since

$$
\begin{aligned}
S(x, t) & \Longleftrightarrow(\exists m)\left[(t)_{1}=m \& x \in N(\mathcal{X}, m)\right], \\
\neg S(x, t) & \Longleftrightarrow(\exists m)\left[(t)_{1}=m \& x \notin N(\mathcal{X}, m)\right] .
\end{aligned}
$$

This simple characterization cannot be extended to arbitrary spaces, since it implies that a semirecursive set is a countable union of clopen sets,

$$
\{x:(\exists n) R(x, n)\}=\bigcup_{n}\{x: R(x, n)\} .
$$

We list for the record some similar, simple normal forms in arbitrary product spaces which are sometimes useful.

3C.5. Theorem. A pointset $P \subseteq \mathcal{X}$ is semirecursive if and only if there is a semirecursive $P^{*} \subseteq \omega$ such that

$$
P(x) \Longleftrightarrow(\exists s)\left\{x \in N(\mathcal{X}, s) \& P^{*}(s)\right\} .
$$

More generally, $P \subseteq \mathcal{X} \times \mathcal{Y}$ is semirecursive if and only if there is some semirecursive $P^{*} \subseteq \omega^{2}$ such that

$$
P(x, y) \Longleftrightarrow(\exists s)(\exists t)\left\{x \in N(\mathcal{X}, s) \& y \in N(\mathcal{Y}, t) \& P^{*}(s, t)\right\}
$$

More specifically, $P \subseteq \omega \times \mathcal{X}$ is semirecursive if and only if there is a semirecursive $P^{*} \subseteq \omega^{2}$ such that

$$
P(n, x) \Longleftrightarrow(\exists s)\left\{x \in N(\mathcal{X}, s) \& P^{*}(n, s)\right\} .
$$

Proof is implicit in many of the constructions we have been making, particularly in the proof of 3C.1. To take just the last assertion, it is obvious by 3C. 1 that any $P$ satisfying such an equivalence is semirecursive. Conversely, if

$$
P(n, x) \Longleftrightarrow(\exists m)[(n, x) \in N(\omega \times \mathcal{X}, \varepsilon(m))]
$$

with a recursive $\varepsilon$, then by 3B. 1

$$
P(n, x) \Longleftrightarrow(\exists m)\{n \in N(\omega, g(\varepsilon(m))) \& x \in N(\mathcal{X}, h(\varepsilon(m)))\}
$$

with recursive $g, h$, so

$$
\begin{aligned}
& P(n, x) \Longleftrightarrow(\exists s)\{x \in N(\mathcal{X}, s) \\
&\qquad \&(\exists m)[s=h(\varepsilon(m)) \& n \in N(\omega, g(\varepsilon(m)))]\}
\end{aligned}
$$

which is the required representation, since the second conjunct within the braces is obviously semirecursive.

## Exercises

3C.6. Prove that for each $\mathcal{X}$, the relation $Q \subseteq \mathcal{X} \times \mathcal{X}$,

$$
Q(x, y) \Longleftrightarrow x \neq y
$$

is semirecursive.
Hint.

$$
\begin{aligned}
x \neq y & \Longleftrightarrow(\exists s)(\exists t)\left\{x \in N_{s} \& y \in N_{t}\right. \\
& \left.\& \operatorname{radius}\left(N_{s}\right)+\operatorname{radius}\left(N_{t}\right)<d\left(\operatorname{center}\left(N_{s}\right), \text { center }\left(N_{t}\right)\right)\right\} .
\end{aligned}
$$

3C.7. Prove that if $\mathcal{X}$ is of type 0 and $f: \mathcal{X} \rightarrow \omega$ is a function, then $f$ is recursive if and only if the graph of $f, \operatorname{Graph}(f)=\{(x, n): f(x)=n\}$ is semirecursive.

Hint. If $f$ is recursive, use 3C.1 and 3A.5. If $\operatorname{Graph}(f)$ is semirecursive, then by 3C. 2

$$
f(x)=m \Longleftrightarrow(\exists n) R(x, m, n)
$$

with $R$ recursive and

$$
f(x)=\left(\mu n R\left(x,(n)_{0},(n)_{1}\right)\right)_{0} .
$$

This exercise is often a useful tool for proving that specific functions are recursive.

3C.8. Prove that a set $A \subseteq \omega$ is semirecursive if and only if $A=\emptyset$ or there exists a recursive function $f: \omega \rightarrow \omega$ which enumerates $A$, i.e.,

$$
A=\{f(0), f(1), f(2), \ldots\} .
$$

Because of this result, semirecursive subsets of $\omega$ are usually called recursively enumerable.

3C.9. Let $\mathcal{X}$ be a product space with fixed recursive presentation $\left\{r_{0}, r_{1}, \ldots\right\}$. Prove that the relations

$$
\begin{aligned}
P(x, i, m, k) & \Longleftrightarrow d\left(x, r_{i}\right)<\frac{m}{k+1}, \\
Q(x, i, m, k) & \Longleftrightarrow \frac{m}{k+1}<d\left(x, r_{i}\right)
\end{aligned}
$$

are both semirecursive.
Hint.

$$
\begin{aligned}
& d\left(x, r_{i}\right)<\frac{m}{k+1} \\
& \quad \Longleftrightarrow(\exists s)\left[x \in N_{s} \& \operatorname{center}\left(N_{s}\right)=r_{i} \& \operatorname{radius}\left(N_{s}\right)<\frac{m}{k+1}\right] \\
& d\left(x, r_{i}\right)>\frac{m}{k+1} \\
& \quad \Longleftrightarrow(\exists s)\left[x \in N_{s} \& \frac{m}{k+1}+\operatorname{radius}\left(N_{s}\right)<d\left(r_{i}, \text { center }\left(N_{s}\right)\right)\right] .
\end{aligned}
$$

3C.10. Let $\mathcal{X}$ be a product space. Prove that the relations

$$
\begin{aligned}
& P(x, y, m, k) \Longleftrightarrow d(x, y)<\frac{m}{k+1}, \\
& Q(x, y, m, k) \Longleftrightarrow d(x, y)>\frac{m}{k+1},
\end{aligned}
$$

are both semirecursive.
3C.11. Prove that the relation $x<y$ on the reals is semirecursive.
3C.12. Prove that the collection of semirecursive sets is the smallest pointclass which contains all recursive pointsets of type 0 and for each basic space $X$ the relation $P^{X} \subseteq X \times \omega^{3}$,

$$
P^{X}(x, i, m, k) \Longleftrightarrow d\left(r_{i}, x\right)<\frac{m}{k+1},
$$

and which is closed under trivial substitutions, \&, $\vee, \exists \leq, \forall \leq$ and $\exists^{\omega}$.
Hint. It is enough to show that for each $\mathcal{X},\{(x, s): x \in N(\mathcal{X}, s)\}$ must belong to every pointclass with these properties: and this holds because

$$
\begin{aligned}
x \in N(\mathcal{X}, s) \Longleftrightarrow & x_{1} \in B\left(X_{1},(s)_{1}\right) \& \cdots \& x_{k} \in B\left(X_{k},(s)_{k}\right) \\
\Longleftrightarrow & P^{X_{1}}\left(x_{1},\left((s)_{1}\right)_{0},\left((s)_{1}\right)_{1},\left((s)_{1}\right)_{2}\right) \\
& \& \cdots \& P^{X_{k}}\left(x_{k},\left((s)_{k}\right)_{0},\left((s)_{k}\right)_{1},\left((s)_{k}\right)_{2}\right) .
\end{aligned}
$$

This problem shows that the definition of semirecursive sets does not depend on the coding of nbhds that we chose.

3C.13. Prove that a pointset $P \subseteq \mathcal{X}$ is open if and only if there is a semirecursive $Q \subseteq \mathcal{N} \times \mathcal{X}$ and an irrational $\varepsilon$ such that

$$
P(x) \Longleftrightarrow Q(\varepsilon, x) .
$$

3C.14. Prove that the pointclass of semirecursive sets is closed under $\exists^{\mathcal{Y}}$ for every product space $\mathcal{Y}$.

Hint. Suppose $P \subseteq \mathcal{X} \times \mathcal{Y}$ with $\mathcal{Y}$ basic and $P$ is semirecursive,

$$
P(x, y) \Longleftrightarrow(\exists n)[(x, y) \in N(\mathcal{X} \times \mathcal{Y}, \varepsilon(n))]
$$

with a recursive $\varepsilon$. Using 3B.1, there are then recursive functions $f_{1}, f_{2}$ such that

$$
P(x, y) \Longleftrightarrow(\exists n)\left[x \in N\left(\mathcal{X}, f_{1}(n)\right) \& y \in N\left(Y, f_{2}(n)\right)\right],
$$

so that

$$
(\exists y) P(x, y) \Longleftrightarrow(\exists n)\left[x \in N\left(\mathcal{X}, f_{1}(n)\right) \&(\exists y)\left[y \in N\left(Y, f_{2}(n)\right)\right]\right]
$$

But

$$
\begin{aligned}
(\exists y)\left[y \in N\left(Y, f_{2}(n)\right)\right] & \Longleftrightarrow(\exists y)\left[y \in B\left(Y, f_{2}(n)\right)_{1}\right] \\
& \Longleftrightarrow \operatorname{radius}\left(B\left(Y, f_{2}(n)\right)_{1}\right)>0,
\end{aligned}
$$

so this relation is recursive.
Show closure under $\exists^{\mathcal{Y}}$ for arbitrary $\mathcal{Y}$ by iterating closure under $\exists^{Y}$ for basic $Y . \dashv$

## 3D. Recursive and $\Gamma$-recursive functions ${ }^{(2,3)}$

With each function

$$
f: \mathcal{X} \rightarrow \mathcal{Y}
$$

we associate the $n b h d$ diagram $G^{f} \subseteq \mathcal{X} \times \omega$ of $f$,

$$
G^{f}(x, s) \Longleftrightarrow f(x) \in N(\mathcal{Y}, s)
$$

Clearly, $G^{f}$ determines $f$ uniquely.
We say that $f$ is recursive if $G^{f}$ is semirecursive; more generally, for each pointclass $\Gamma$, we say that $f$ is $\Gamma$-recursive if its nbhd diagram is in $\Gamma$.

If $f$ is recursive, then we can effectively compute arbitrarily good approximations to $f(x)$ : given $n$, simply search for some $s$ such that radius $\left(N_{s}\right)<2^{-n}$ and $f(x) \in N_{s}$.

It is clear that this notion of recursiveness is an effective refinement of continuity. We should point out at the outset, however, that not all "simple" continuous functions are recursive and that some of the most elementary properties of continuous functions do not carry over to recursive functions.

Not all constant functions are recursive - only those whose constant value can be effectively approximated to any desired degree of accuracy. It makes no sense to ask if " $f$ is recursive at $x$." Similarly, it makes no sense to ask whether a function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ of two variables is "separately recursive."

The more general notion of $\Gamma$-recursiveness is an effective refinement of Lebesgue's $\Gamma$-measurability which we introduced in 1G. We will see in the exercises that for suitable $\Gamma$, a function is $\Gamma$-recursive precisely when it is $\Gamma$-measurable.

To study profitably $\Gamma$-recursive functions we must restrict ourselves to pointclasses which satisfy the closure properties of the semirecursive sets. Call $\Gamma$ a $\Sigma$-pointclass if it contains all semirecursive pointsets and is closed under trivial substitutions, \& ,
$\vee, \exists \leq, \forall^{\leq}$and $\exists^{\omega}$. By 3C. 1 then, the collection of semirecursive sets is the smallest $\Sigma$-pointclass and we introduce the notation

$$
\Sigma_{1}^{0}=\text { all semirecursive sets. }
$$

Notice the lightface font which distinguishes $\Sigma_{1}^{0}$ from the pointclass ${\underset{\sim}{~}}_{1}^{0}$ of open sets.
All ${\underset{\sim}{\xi}}_{0}^{0}$ are $\Sigma$-pointclasses, as are all $\underset{\sim}{\Sigma},{\underset{\sim}{n}}_{n}^{1}, \underset{\sim}{1}{ }_{n}^{1}$. The multiplicative Borel classes $\underset{\sim}{\square}{ }_{\xi}^{0}$ are not $\Sigma$-pointclasses.

The first lemma is simple but very useful:
3D.1. Lemma (Dellacherie). Let $\Gamma$ be a $\Sigma$-pointclass. A function

$$
f: \mathcal{X} \rightarrow \mathcal{Y}
$$

is $\Gamma$-recursive if and only if for every semirecursive set $P \subseteq \omega \times \mathcal{Y}$, the set $P^{f} \subseteq \omega \times \mathcal{X}$ defined by

$$
P^{f}(n, x) \Longleftrightarrow P(n, f(x))
$$

is in $\Gamma$.
Proof. Suppose first that $f: \mathcal{X} \rightarrow \mathcal{Y}$ is $\Gamma$-recursive and $P \subseteq \omega \times \mathcal{Y}$ is $\Sigma_{1}^{0}$. By 3C. 5 then, there is a semirecursive $P^{*} \subseteq \omega^{2}$ such that

$$
P(n, y) \Longleftrightarrow(\exists s)\left\{y \in N(\mathcal{Y}, s) \& P^{*}(n, s)\right\}
$$

so that

$$
\begin{aligned}
P^{f}(n, x) & \Longleftrightarrow(\exists s)\left\{f(x) \in N(\mathcal{Y}, s) \& P^{*}(n, s)\right\} \\
& \Longleftrightarrow(\exists s)\left\{G^{f}(x, s) \& P^{*}(n, s)\right\}
\end{aligned}
$$

thus $P^{f}$ is in $\Gamma$ by the closure properties of a $\Sigma$-pointclass.
The converse is trivial, taking

$$
P(n, y) \Longleftrightarrow y \in N(\mathcal{Y}, n)
$$

Call a sequence $P_{0}, P_{1}, P_{2}, \ldots$ of subsets of some $\mathcal{X} \Gamma$-enumerable if the relation

$$
P(n, x) \Longleftrightarrow P_{n}(x)
$$

is in $\Gamma$. Then 3D. 1 says that $f: \mathcal{X} \rightarrow \mathcal{Y}$ is $\Gamma$-recursive exactly when the inverse image

$$
f^{-1}\left[P_{0}\right], f^{-1}\left[P_{1}\right], \ldots
$$

of every $\Sigma_{1}^{0}$-enumerable sequence

$$
P_{0}, P_{1}, \ldots
$$

of subsets of $\mathcal{Y}$ is a $\Gamma$-enumerable sequence of subsets of $\mathcal{X}$.
3D.2. Theorem. Let $\Gamma$ be a $\Sigma$-pointclass.
(i) A function $f: \mathcal{X} \rightarrow \omega$ is $\Gamma$-recursive if and only if $\operatorname{Graph}(f) \in \Gamma$, where

$$
\operatorname{Graph}(f)=\{(x, n): f(x)=n\} .
$$

(ii) If $\mathcal{X}$ is of type 0 and $f: \mathcal{X} \rightarrow \omega$, then $f$ is recursive in the present sense (i.e., $\Sigma_{1}^{0}$-recursive) exactly when it is recursive in the sense of 3 A .
(iii) Suppose $Q \subseteq Y_{1} \times \cdots \times Y_{l}$ and

$$
P(x) \Longleftrightarrow Q\left(f_{1}(x), \ldots, f_{l}(x)\right)
$$

where each $f_{i}$ is trivial or $\Gamma$-recursive into $\omega$. If $Q$ is in $\Gamma$, then so is $P$.

Proof. (i) Assume first that $f$ is $\Gamma$-recursive and take

$$
R(m, n) \Longleftrightarrow m=n
$$

then $R$ is in $\Sigma_{1}^{0}$ and

$$
f(x)=m \Longleftrightarrow R^{f}(m, x),
$$

so $\operatorname{Graph}(f)$ is in $\Gamma$.
Conversely, for any $P \subseteq \omega \times \omega$ in $\Sigma_{1}^{0}$,

$$
\begin{aligned}
P^{f}(n, x) & \Longleftrightarrow P(n, f(x)) \\
& \Longleftrightarrow(\exists m)\{f(x)=m \& P(n, m)\},
\end{aligned}
$$

so $P^{f}$ is in $\Gamma$ by the closure properties of a $\Sigma$-pointclass.
(ii) is immediate from (i) and 3C.7.
(iii) To simplify notation, suppose

$$
P\left(x_{1}, x_{2}, x_{3}\right) \Longleftrightarrow Q\left(x_{2}, g\left(x_{1}, x_{2}, x_{3}\right)\right),
$$

where $Q$ is in $\Gamma$ and $g: \mathcal{X}_{1} \times \mathcal{X}_{2} \times \mathcal{X}_{3} \rightarrow \omega$ is $\Gamma$-recursive. Then

$$
P\left(x_{1}, x_{2}, x_{3}\right) \Longleftrightarrow(\exists m)\left\{g\left(x_{1}, x_{2}, x_{3}\right)=m \& Q\left(x_{2}, m\right)\right\}
$$

and $P$ is in $\Gamma$ by (i) and closure of $\Gamma$ under trivial substitutions, \& and $\exists^{\omega}$.
This simple result is very useful and we will use it constantly without explicit reference. For example, if

$$
P(x, n, m) \Longleftrightarrow(\exists t)\left\{Q(x,\langle n, m\rangle) \& f\left(x,(n)_{0}\right)=(t)_{1}\right\}
$$

with $Q$ in $\Gamma$ and $f$ a $\Gamma$-recursive function into $\omega$, then $P$ is also in $\Gamma$, since

$$
P(x, n, m) \Longleftrightarrow(\exists t)\left\{Q^{\prime}(x, n, m, t) \& R^{\prime}(x, n, m, t)\right\},
$$

with $Q^{\prime}, R^{\prime}$ obtained from $Q$ and

$$
R(x, n, t) \Longleftrightarrow f(x, n)=t
$$

by suitable substitutions of trivial functions and recursive (hence $\Gamma$-recursive) functions into $\omega$.

Recall from 1G that with each

$$
f: \mathcal{X} \rightarrow \mathcal{N}
$$

we have associated the "unfolding function"

$$
f^{*}: \mathcal{X} \times \omega \rightarrow \omega
$$

defined by

$$
f^{*}(x, n)=f(x)(n) .
$$

3D.3. Theorem. Let $\Gamma$ be a $\Sigma$-pointclass.
(i) A function $f: \mathcal{X} \rightarrow \mathcal{N}$ is $\Gamma$-recursive if and only if the associated $f^{*}$ is $\Gamma$-recursive.
(ii) A function $f: \mathcal{X} \rightarrow \mathcal{Y}=Y_{1} \times \cdots \times Y_{l}$ is $\Gamma$-recursive if and only if

$$
f(x)=\left(f_{1}(x), \ldots, f_{l}(x)\right)
$$

with suitable $\Gamma$-recursive functions $f_{1}, \ldots, f_{l}$.

Proof. Assume first that $f: \mathcal{X} \rightarrow \mathcal{N}$ is $\Gamma$-recursive and take

$$
R(u, \alpha) \Longleftrightarrow \alpha\left((u)_{0}\right)=(u)_{1},
$$

so that

$$
R^{f}(u, x) \Longleftrightarrow f(x)\left((u)_{0}\right)=(u)_{1} .
$$

Clearly $R$ is $\Sigma_{1}^{0}$ and

$$
f^{*}(x, n)=m \Longleftrightarrow R^{f}(\langle n, m\rangle, x),
$$

so $f^{*}$ is $\Gamma$-recursive by 3 D .2 .
To prove the converse we appeal to 3B. 5 according to which there are recursive functions $g$ and $h$ such that

$$
\alpha \in N(\mathcal{N}, s) \Longleftrightarrow\left((s)_{1}\right)_{1} \neq 0 \&(\forall i<g(s))[\alpha(i)=h(s, i)] .
$$

Hence for $f: \mathcal{X} \rightarrow \mathcal{N}$,

$$
\begin{aligned}
G^{f}(x, s) & \Longleftrightarrow f(x) \in N(\mathcal{N}, s) \\
& \Longleftrightarrow\left((s)_{1}\right)_{1} \neq 0 \&(\forall i<g(s))[f(x)(i)=h(s, i)] \\
& \Longleftrightarrow\left((s)_{1}\right)_{1} \neq 0 \&(\forall i<g(s))\left[f^{*}(x, i)=h(s, i)\right]
\end{aligned}
$$

so that if $f^{*}$ is $\Gamma$-recursive, then $G^{f}$ is in $\Gamma$ by 3D. 2 again and the closure properties of $\Gamma$.
(ii) is trivial.

This result gives the easiest method for proving that a function into a space of type 0 or 1 is $\Gamma$-recursive.

3D.4. Theorem. Let $\Gamma$ be a $\Sigma$-pointclass.
(i) Every trivial function $f: \mathcal{X} \rightarrow \mathcal{Y}$ is recursive.
(ii) If $f: \mathcal{X} \rightarrow \mathcal{Y}$ is $\Gamma$-recursive and $g: \mathcal{Y} \rightarrow \mathcal{Z}$ is recursive, then the composition $h: \mathcal{X} \rightarrow \mathcal{Z}$,

$$
h(x)=g(f(x))
$$

is $\Gamma$-recursive.
In particular, the class of recursive functions is closed under composition.
Proof. (i) is completely trivial. To prove (ii), notice that

$$
\begin{aligned}
g(f(x)) \in N(\mathcal{Z}, s) & \Longleftrightarrow f(x) \in\{y: g(y) \in N(\mathcal{Z}, s)\} \\
& \Longleftrightarrow G^{g}(f(x), s) .
\end{aligned}
$$

Now $G^{g}$ is $\Sigma_{1}^{0}$ since $g$ is recursive and hence so is

$$
P(s, y) \Longleftrightarrow G^{g}(y, s),
$$

so that $G^{h}$ is in $\Gamma$ by 3D.1.
It is not always true that the $\Gamma$-recursive functions are closed under composition. For example, all ${\underset{\sim}{\xi}}_{0}^{0}$ are $\Sigma$-pointclasses and the ${\underset{\sim}{\xi}}_{0}^{0}$-recursive functions coincide with the ${\underset{\sim}{\Sigma}}_{\xi}^{0}$-measurable functions, see 3D.22; these are not closed under composition for $\xi>1$.

It is also not true in general that a $\Sigma$-pointclass is closed under substitution of recursive functions. This is a useful special fact about $\Sigma_{1}^{0}$.

3D.5. Theorem. The pointclass $\Sigma_{1}^{0}$ of semirecursive sets is closed under recursive substitution.

Proof. Suppose $P \subseteq \mathcal{Y}$ is $\Sigma_{1}^{0}$, so

$$
P(y) \Longleftrightarrow(\exists s)\left[y \in N(\mathcal{Y}, s) \& P^{*}(s)\right]
$$

with a semirecursive $P^{*}$ by 3C.5, let $f: \mathcal{X} \rightarrow \mathcal{Y}$ be recursive. Then

$$
Q(x) \Longleftrightarrow P(f(x)) \Longleftrightarrow(\exists s)\left[f(x) \in N(\mathcal{Y}, s) \& P^{*}(s)\right]
$$

and this is obviously semirecursive.
With each pointclass $\Gamma$ we associate the ambiguous part of $\Gamma$,

$$
\Delta=\Gamma \cap \neg \Gamma
$$

3D.6. Theorem. Let $\Gamma$ be a $\Sigma$-pointclass. $A$ set $P \subseteq \mathcal{X}$ is in $\Delta$ if and only if its characteristic function $\chi_{P}$ is $\Gamma$-recursive.

In particular, $P$ is recursive if and only if $\chi_{P}$ is recursive.
Proof. On the one hand

$$
\chi_{P}(x)=m \Longleftrightarrow[P(x) \& m=1] \vee[\neg P(x) \& m=0],
$$

so if $P$ is in $\Delta$, then $\chi_{P}$ is $\Gamma$-recursive by 3D.2.
On the other hand,

$$
\begin{aligned}
P(x) & \Longleftrightarrow \chi_{P}(x)=1, \\
\neg P(x) & \Longleftrightarrow \chi_{P}(x)=0,
\end{aligned}
$$

so if $\chi_{P}$ is $\Gamma$-recursive both $P$ and $\neg P$ are in $\Gamma$ easily by 3D.2.
With each pointclass $\Gamma$ and each point $z \in \mathcal{Z}$ we associate the relativization $\Gamma(z)$ of $\Gamma$ to $z: P \subseteq \mathcal{X}$ is in $\Gamma(z)$ if there exists some $Q \subseteq \mathcal{Z} \times \mathcal{X}$ in $\Gamma$ such that

$$
P(x) \Longleftrightarrow Q(z, x)
$$

In particular, the sets in $\Sigma_{1}^{0}(z)$ are called semirecursive in $z$ and the functions which are $\Sigma_{1}^{0}(z)$-recursive are called recursive in $z$.

A point $x \in \mathcal{X}$ is $\Gamma$-recursive if the set of codes of nbhds of $x$ is in $\Gamma$, i.e., if

$$
\mathcal{U}(x)=\{s: x \in N(\mathcal{X}, s)\}
$$

is in $\Gamma$. We often call these simply the points in $\Gamma$, in fact we will on occasion consider them as members of $\Gamma$,

$$
x \in \Gamma \Longleftrightarrow x \text { is } \Gamma \text {-recursive. }
$$

The points in $\Sigma_{1}^{0}$ are called recursive, the points in $\Sigma_{1}^{0}(z)$ are called recursive in $z$.
3D.7. Theorem. Let $\Gamma$ be a $\Sigma$-pointclass.
(i) For each point $z, \Gamma(z)$ is a $\Sigma$-pointclass.
(ii) A point $x$ is $\Gamma$-recursive if and only if for each $\mathcal{Y}$, the constant function $y \mapsto x$ is $\Gamma$-recursive.
(iii) If $x$ is recursive in $y$ and $y$ is $\Gamma$-recursive, then $x$ is $\Gamma$-recursive.
(iv) If $f: \mathcal{X} \rightarrow \mathcal{Y}$ is $\Gamma$-recursive, then for each $x \in \mathcal{X}, f(x)$ is $\Gamma(x)$-recursive.

In particular, if $f: \mathcal{X} \rightarrow \mathcal{Y}$ is recursive and $x$ is recursive, then $f(x)$ is also recursive.
Proof. (i) is very easy and (ii) is trivial, since if $f: \mathcal{X} \rightarrow \mathcal{Y}$ is the constant function $y \mapsto x$, then

$$
G^{f}(y, s) \Longleftrightarrow x \in N(\mathcal{X}, s) \Longleftrightarrow s \in \mathcal{U}(x)
$$

(iii) If $x$ is recursive in $y$, then $\mathcal{U}(x)$ is in $\Sigma_{1}^{0}(y)$, i.e., there is a $\Sigma_{1}^{0}$ set $P \subseteq \mathcal{Y} \times \omega$ such that

$$
s \in \mathcal{U}(x) \Longleftrightarrow P(y, s)
$$

since $y$ is $\Gamma$-recursive, the constant map $n \mapsto y$ is $\Gamma$-recursive, so that for each semirecursive $Q$, the relation

$$
Q^{y}(s, n) \Longleftrightarrow Q(s, y)
$$

is in $\Gamma$. The result follows by taking $Q=\{(s, y): P(y, s)\}$ so that

$$
s \in \mathcal{U}(x) \Longleftrightarrow Q^{y}(s, s)
$$

(iv) is immediate since

$$
s \in \mathcal{U}(f(x)) \Longleftrightarrow G^{f}(x, s)
$$

and the last assertion comes from (iv) and (iii).
We leave for the exercises some of the other interesting properties of these simple notions.

## Exercises

3D.8. Prove that the following functions are recursive. (We are continuing the number from 3A.6.)

* 19. 

$$
f(\alpha, n)=\alpha(n)
$$

*20.

$$
f(\alpha, n)=\bar{\alpha}(n)=\langle\alpha(0), \ldots, \alpha(n-1)\rangle
$$

Hint. $\bar{\alpha}(n)=u \Longleftrightarrow \operatorname{Seq}(u) \& \operatorname{lh}(u)=n \&(\forall i<\operatorname{lh}(u))\left[\alpha(i)=(u)_{i}\right]$.
*21.

$$
f(\alpha, i)=(\alpha)_{i}
$$

where for each $t,(\alpha)_{i}(t)=\alpha(\langle i, t\rangle)$.
*22.

$$
f(\alpha)=a^{\star}=(t \mapsto \alpha(t+1))
$$

*23.

$$
f\left(\alpha_{0}, \ldots, \alpha_{k-1}\right)=\left\langle\alpha_{0}, \ldots, \alpha_{k-1}\right\rangle
$$

where

$$
\begin{gathered}
\left\langle\alpha_{0}, \ldots, \alpha_{k-1}\right\rangle(\langle i, t\rangle)=\alpha_{i}(t) \quad \text { for } i=0, \ldots, k-1 \\
\left\langle\alpha_{0}, \ldots, \alpha_{k-1}\right\rangle(n)=0 \quad \text { if } n \neq\langle i, t\rangle \text { for all } t, i<k
\end{gathered}
$$

*24.

$$
f(i)=r_{i}
$$

where $f: \omega \rightarrow \mathcal{X}$ and $\left\{r_{0}, r_{1}, \ldots\right\}$ is the fixed recursive presentation of $\mathcal{X}$.
*25.

$$
f(x, y)=x+y \quad(x, y, \in \mathbb{R})
$$

*26.

$$
f(x, y)=x \cdot y \quad(x, y, \in \mathbb{R})
$$

3D.9. Prove that a function $f: \mathcal{X} \rightarrow \mathbb{R}$ into the reals is recursive if and only if the relation

$$
P(x, u, v) \Longleftrightarrow(-1)^{(u)_{0}} \cdot \frac{(u)_{1}}{(u)_{2}+1}<f(x)<(-1)^{(v)_{0}} \cdot \frac{(v)_{1}}{(v)_{2}+1}
$$

is semirecursive.
3D.10. Prove that for each $\mathcal{X}$, the distance function $f: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$,

$$
f(x, y)=d(x, y)
$$

is recursive.

3D.11. Assume that $\Gamma$ is a $\Sigma$-pointclass, $g: \omega \times \mathcal{X} \rightarrow \omega$ is $\Gamma$-recursive and for each $x$, there is some $n$ such that $g(n, x)=0$. Prove that the function $f$ defined by minimalization

$$
f(x)=\mu n[g(n, x)=0]
$$

is $\Gamma$-recursive.
Recall from 1C the definition of a uniformizing subset $P^{*} \subseteq P$, for any $P \subseteq \mathcal{X} \times \mathcal{Y}$.
3D.12. Prove that if $\mathcal{X}$ is of type 0 or 1 and $\mathcal{Y}$ is of type 0 , then every semirecursive subset $P \subseteq \mathcal{X} \times \mathcal{Y}$ can be uniformized by some semirecursive $P^{*} \subseteq P$.

Infer that with the same hypotheses on $\mathcal{X}, \mathcal{Y}, P$, if in addition $(\forall x)(\exists y) P(x, y)$ holds, then there is a recursive function $f: \mathcal{X} \rightarrow \mathcal{Y}$ such that $(\forall x) P(x, f(x))$. (The $\Sigma_{1}^{0}$-Selection Principle.)

Hint. Use 3C. 4.
A homeomorphism $\pi: \mathcal{X} \hookrightarrow \mathcal{Y}$ is recursive if both $\pi$ and its inverse $\pi^{-1}$ are recursive functions.

3D.13. Prove that if $\mathcal{X}$ and $\mathcal{Y}$ are of the same type 0 or 1, then they are recursively homeomorphic.

Hint. For $\mathcal{X}$ of type 0 the result is trivial. For type 1 , take $\mathcal{X}=\mathcal{N}$ and use induction on the number of factors in $\mathcal{Y}$ after producing trivial homeomorphisms of $\omega \times \mathcal{N}$ and $\mathcal{N} \times \mathcal{N}$ with $\mathcal{N}$.

3D.14. Prove that for every product space $\mathcal{X}$ there is a recursive surjection

$$
\pi: \mathcal{N} \rightarrow \mathcal{X}
$$

of Baire space onto $\mathcal{X}$.
Hint. Use the map of 1A.1.
3D.15. Prove that for each perfect product space $\mathcal{X}$ there is a recursive function $\sigma$ which assigns to each code $u$ of a binary sequence $\left((u)_{0}, \ldots,(u)_{n-1}\right)$ a basic nbhd $N_{\sigma(u)}$ of $\mathcal{X}$ such that conditions (i), (ii), (iii) of Theorem 1A. 2 hold. Infer that there is a recursive injection

$$
\pi: \mathbb{C} \hookrightarrow \mathcal{X}
$$

Hint. Put

$$
\begin{aligned}
P(n, i, j) \Longleftrightarrow & \operatorname{center}\left(N_{i}\right) \in N_{n} \& \operatorname{center}\left(N_{j}\right) \in N_{n} \\
& \& \operatorname{radius}\left(N_{i}\right)+d\left(\operatorname{center}\left(N_{i}\right), \operatorname{center}\left(N_{n}\right)\right)<\frac{1}{2} \operatorname{radius}\left(N_{n}\right) \\
& \& \operatorname{radius}\left(N_{j}\right)+d\left(\operatorname{center}\left(N_{j}\right), \operatorname{center}\left(N_{n}\right)\right)<\frac{1}{2} \operatorname{radius}\left(N_{n}\right) \\
& \& \operatorname{radius}\left(N_{i}\right)+\operatorname{radius}\left(N_{j}\right)<d\left(\operatorname{center}\left(N_{i}\right), \operatorname{center}\left(N_{j}\right)\right),
\end{aligned}
$$

where $N_{s}=N(\mathcal{X}, s)$. Now $(\forall n)(\exists i)(\exists j) P(n, i, j)$ and $P$ is semirecursive (in fact recursive), so by 3D. 12 there is a recursive $f(n)=(g(n), h(n))$ so that $(\forall n) P(n, g(n), h(n))$. Fix some $z_{0}$ so that radius $\left(N\left(\mathcal{X}, z_{0}\right)\right) \leq 1$ and put

$$
\begin{aligned}
& Q(u, m) \Longleftrightarrow \operatorname{Seq}(u) \&(\forall i<\operatorname{lh}(u))\left[(u)_{i} \leq 1\right] \\
& \qquad \&(\exists z)\left[(z)_{0}=z_{0} \&(\forall i<\operatorname{lh}(u))\left\{\left[(u)_{i}=0 \Longrightarrow(z)_{i+1}=g\left((z)_{i}\right)\right]\right.\right. \\
& \left.\left.\&\left[(u)_{i}=1 \Longrightarrow(z)_{i+1}=h\left((z)_{i}\right)\right]\right\} \&(z)_{\operatorname{lh}(u)}=m\right]
\end{aligned}
$$

Clearly $Q$ is semirecursive and with

$$
A=\left\{u: \operatorname{Seq}(u) \&(\forall i<\operatorname{lh}(u))\left[(u)_{i} \leq 1\right]\right\}
$$

we have $(\forall u \in A)(\exists m) Q(u, m)$, so by 3D. 12 again there is a recursive $\sigma$ such that $(\forall u \in A) Q(u, \sigma(u))$.

3D.16. Prove that every integer is a recursive point, an irrational $\varepsilon$ is recursive if and only if the function $n \mapsto \varepsilon(n)$ is recursive and $\left(x_{1}, \ldots, x_{k}\right)$ is recursive if and only if $x_{1}, \ldots, x_{k}$ are all recursive.

3D.17. Prove that a point $x \in \mathcal{X}$ is recursive if and only if there is a recursive irrational $\varepsilon$ such that

$$
\lim _{i \rightarrow \infty} r_{\varepsilon(i)}=x
$$

and for each $i$,

$$
d\left(r_{\varepsilon(i)}, r_{\varepsilon(i+1)}\right)<2^{-i} .
$$

(Here $\left\{r_{0}, r_{1}, \ldots\right\}$ is the recursive presentation of $\mathcal{X}$.)
Hint. The "if" part is easy. To prove the "only if" part, put

$$
P(i, j) \Longleftrightarrow d\left(x, r_{j}\right)<2^{-i-1}
$$

show that $P$ is semirecursive and use the Selection Principle, 3D.12.
3D.18. Prove that a real number $x$ is recursive if and only if

$$
\left\{m:(-1)^{(m)_{0}} \cdot \frac{(m)_{1}}{(m)_{2}+1}<x\right\}
$$

is recursive.
Hint. Take cases on whether $x$ is rational or not.
3D.19. Prove that the set of recursive real numbers is a field.
Hint. Use the characterization of 3D.18.
Put

$$
\begin{aligned}
x \leq_{T} y & \Longleftrightarrow x \text { is recursive in } y \\
& \Longleftrightarrow x \text { is } \Sigma_{1}^{0}(y) \text {-recursive }
\end{aligned}
$$

and

$$
x \equiv_{T} y \Longleftrightarrow x \leq_{T} y \& y \leq_{T} x .
$$

The subscript $T$ stands for Turing and the relations $\leq_{T}, \equiv_{T}$ are often called Turing reducibility and Turing equivalence.

3D.20. Prove that $\equiv_{T}$ is an equivalence relation on the set of all points and $\leq_{T}$ induces a partial ordering on the set of equivalence classes of $\equiv_{T}$.

The equivalence classes of irrationals in $\equiv_{T}$ are often called Turing degrees.
3D.21. Prove that if a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ is recursive in some $z$, then $f$ is continuous; conversely, every continuous function is recursive in some $\varepsilon \in \mathcal{N}$.

3D.22. Prove that if $\Gamma$ is a $\Sigma$-pointclass closed under countable disjunction $\bigvee^{\omega}$, then the $\Gamma$-recursive functions are precisely the $\Gamma$-measurable functions.

Hint. Every $\Gamma$-recursive function is trivially $\Gamma$-measurable. For the converse, assume that $f: \mathcal{X} \rightarrow \mathcal{Y}$ is $\Gamma$-measurable and $P \subseteq \omega \times \mathcal{Y}$, notice that

$$
P^{f}=\bigcup_{n}\left(\{n\} \times f^{-1}\left[P_{n}\right]\right)
$$

where $P_{n}=\{y: P(n, y)\}$ and show that $P^{f} \in \Gamma$.

## 3E. The Kleene pointclasses

We now introduce the Kleene pointclasses by effectivizing the definitions in 1B and 1E. These are also called the lightface classes - notice the lightface font in the symbols we use to denote them. By analogy, the Borel and Lusin pointclasses are often called boldface.
Put ${ }^{(4)}$

$$
\begin{aligned}
\Sigma_{1}^{0} & =\text { all semirecursive pointsets, } \\
\Sigma_{n+1}^{0} & =\exists^{\omega} \neg \Sigma_{n}^{0}, \\
\Pi_{n}^{0} & =\neg \Sigma_{n}^{0}, \\
\Delta_{n}^{0} & =\Sigma_{n}^{0} \cap \Pi_{n}^{0} .
\end{aligned}
$$

Similarly, ${ }^{(5,6)}$

$$
\begin{aligned}
\Sigma_{1}^{1} & =\exists^{\mathcal{N}} \Pi_{1}^{0}, \\
\Sigma_{n+1}^{1} & =\exists^{\mathcal{N}} \neg \Sigma_{n}^{1}, \\
\Pi_{n}^{1} & =\neg \Sigma_{n}^{1}, \\
\Delta_{n}^{1} & =\Sigma_{n}^{1} \cap \Pi_{n}^{1} .
\end{aligned}
$$

For reasons that will become clear later, we call the pointsets in $\bigcup_{n} \Sigma_{n}^{0}$ arithmetical and the pointsets in $\bigcup_{n} \Sigma_{n}^{1}$ analytical. They are the effective versions of the finite Borel and the projective sets respectively.

Notice the possible source of conflict between the term "analytical" and the classical name "analytic" for $\boldsymbol{\Sigma}_{1}^{1}$ sets. One way to avoid confusion is to observe scrupulously the difference in suffix between these two words; people have been careless with this pedantic distinction, especially in some early papers in recursion theory. It is prudent to say " $\Sigma_{1}^{1}$ " rather than "analytic" in contexts where analytical sets are also discussed.

We can also define the relativized Kleene pointclasses $\Sigma_{n}^{0}(z), \Pi_{n}^{0}(z), \Sigma_{n}^{1}(z), \Pi_{n}^{1}(z)$ by the general process we described in 3D. Again,

$$
\begin{aligned}
& \Delta_{n}^{0}(z)=\Sigma_{n}^{0}(z) \cap \Pi_{n}^{0}(z) \\
& \Delta_{n}^{1}(z)=\Sigma_{n}^{1}(z) \cap \Pi_{n}^{1}(z)
\end{aligned}
$$

One should be careful with this notation, since it is not the case that $\Delta_{n}^{0}(z)$ is the relativization of $\Delta_{n}^{0}$ to $z$, see 3F.9.

The sets in $\bigcup_{n} \Sigma_{n}^{0}(z)$ are called arithmetical in $z$ and the sets in $\bigcup_{n} \Sigma_{n}^{1}(z)$ are called analytical in $z$. We will not always bother to state explicitly results about these relativized notions since they are similar to those about the absolute pointclasses and they are obtained (usually) by the same arguments.

The basic properties of the Kleene pointclasses can be established very easily, simply by copying the proofs in Chapter 1 and substituting "semirecursive" for "open" and
"recursive function" for "continuous function." We will do this somewhat more generally, so we will not have to repeat it when we introduce new pointclasses later on.

The normal forms for the finite Borel and Lusin pointclasses carry over to the Kleene pointclasses immediately. For example, $P$ is $\Sigma_{2}^{0}$ if there is a $\Pi_{1}^{0}$ set $F$ so that

$$
P(x) \Longleftrightarrow(\exists t) F(x, t),
$$

$P$ is $\Sigma_{3}^{0}$ if there is a $\Sigma_{1}^{0}$ (semirecursive) set $G$ so that

$$
P(x) \Longleftrightarrow\left(\exists t_{1}\right)\left(\forall t_{2}\right) G\left(x, t_{1}, t_{2}\right),
$$

etc. Similarly, $P$ is $\Sigma_{1}^{1}$ if there is a $\Pi_{1}^{0}$ set $F$ such that

$$
P(x) \Longleftrightarrow(\exists \alpha) F(x, \alpha),
$$

$P$ is $\Sigma_{2}^{1}$ is there is a semirecursive $G$ such that

$$
P(x) \Longleftrightarrow\left(\exists \alpha_{1}\right)\left(\forall \alpha_{2}\right) G\left(x, \alpha_{1}, \alpha_{2}\right),
$$

etc.
These forms become a bit simpler for spaces of type 0 or 1 because of the characterization in 3C.4. Thus, if $P$ is a pointset of type 0 or 1 , then $P$ is $\Pi_{1}^{0}$ if there is a recursive $R$ such that

$$
P(x) \Longleftrightarrow(\forall t) R(x, t)
$$

$P$ is $\Sigma_{2}^{0}$ if there is a recursive $R$ such that

$$
P(x) \Longleftrightarrow\left(\exists t_{1}\right)\left(\forall t_{2}\right) R\left(x, t_{1}, t_{2}\right)
$$

$P$ is $\Sigma_{2}^{1}$ if there is a recursive $R$ such that

$$
P(x) \Longleftrightarrow(\exists \alpha)(\forall t) R(x, \alpha, t)
$$

etc.
The key to the closure properties of the Kleene pointclasses are the closure properties of $\Sigma_{1}^{0}$ given in 3C. 1 and 3D. 5 .

To simplify statements of results, let us call a pointclass $\Gamma$ adequate if it contains all recursive pointsets and is closed under recursive substitution, \&, $\vee, \exists \leq$ and $\forall \leq$. Clearly $\Sigma_{1}^{0}$ is adequate and closed under $\exists^{\omega} ; \Delta_{1}^{0}$ is adequate and closed under $\neg$.

Recall the notation we introduced in 1 F , where for a pointclass $\Lambda$ and a pointset operation $\Phi$,

$$
\Phi \Lambda=\left\{\Phi\left(P_{0}, P_{1}, \ldots\right): P_{0}, P_{1}, \cdots \in \Lambda \text { and } \Phi\left(P_{0}, P_{1}, \ldots\right) \text { is defined }\right\} .
$$

3E.1. Theorem. If $\Lambda$ is an adequate pointclass, then so are $\neg \Lambda, \exists^{\omega} \Lambda, \forall^{\omega} \Lambda, \exists^{\mathcal{N}} \Lambda$, $\forall^{\mathcal{N}} \Lambda$.

Moreover, $\exists^{\omega} \Lambda$ is closed under $\exists^{\omega}, \forall^{\omega} \Lambda$ is closed under $\forall^{\omega}, \exists^{\mathcal{N}} \Lambda$ is closed under $\exists^{\mathcal{Y}}$ for all product spaces $\mathcal{Y}$ and $\forall^{\mathcal{N}} \Lambda$ is closed under $\forall^{\mathcal{Y}}$ for all product spaces $\mathcal{Y}$.

Proof. The arguments in 1C. 2 and 1E. 2 suffice here too if we notice that the continuous substitutions we used there are in fact recursive. We omit the details.

3E.2. Corollary. All Kleene pointclasses are adequate. Moreover, $\Sigma_{n}^{0}$ is closed under $\exists^{\omega}, \Pi_{n}^{0}$ is closed under $\forall^{\omega}, \Sigma_{n}^{1}$ is closed under $\forall^{\omega}$ and $\exists^{\mathcal{Y}}$ for all $\mathcal{Y}$ and $\Pi_{n}^{1}$ is closed under $\exists^{\omega}$ and $\forall^{\mathcal{Y}}$ for every $\mathcal{Y}$.

Proof. Use 3E. 1 and induction on $n$. To prove closure of $\Sigma_{n}^{1}$ under $\forall^{\omega}$ and the dual closure of $\Pi_{n}^{1}$ under $\exists^{\omega}$ look up the proof of 1 E .2 .

3E.3. Theorem. The diagram of inclusions 3E. 1 holds for the Kleene pointclasses. Moreover, every arithmetical pointset is $\Delta_{1}^{1}$.


Diagram 3E.1. The Kleene pointclasses.
Proof. The second assertion follows immediately by the closure properties of $\Delta_{1}^{1}$.
To prove the inclusion diagrams we imitate the proofs of 1B. 1 and 1E.1. The only new ingredient we need is a proof of

$$
\Sigma_{1}^{0} \subseteq \Sigma_{2}^{0}
$$

since the proof of ${\underset{\sim}{\boldsymbol{\Sigma}}}_{1}^{0} \subseteq{\underset{\sim}{\boldsymbol{\Sigma}}}_{2}^{0}$ given in 1B. 1 does not immediately yield the lightface version.

All recursive pointsets of type 0 are clearly in $\Sigma_{2}^{0}$ (by vacuous quantification). Also, $\Sigma_{2}^{0}$ is closed under trivial substitutions, \&, $\vee, \exists \leq, \forall^{\leq}$and $\exists^{\omega}$ by 3 E.2; hence to show that $\Sigma_{1}^{0} \subseteq \Sigma_{2}^{0}$ by applying 3C. 12 it is enough to verify that for each basic space $X$ the relation

$$
P^{X}(x, i, m, k) \Longleftrightarrow d\left(r_{i}, x\right)<\frac{m}{k+1}
$$

is in $\Sigma_{2}^{0}$. Clearly,

$$
P^{X}(x, i, m, k) \Longleftrightarrow\left(\exists m^{\prime}\right)\left(\exists k^{\prime}\right)\left\{\frac{m^{\prime}}{k^{\prime}+1}<\frac{m}{k+1} \& \neg\left(\frac{m^{\prime}}{k^{\prime}+1}<d\left(r_{i}, x\right)\right)\right\}
$$

and then $P^{X}$ is in $\Sigma_{2}^{0}$ by 3 C .9 and the closure properties.
Let us state for the record the rather obvious relationship between the lightface and the boldface pointclasses.

3E.4. Theorem. Let $\Gamma$ be $\Sigma_{n}^{0}, \Pi_{n}^{0}$, $\Sigma_{n}^{1}$ or $\Pi_{n}^{1}$, let $\underset{\sim}{\Gamma}$ be the corresponding boldface pointclass, ${\underset{\sim}{n}}_{n}^{0}, \boldsymbol{\Pi}_{n}^{0},{\underset{\sim}{n}}_{n}^{1}$ or $\boldsymbol{\Pi}_{n}^{1}$. For each product space $\mathcal{X}$, there is a pointset $G \subseteq \mathcal{N} \times \mathcal{X}$ in $\Gamma$ which is universal for $\underset{\sim}{\underset{\sim}{~}} \upharpoonright \mathcal{X}$, the class of subsets of $\mathcal{X}$ in $\underset{\sim}{\Gamma}$.

In particular, $P \subseteq \mathcal{X}$ is in $\underset{\sim}{\Gamma}$ if and only if $P$ is in $\Gamma(\varepsilon)$ for some $\varepsilon \in \mathcal{N}$, i.e., if and only if

$$
P(x) \Longleftrightarrow P^{*}(\varepsilon, x)
$$

for some fixed $\varepsilon \in \mathcal{N}$ and some $P^{*}$ in $\Gamma$.
Also for the ambiguous pointclasses, $P$ is ${\underset{\sim}{\Delta}}_{n}^{0}\left(\right.$ or $\left.\underset{\sim}{\boldsymbol{\Delta}}{ }_{n}^{1}\right)$ if and only if $P$ is $\Delta_{n}^{0}(\varepsilon)$ (or $\left.\Delta_{n}^{1}(\varepsilon)\right)$ for some $\varepsilon$.

Proof. For $\Sigma_{1}^{0}$, take

$$
G(\varepsilon, x) \Longleftrightarrow(\exists n)[x \in N(\mathcal{X}, \varepsilon(n))] .
$$

This is obviously $\Sigma_{1}^{0}$ and universal for ${\underset{\sim}{~}}_{1}^{0} \upharpoonright \mathcal{X}$. The result follows by a trivial induction.
The second statement is immediate from the first.
For the ambiguous pointclasses, if $P \subseteq \mathcal{X}$ is in ${\underset{\sim}{n}}_{n}^{0}$ (say), choose $\varepsilon_{1}, \varepsilon_{2}$ and $P_{1} \subseteq$ $\mathcal{N} \times \mathcal{X}, P_{2} \subseteq \mathcal{N} \times \mathcal{X}$ in $\Sigma_{n}^{0}$ and $\Pi_{n}^{0}$ respectively so that

$$
\begin{aligned}
& P(x) \Longleftrightarrow P_{1}\left(\varepsilon_{1}, x\right), \\
& P(x) \Longleftrightarrow P_{2}\left(\varepsilon_{2}, x\right),
\end{aligned}
$$

choose $\varepsilon$ such that $(\varepsilon)_{1}=\varepsilon_{1},(\varepsilon)_{2}=\varepsilon_{2}$ and notice that $P$ is $\Delta_{n}^{0}(\varepsilon)$, since

$$
\begin{aligned}
& P(x) \Longleftrightarrow P_{1}\left((\varepsilon)_{1}, x\right) \\
& P(x) \Longleftrightarrow P_{2}\left((\varepsilon)_{2}, x\right) .
\end{aligned}
$$

We leave for the exercises similar strong versions of the parametrization and hierarchy theorems 1D.1-1D.4.

Clearly all $\Sigma_{n}^{0}$ are $\Sigma$-pointclasses, as are all $\Sigma_{n}^{1}, \Pi_{n}^{1}$ and $\Delta_{n}^{1}$, so we can study recursion theory for them. The case of $\Sigma_{n}^{0}$-recursion is somewhat interesting and some of the exercises will deal with it.

Here we are interested in $\Delta_{1}^{1}$-recursion, the effective refinement of Borel measurability.
3E.5. TheOrem. (i) The following four conditions on a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ are equivalent:
(1) $f$ is $\Delta_{1}^{1}$-recursive.
(2) $f$ is $\Sigma_{1}^{1}$-recursive.
(3) $\operatorname{Graph}(f)=\{(x, y): f(x)=y\}$ is $\Sigma_{1}^{1}$.
(4) $\operatorname{Graph}(f)$ is $\Delta_{1}^{1}$.
(ii) All the analytical pointclasses $\Sigma_{n}^{1}, \Pi_{n}^{1}, \Delta_{n}^{1}$ are closed under substitution of $\Delta_{1}^{1}$ recursive functions.

Proof. (i) $(1) \Longrightarrow(2)$ is immediate and $(2) \Longrightarrow(3)$ follows from the equivalence

$$
f(x)=y \Longleftrightarrow(\forall s)\{y \in N(\mathcal{Y}, s) \Longrightarrow f(x) \in N(\mathcal{Y}, s)\}
$$

To prove $(3) \Longrightarrow(4)$ notice that

$$
f(x) \neq y \Longleftrightarrow(\exists z)\{f(x)=z \& z \neq y\}
$$

and for $(4) \Longrightarrow(1)$ use

$$
\begin{aligned}
f(x) \in N(\mathcal{Y}, s) & \Longleftrightarrow(\exists y)\{f(x)=y \& y \in N(\mathcal{Y}, s)\} \\
& \Longleftrightarrow(\forall y)\{f(x) \neq y \vee y \in N(\mathcal{Y}, s)\} .
\end{aligned}
$$

(ii) is immediate from the equivalences

$$
\begin{aligned}
P(f(x)) & \Longleftrightarrow(\exists y)\{f(x)=y \& P(y)\} \\
& \Longleftrightarrow(\forall y)\{f(x) \neq y \vee P(y)\} .
\end{aligned}
$$

We often say " $\Delta_{1}^{1}$ function" instead of " $\Delta_{1}^{1}$-recursive function." For the moment, we think of these as the effective Borel functions simply because Borel measurability is the same as ${\underset{\sim}{\Delta}}_{1}^{1}$-measurability by Suslin's Theorem. In Chapter 7 we will look at some deeper reasons for the analogy.

We now state effective versions of the "Transfer Theorems" 1G. 2 and 1G.3. These are very important as they allow us to reduce the study of the analytical Kleene pointclasses to the study of analytical sets of irrationals.

3E.6. Theorem. For every product space $\mathcal{X}$ there is a recursive surjection

$$
\pi: \mathcal{N} \rightarrow \mathcal{X}
$$

and $a \Pi_{1}^{0}$ set $A \subseteq \mathcal{N}$ such that $\pi$ is one-to-one on $A$ and $\pi[A]=\mathcal{X}$. Moreover, there is a $\Delta_{1}^{1}$ injection

$$
f: \mathcal{X} \rightarrow \mathcal{N}
$$

which is precisely the inverse of $\pi$ restricted to $A$, i.e., for all $\alpha \in A, f(\pi(\alpha))=\alpha$ and for all $x, f(x) \in A$ and $\pi(f(x))=x$.

Proof is exactly that of 1 G .2 .
3E.7. Theorem. For every perfect product space $\mathcal{X}$ there is a $\Delta_{1}^{1}$ bijection

$$
g: \mathcal{N} \multimap \mathcal{X}
$$

whose inverse $g^{-1}$ is also $\Delta_{1}^{1}$.
Proof. As in 1G, we call an injection

$$
f: \mathcal{X} \mapsto \mathcal{Y}
$$

a good $\Delta_{1}^{1}$ injection if there is a $\Delta_{1}^{1}$ surjection

$$
f^{*}: \mathcal{Y} \rightarrow \mathcal{X}
$$

such that

$$
f^{*} f(x)=x
$$

Using the proof of 1G. 4 and 3D. 15 we can easily show the existence of good $\Delta_{1}^{1}$ injections

$$
\begin{aligned}
& h: \mathcal{N} \mapsto \mathcal{X}, \\
& f: \mathcal{X} \mapsto \mathcal{N} .
\end{aligned}
$$

Define now the sets $\mathcal{N}_{n}, \mathcal{X}_{n}$ exactly as in the proof of 1 G.4. It is enough to prove that the four relations

$$
\alpha \in \mathcal{N}_{n}, \quad x \in \mathcal{X}_{n}, \quad \alpha \in f\left[\mathcal{X}_{n}\right], \quad x \in h\left[\mathcal{N}_{n}\right]
$$

are $\Delta_{1}^{1}$. From this it is immediate that the bijection $g$ defined in the proof of 1G. 4 has $\Delta_{1}^{1}$ graph and is therefore $\Delta_{1}^{1}$ by 3 E .5 .

Let us concentrate on the relation $\alpha \in \mathcal{N}_{n}$. To begin with, it is almost trivial that

$$
\begin{equation*}
\alpha \in \mathcal{N}_{n} \Longleftrightarrow(\exists \beta)\left\{(\forall i<n)\left[(\beta)_{i+1}=f h\left((\beta)_{i}\right)\right] \& \alpha=(\beta)_{n}\right\} . \tag{1}
\end{equation*}
$$

We prove direction $\left(\Longrightarrow\right.$ ) of (1) by choosing $\beta_{0}, \beta_{1}, \ldots, \beta_{n}$ so that $\beta_{1}=f h\left(\beta_{0}\right)$, $\beta_{2}=f h\left(\beta_{1}\right), \ldots, \beta_{n}=f h\left(\beta_{n-1}\right)=\alpha$ and then picking $\beta$ so that for $i<n,(\beta)_{i}=\beta_{i}$. For the direction $(\Longleftarrow)$, choose any $\beta$ which satisfies the matrix on the right of (1) and verify by induction on $i<n$ that $(\beta)_{i+1} \in \mathcal{N}_{i+1}$, so that $\alpha=(\beta)_{n} \in \mathcal{N}_{n}$.

Equivalence (1) establishes that the relation $\alpha \in \mathcal{N}_{n}$ is $\Sigma_{1}^{1}$. To show that this relation is also $\Pi_{1}^{1}$, we need the slightly less perspicuous equivalence

$$
\begin{align*}
\alpha \in \mathcal{N}_{n} \Longleftrightarrow(\forall \beta)\left\{( \forall i < n ) \left[(\beta)_{i}=h^{*}\right.\right. & \left.f^{*}\left((\beta)_{i+1}\right) \&(\beta)_{n}=\alpha\right]  \tag{2}\\
& \left.\Longrightarrow(\forall i<n)\left[(\beta)_{i+1}=f h\left((\beta)_{i}\right)\right]\right\}
\end{align*}
$$

where $f^{*}$ and $h^{*}$ are $\Delta_{1}^{1}$ "inverses" of the good $\Delta_{1}^{1}$ injections $f$ and $h$.
Proof of direction $(\Longrightarrow)$ of $(2)$ is by induction on $n$. For $n=0, \alpha \in \mathcal{N}_{0}=\mathcal{N}$ and the right hand side is vacuously true. Assume $\alpha \in \mathcal{N}_{n+1}$, so that for some $\gamma \in \mathcal{N}_{n}$ we have

$$
\alpha=f h(\gamma)
$$

and therefore

$$
h^{*} f^{*}(\alpha)=\gamma .
$$

Any $\beta$ which satisfies

$$
(\forall i<n+1)\left[(\beta)_{i}=h^{*} f^{*}\left((\beta)_{i+1}\right) \&(\beta)_{n+1}=\alpha\right]
$$

obviously satisfies

$$
(\forall i<n)\left[(\beta)_{i}=h^{*} f^{*}\left((\beta)_{i+1}\right) \&(\beta)_{n}=\gamma\right],
$$

so by the induction hypothesis applied to $\gamma \in \mathcal{N}_{n}$,

$$
(\forall i<n)\left[(\beta)_{i+1}=f h\left((\beta)_{i}\right)\right] .
$$

Since also

$$
(\beta)_{n+1}=\alpha=f h(\gamma)=f h\left((\beta)_{n}\right),
$$

we have

$$
(\forall i<n+1)\left[(\beta)_{i+1}=f h\left((\beta)_{i}\right)\right]
$$

and we have shown the right hand side of (2) for $n+1$.
Proof of direction $(\Longleftarrow)$ of $(2)$. Given $\alpha$ so that the right hand side of (2) holds, choose $\beta$ so that $(\beta)_{n}=\alpha,(\beta)_{n-1}=h^{*} f^{*}\left((\beta)_{n}\right),(\beta)_{n-2}=h^{*} f^{*}\left((\beta)_{n-1}\right), \ldots$, $(\beta)_{0}=h^{*} f^{*}\left((\beta)_{1}\right)$. We then have that $(\forall i<n)\left[(\beta)_{i+1}=f h\left((\beta)_{i}\right)\right]$ from which it follows immediately that for each $i<n,(\beta)_{i+1} \in \mathcal{N}_{i+1}$, so that $\alpha=(\beta)_{n} \in \mathcal{N}_{n}$.

A symmetric argument establishes that the relation $x \in \mathcal{X}_{n}$ is $\Delta_{1}^{1}$. Finally,

$$
\begin{aligned}
\alpha \in f\left[\mathcal{X}_{n}\right] & \Longleftrightarrow \alpha \in f[\mathcal{X}] \& f^{*}(\alpha) \in \mathcal{X}_{n} \\
& \Longleftrightarrow f f^{*}(\alpha)=\alpha \& f^{*}(\alpha) \in \mathcal{X}_{n}
\end{aligned}
$$

so that $\alpha \in f\left[\mathcal{X}_{n}\right]$ is $\Delta_{1}^{1}$ and similarly for the relation $x \in h\left[\mathcal{N}_{n}\right]$.
The analytical pointclasses are not closed under the infinitary operations of countable union and intersection. Because of this, it is not obvious what is the correct effective version of the Suslin Theorem. Actually, there is a beautiful result of Kleene which characterizes $\Delta_{1}^{1}$ as the smallest pointclass containing all semirecursive sets and closed under "effective" countable union and complementation. This is quite difficult and we will leave it for Chapter 7.

## Exercises

3E.8. Prove that if $\mathcal{X}$ is of type 1, then for each $n$ there is some pointset $P \subseteq \mathcal{X}$ in $\Sigma_{n}^{0} \backslash \boldsymbol{\Pi}_{n}^{0}$. Similarly, the differences $\Sigma_{n}^{1} \upharpoonright \mathcal{X} \backslash \boldsymbol{\Pi}_{n}^{1} \upharpoonright \mathcal{X}, \Pi_{n}^{0} \upharpoonright \mathcal{X} \backslash \boldsymbol{\Sigma}_{n}^{0} \upharpoonright \mathcal{X}, \Pi_{n}^{1} \upharpoonright \mathcal{X} \backslash \boldsymbol{\Sigma}_{n}^{1} \upharpoonright \mathcal{X}$ are all non-empty.

Hint. Use the fact that $\mathcal{N} \times \mathcal{X}$ is recursively homeomorphic with $\mathcal{X}$ and that some $G \subseteq \mathcal{N} \times \mathcal{X}$ in $\Sigma_{n}^{0}$ parametrizes ${\underset{\sim}{\Sigma}}_{n}^{0} \upharpoonright \mathcal{X}$.

3E.9. Prove that if $\mathcal{Y}$ is a perfect product space, then for each $\mathcal{X}$ there is a $\Sigma_{1}^{0}$ set $G \subseteq \mathcal{Y} \times \mathcal{X}$ which is universal for ${\underset{\sim}{\Sigma}}_{1}^{0} \upharpoonright \mathcal{X}$.

Similarly with $\Sigma_{n}^{0}, \Sigma_{n}^{1}$ in place of $\Sigma_{1}^{0}$.
Infer that for each perfect product space $\mathcal{X}$ the differences $\Sigma_{n}^{0} \upharpoonright \mathcal{X} \backslash{\underset{\sim}{n}}_{n}^{0} \upharpoonright \mathcal{X}$, $\Sigma_{n}^{1} \upharpoonright \mathcal{X} \backslash \underset{\sim}{\boldsymbol{\Pi}_{n}^{1}} \upharpoonright \mathcal{X}, \Pi_{n}^{0} \upharpoonright \mathcal{X} \backslash \underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{0} \upharpoonright \mathcal{X}, \Pi_{n}^{1} \upharpoonright \mathcal{X} \backslash \underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{1} \upharpoonright \mathcal{X}$ are non-empty.

Hint. Follow the proofs of 1D.1-1D. 4 and 3D. 15.
3E.10. Prove that for each $n>1$, every $\Sigma_{n}^{0}$ set $P \subseteq \mathcal{X} \times \omega$ can be uniformized by some $\Sigma_{n}^{0}$ subset $P^{*} \subseteq P$.

Hint. See 1C.6.
3E.11. Prove that for each perfect product space $\mathcal{X}$, there is a $\Sigma_{2}^{0}$-recursive surjection

$$
f: \mathcal{X} \rightarrow \mathcal{N} .
$$

Hint. See 1G. 8 and 1G. 10 .

We will see in 4D. 10 that 1E. 6 does not have an effective version-it is not true that the $\Sigma_{1}^{1}$ subsets of a space $\mathcal{X}$ are precisely the recursive images of $\mathcal{N}$. Similarly, only part of 1 G. 12 holds for $\Sigma_{1}^{1}$.

3E.12. Suppose $\mathcal{X}$ is perfect and $P \subseteq \mathcal{Y}$. Prove that $P$ is $\Sigma_{1}^{1}$ if and only if $P$ is the projection of some $\Pi_{2}^{0}$ subset of $\mathcal{Y} \times \mathcal{X}$.

In particular, every $\Sigma_{1}^{1}$ set of reals is the projection of a $\Pi_{2}^{0}$ subset of the plane.
Hint. See the hint to 1G.12.
Call a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ of effective Baire class 0 if it is recursive, of effective Baire class 1 if it is $\Sigma_{2}^{0}$-recursive but not recursive and, inductively, of effective Baire class $n+1 \geq 2$ if it is not of effective Baire class $\leq n$ and there exists a function

$$
g: \omega \times \mathcal{X} \rightarrow \mathcal{Y}
$$

of effective Baire class $n$ such that

$$
f(x)=\lim _{m \rightarrow \infty} g(m, x) .
$$

3E.13. Prove that a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ is of effective Baire class $\leq n$ if and only if $f$ is $\Sigma_{n+1}^{0}$-recursive.

Hint. Study the proofs of 1G.16-1G.19.
3E.14. Prove that a function $f: \mathcal{N} \rightarrow \mathcal{Y}$ is $\Sigma_{2}^{0}$-recursive if and only if there is a recursive $g: \omega \times \mathcal{N} \rightarrow \mathcal{Y}$ such that

$$
f(\alpha)=\lim _{m \rightarrow \infty} g(m, \alpha) .
$$

This last result holds also for functions $f: \mathcal{X} \rightarrow \mathbb{R}$.
It is worth putting down a few exercises on the relativized Kleene pointclasses, $\Sigma_{n}^{0}(z)$, $\Pi_{n}^{0}(z)$, etc. Their theory is very similar to that of the absolute Kleene pointclasses $\Sigma_{1}^{0}$, $\Pi_{1}^{0}$, etc.

3E.15. Prove that if $z$ is recursive in $w$, then for every Kleene pointclass $\Gamma, \Gamma(z) \subseteq$ $\Gamma(w)$.

Hint. If $z$ is recursive in $w$, then the constant function $x \mapsto z$ is $\Sigma_{1}^{0}(w)$-recursive. $\dashv$
The next result is completely trivial but very useful and we often tend to use it without citing.

3E.16. Prove that if the singleton $\left\{x_{0}\right\}$ is $\Sigma_{n}^{1}(z)$, then $x_{0}$ is in $\Delta_{n}^{1}(z)$ (i.e., $x_{0}$ is $\Delta_{n}^{1}(z)$-recursive $)$.

Hint. Let $\left\{x_{0}\right\}=P \subseteq \mathcal{X}$. Then

$$
\begin{aligned}
x_{0} \in N(\mathcal{X}, s) & \Longleftrightarrow(\exists x)[P(x) \& x \in N(\mathcal{X}, s)] \\
& \Longleftrightarrow(\forall x)[P(x) \Longrightarrow x \in N(\mathcal{X}, s)] .
\end{aligned}
$$

3E.17. Prove that if $x$ is $\Delta_{n}^{1}(z, y)$-recursive and $y$ is $\Delta_{n}^{1}(z)$-recursive, then $x$ is $\Delta_{n}^{1}(z)$ recursive.

Hint. We have $\Sigma_{n}^{1}$ relations $P$ and $Q$ and $\Pi_{n}^{1}$ relations $P^{\prime}, Q^{\prime}$, so that

$$
\begin{aligned}
x \in N_{s} & \Longleftrightarrow P(z, y, s) \\
y \in N_{t} & \Longleftrightarrow Q(z, t)
\end{aligned} \Longleftrightarrow P^{\prime}(z, y, s),
$$

## now

$$
\begin{aligned}
x \in N_{s} & \Longleftrightarrow\left(\exists y^{\prime}\right)\left\{(\forall t)\left[y^{\prime} \in N_{t} \Longrightarrow Q(z, t)\right] \& P\left(z, y^{\prime}, s\right)\right\} \\
& \Longleftrightarrow\left(\forall y^{\prime}\right)\left\{(\forall t)\left[y^{\prime} \in N_{t} \Longrightarrow Q(z, t)\right] \Longrightarrow P^{\prime}\left(z, y^{\prime}, s\right)\right\} .
\end{aligned}
$$

## 3F. Universal sets for the Kleene pointclasses ${ }^{(1)}$

It is almost obvious from the definitions that there are only countably many recursive functions. Here we will prove the much stronger result that $\Sigma_{1}^{0}$ is $\omega$-parametrized.

The reader with some knowledge of basic recursion theory will want to skip this section, after he peruses the final results 3F. 6 and 3F. 7 .
Let us go back to the definition of the class of number theoretic recursive functions in 3A and analyse it.

A recursive derivation is a sequence

$$
f_{0}, f_{1}, \ldots, f_{n}
$$

of (number theoretic) functions such that each $f_{j}$ is the successor function $S$, one of the constants $C_{w}^{k}$ or the projections $P_{i}^{k}$ or else can be defined by composition, primitive recursion or minimalization from functions preceding it in the sequence $f_{0}, \ldots, f_{n}$. We can think of a recursive derivation as a proof that $f_{n}$ is recursive.

3F.1. Theorem. A function $f: \omega^{k} \rightarrow \omega$ is recursive if and only if there is a recursive derivation $f_{0}, \ldots, f_{n}$ with $f_{n}=f$.

Proof. If $f_{0}, \ldots, f_{n}$ is a recursive derivation, then each $f_{i}$ is recursive by induction on $i$. On the other hand, the collection of all functions which occur in recursive derivations obviously contains $S$, all $C_{w}^{k}, P_{i}^{k}$ and is closed under composition, primitive recursion an minimalization, so it contains every recursive function.

To verify that a given sequence of functions $f_{0}, \ldots, f_{n}$ is a recursive derivation, we must give a justification for including each $f_{j}$ in the list-because $f_{j}$ is $S$ or $f_{j}$ is defined from functions listed before it by composition, etc. We now give a formal coding of such justifications by finite sequences of numbers.

Let a sequence $f_{0}, \ldots, f_{n}$ of functions and a sequence $\hat{f}_{0}, \ldots, \hat{f}_{n}$ of numbers be given. We say that $\hat{f}_{0}, \ldots, \hat{f}_{n}$ is a justification for $f_{0}, \ldots, f_{n}$, if one of the following conditions holds for each $j \leq n$.

Case 1. $f_{j}=S$ and $\hat{f}_{j}=\langle 1,1\rangle$.
Case 2. $f_{j}=C_{w}^{k}$ and $\hat{f}_{j}=\langle 2, k, w\rangle$.
Case 3. $f_{j}=P_{i}^{k}(1 \leq i \leq k)$ and $\hat{f}_{j}=\langle 3, k, i\rangle$.
Case 4. $f_{j}\left(x_{1}, \ldots, x_{k}\right)=h\left(g_{1}(x), \ldots, g_{m}(x)\right)$ where the functions $h, g_{1}, \ldots, g_{m}$ precede $f_{j}$ in the list $f_{0}, \ldots, f_{n}$ and

$$
\hat{f}_{j}=\left\langle 4, k,\left\langle\hat{h}, \hat{g}_{1}, \ldots, \hat{g}_{m}\right\rangle\right\rangle .
$$

By this of course we mean that $h=f_{j_{0}}, g_{1}=f_{j_{1}}, \ldots, g_{m}=f_{j_{m}}$ with $j_{0}, j_{1}, \ldots, j_{m}<$ $j$ and

$$
\hat{f}_{j}=\left\langle 4, k,\left\langle\hat{f}_{j_{0}}, \hat{f}_{j_{1}}, \ldots, \hat{f}_{j_{m}}\right\rangle\right\rangle,
$$

and similarly for the next two cases.
Case 5(i).

$$
f_{j}(0, x)=g(x), \quad f_{j}(n+1, x)=h\left(f_{j}(n, x), n, x\right),
$$

where $g$ and $h$ precede $f_{j}$ in the list and

$$
\hat{f}_{j}=\langle 5, k+1,\langle\hat{g}, \hat{h}\rangle\rangle .
$$

Case 5(ii).

$$
f_{j}(0)=w_{0}, \quad f_{j}(n+1)=h\left(f_{j}(n), n\right),
$$

where $h$ precedes $f_{j}$ in the list and

$$
\hat{f}_{j}=\left\langle 5,1,\left\langle w_{0}, \hat{h}\right\rangle\right\rangle .
$$

Case 6. $f_{j}(x)=\mu m[g(m, x)=0]$, where $g$ precedes $f_{j}$ in the list and

$$
\hat{f}_{j}=\langle 6, k, \hat{g}\rangle .
$$

It is now immediate that every recursive derivation has a justification and that if $f_{0}, \ldots, f_{n}$ has a justification, then $f_{0}, \ldots, f_{n}$ is a recursive derivation. All we have done is to code with finite sequences of numbers all canonical proofs that particular sequences of functions are recursive derivations.

More than that, our coding is one-to-one in a very strong sense.
3F.2. Theorem. Suppose $\hat{f}_{0}, \ldots, \hat{f}_{n}$ is a justification for $f_{0}, \ldots, f_{n}, \hat{g}_{0}, \ldots, \hat{g}_{m}$ is a justification for $g_{0}, \ldots, g_{m}$ and for some $j \leq n, i \leq m$ we have $\hat{f}_{j}=\hat{g}_{i}$. Then $f_{j}=g_{i}$.

Proof is by induction on the number $\hat{f}_{j}$. There are six cases to the proof corresponding to the definition of a justification, but looking at just two of them will be sufficient to give the idea.

Case 2. $\hat{f}_{j}=\langle 2, k, w\rangle$ for some $k, w$. Then $f_{j}=C_{w}^{k}$ and since also $\hat{g}_{i}=\langle 2, k, w\rangle$, we have $g_{i}=C_{w}^{k}=f_{j}$.

Case 6. $\hat{f}_{j}=\langle 6, k, z\rangle$ for some numbers $k \geq 1, z$. Now by the definition of a justification, it follows that $f_{j}$ is a $k$-ary function and that for some $f_{l}$ with $l<j, f_{l}$ is $(k+1)$-ary, $z=\hat{f}_{l}$ and

$$
f_{j}(x)=\mu t\left[f_{l}(t, x)=0\right] .
$$

Now $z=\left(\hat{f}_{j}\right)_{2}<\hat{f}_{j}$, so by induction hypothesis $f_{l}=g_{s}$ and hence $f_{j}=g_{i}$.
Put

$$
C=\left\{z: \text { there exists some sequence of integers } z_{0}, \ldots, z_{n}=z\right.
$$

which is a justification for a recursive derivation\}.
It follows from 3F.2, that if $z \in C$, then in every justification in which $z$ occurs it "codes" the same function, call it $f_{z}$. We call $C$ the set of codes of recursive functions. since the map $z \mapsto f_{z}$ takes $C$ onto the recursive functions, we have proved the first main result of this section.
3F.3. Theorem. There are only countably many recursive number theoretic functions.
Our coding is such that if $z \in C$, then $f_{z}$ is $k$-ary with $k=(z)_{1}$. For fixed $x_{1}, \ldots, x_{k}, m$, let us think of the number

$$
\left\langle z,\left\langle x_{1}, \ldots, x_{k}\right\rangle, m\right\rangle
$$

as a code of the assertion that

$$
f_{z}\left(x_{1}, \ldots, x_{k}\right)=m .
$$

Of course this assertion may be true or false. We now construct a semirecursive set $A$ such that for every $z \in C, A$ contains all codes of true assertions $\left\langle z,\left\langle x_{1}, \ldots, x_{k}\right\rangle, m\right\rangle$ and no codes of false assertions about $f_{z}$. Notice that $A$ will contain many members of the form $\left\langle z,\left\langle x_{1}, \ldots, x_{k}\right\rangle, m\right\rangle$ where $z \notin C$-these will give us no information about recursive functions.

The set $A$ is the smallest set of integers satisfying (1)-(6), where the symbols $\hat{f}, \hat{g}$, $\hat{h}$ are used just as variables over $\omega$.
(1) If $\hat{f}=\langle 1,1\rangle$, then

$$
\text { for every } n, \quad\langle\hat{f},\langle n\rangle, n+1\rangle \in A \text {. }
$$

(2) If $\hat{f}=\langle 2, k, w\rangle$ for some $k \geq 1$ and some $w$, then

$$
\text { for every } x_{1}, \ldots, x_{k}, \quad\left\langle\hat{f},\left\langle x_{1}, \ldots, x_{k}\right\rangle, w\right\rangle \in A
$$

(3) If $\hat{f}=\langle 3, k, i\rangle$ for some $k \geq 1$ and $1 \leq i \leq k$, then

$$
\text { for every } x_{1}, \ldots, x_{k}, \quad\left\langle\hat{f},\left\langle x_{1}, \ldots, x_{k}\right\rangle, x_{i}\right\rangle \in A .
$$

(4) If $\hat{f}=\left\langle 4, k,\left\langle\hat{h}, \hat{g}_{1}, \ldots, \hat{g}_{m}\right\rangle\right\rangle$ for some $\hat{h}, \hat{g}_{1}, \ldots, \hat{g}_{m}$ and if for some $x_{1}, \ldots, x_{k}$, $w_{1}, \ldots, w_{m}, w$ we have

$$
\begin{aligned}
\left\langle\hat{g}_{1},\left\langle x_{1}, \ldots, x_{k}\right\rangle, w_{1}\right\rangle \in A, \ldots,\left\langle\hat{g}_{m},\left\langle x_{1}, \ldots, x_{k}\right\rangle, w_{m}\right\rangle & \in A, \\
& \left\langle\hat{h},\left\langle w_{1}, \ldots, w_{m}\right\rangle, w\right\rangle \in A,
\end{aligned}
$$

then

$$
\left\langle\hat{f},\left\langle x_{1}, \ldots, x_{k}\right\rangle, w\right\rangle \in A
$$

(5) If $\hat{f}=\langle 5, k+1,\langle\hat{g}, \hat{h}\rangle\rangle$ for some $\hat{g}, \hat{h}$ and for some $x_{1}, \ldots, x_{k}, w_{0}$ we have $\left\langle\hat{g},\left\langle x_{1}, \ldots, x_{k}\right\rangle, w_{0}\right\rangle \in A$, then

$$
\left\langle\hat{f},\left\langle 0, x_{1}, \ldots, x_{k}\right\rangle, w_{0}\right\rangle \in A
$$

(5') If $\hat{f}=\langle 5, k+1,\langle\hat{g}, \hat{h}\rangle\rangle$ for some $\hat{g}, \hat{h}$ and for some $x_{1}, \ldots, x_{k}, w_{n}, w, n$, $\left\langle\hat{f},\langle n, x\rangle, w_{n}\right\rangle \in A$ and $\left\langle\hat{h},\left\langle w_{n}, n, x\right\rangle, w\right\rangle \in A$, then

$$
\left\langle\hat{f},\left\langle n+1, x_{1}, \ldots, x_{k}\right\rangle, w\right\rangle \in A
$$

(There are two similar clauses which come from Case 5(ii) in the definition of justifications and which we will omit here.)
(6) If $\hat{f}=\langle 6, k, \hat{g}\rangle$ for some $\hat{g}$ and if for some $w_{0} \neq 0, w_{1} \neq 0, \ldots, w_{m-1} \neq 0$ and some $x_{1}, \ldots, x_{k}$ we have

$$
\begin{aligned}
&\left\langle\hat{g},\left\langle 0, x_{1}, \ldots, x_{k}\right\rangle, w_{0}\right\rangle \in A, \ldots,\left\langle\hat{g},\left\langle m-1, x_{1}, \ldots, x_{k}\right\rangle, w_{m-1}\right\rangle \in A, \\
&\left\langle\hat{g},\left\langle m, x_{1}, \ldots, x_{k}\right\rangle, 0\right\rangle \in A,
\end{aligned}
$$

then

$$
\left\langle\hat{f},\left\langle x_{1}, \ldots, x_{k}\right\rangle, m\right\rangle \in A .
$$

(In this clause we allow $m=0$ in which case the sequence $w_{0}, w_{1}, \ldots, w_{m-1}$ is empty.)

3F.4. Theorem. The set $A$ is semirecursive. Moreover, for each code $z$ of a recursive function $f_{z}$,

$$
f_{z}\left(x_{1}, \ldots, x_{k}\right)=w \Longleftrightarrow\left\langle z,\left\langle x_{1}, \ldots, x_{k}\right\rangle, w\right\rangle \in A
$$

Proof. We show first the second assertion, which holds only for $z \in C$, i.e., there is no suggestion that whenever $\left\langle z,\left\langle x_{1}, \ldots, x_{k}\right\rangle, w\right\rangle \in A$, then we must have $z \in C$.

Proof of the implication

$$
f_{z}\left(x_{1}, \ldots, x_{k}\right)=w \Longrightarrow\left\langle z,\left\langle x_{1}, \ldots, x_{k}\right\rangle, w\right\rangle \in A
$$

is by induction on the code $z \in C$ and it is easy. For example, if $z=\langle 6, k, e\rangle$, then we know that $e$ codes a $(k+1)$-ary function $f_{e}$ and

$$
f_{z}\left(x_{1}, \ldots, x_{k}\right)=\mu m\left[f_{e}\left(m, x_{1}, \ldots, x_{k}\right)=0\right] .
$$

Thus if $f_{z}\left(x_{1}, \ldots, x_{k}\right)=m$, then there are numbers $w_{0}, \ldots, w_{m-1}$, all $\neq 0$ such that $f_{e}\left(0, x_{1}, \ldots, x_{k}\right)=w_{0}, \ldots, f_{e}\left(m-1, x_{1}, \ldots, x_{k}\right)=w_{m-1}$ and $f_{e}\left(m, x_{1}, \ldots, x_{k}\right)=0$. Now $e=(z)_{2}<z$, so we can apply the induction hypothesis on these assertions, whence by clause (6) in the defining conditions for $A,\left\langle z,\left\langle x_{1}, \ldots, x_{k}\right\rangle, m\right\rangle \in A$.

We will omit the other cases of this induction, but it is worth pointing out that in case (5), when $z=\langle 5, k+1,\langle e, u\rangle\rangle$ for some $k, e, u$ the implication

$$
f_{z}\left(n, x_{1}, \ldots, x_{k}\right)=w \Longrightarrow\left\langle z,\left\langle n, x_{1}, \ldots, x_{k}\right\rangle, w\right\rangle \in A
$$

is proved by induction on $n$.
To prove the converse implication, notice that if $v \in A$, then $v$ must be of the form in one of the conclusions of the clauses (1)-(6) and it must satisfy the corresponding hypothesis, e.g., $v=\left\langle\hat{f},\left\langle 0, x_{1}, \ldots, x_{k}\right\rangle, w_{0}\right\rangle$ for some $x_{1}, \ldots, x_{k}, w_{0}$ and $\hat{f}=\langle 5, k+1,\langle\hat{g}, \hat{h}\rangle\rangle$ and $\left\langle\hat{g},\left\langle x_{1}, \ldots, x_{k}\right\rangle, w_{0}\right\rangle \in A$; because if $v$ is not of the proper form or does not satisfy the corresponding hypothesis, then $A \backslash\{v\}$ satisfies all (1)-(6) and hence $A \backslash\{v\} \supseteq A$ by the definition of $A$, i.e., $v \notin A$. Now the implication

$$
\left\langle z,\left\langle x_{1}, \ldots, x_{k}\right\rangle, w\right\rangle \in A \Longrightarrow f_{z}\left(x_{1}, \ldots, x_{k}\right)=w
$$

can be proved for every code $z$ by induction on $z$ easily, just as the converse implication was proved.

We now outline a proof of the first assertion of the theorem, that $A$ is semirecursive. The idea is to analyze the inductive definition of $A$ in the same way that we analyzed the inductive definition of the class of recursive functions. Thus an $A$-derivation is a finite sequence of numbers

$$
u_{0}, u_{1}, \ldots, u_{n}
$$

which proves that $u_{n} \in A$, i.e., each $u_{i}$ is in $A$ either by virtue of clauses (1), (2), (3) or by virtue of one of the remaining clauses and the fact that certain $u_{j}$ 's with $j<i$ are of a certain form. Once this is written down explicitly, it is trivial to check that the relation

$$
P(u) \Longleftrightarrow \operatorname{Seq}(u) \&(\exists n \leq u)\left[\operatorname{lh}(u)=n \&(u)_{0}, \ldots,(u)_{n-1} \text { is an } A \text {-derivation }\right]
$$

is recursive. But

$$
v \in A \Longleftrightarrow(\exists u)(\exists n)\left[P(u) \& \operatorname{lh}(u)=n \& v=(u)_{n-1}\right],
$$

so that $A$ is semirecursive.
3F.5. Theorem (Kleene [1943]). For each $k \geq 1$, there is a semirecursive set $G \subseteq$ $\omega \times \omega^{k}$ which parametrizes the semirecursive subsets of $\omega^{k}$.

Proof. Put

$$
G\left(z, x_{1}, \ldots, x_{k}\right) \Longleftrightarrow(\exists t)\left[\left\langle z,\left\langle x_{1}, \ldots, x_{k}, t\right\rangle, 1\right\rangle \in A\right]
$$

Clearly $G$ is semirecursive.

If $P \subseteq \omega^{k}$ is semirecursive, then for some recursive $R$,

$$
\begin{aligned}
P\left(x_{1}, \ldots, x_{k}\right) & \Longleftrightarrow(\exists t) R\left(x_{1}, \ldots, x_{k}, t\right) \\
& \Longleftrightarrow(\exists t)\left[\chi_{R}\left(x_{1}, \ldots, x_{k}, t\right)=1\right] \\
& \Longleftrightarrow(\exists t)\left[f_{z}\left(x_{1}, \ldots, x_{k}, t\right)=1\right]
\end{aligned}
$$

with $z$ any code of $\chi_{R}$. By 3F. 4 then,

$$
\begin{aligned}
P\left(x_{1}, \ldots, x_{k}\right) & \Longleftrightarrow(\exists t)\left[\left\langle z,\left\langle x_{1}, \ldots, x_{k}, t\right\rangle, 1\right\rangle \in A\right] \\
& \Longleftrightarrow G\left(z, x_{1}, \ldots, x_{k}\right) .
\end{aligned}
$$

This theorem is usually called the Enumeration Theorem for semirecursive (or recursively enumerable) relations on $\omega$. It is one of the basic results of recursion theory. From it we can prove easily the key result of this section.

3F.6. The Parametrization Theorem for the Kleene Pointclasses. For each product space $\mathcal{Y}$, the Kleene pointclasses $\Sigma_{n}^{0}, \Pi_{n}^{0}, \Sigma_{n}^{1}, \Pi_{n}^{1}$ are $\mathcal{Y}$-parametrized.

Proof. Take first the simple case $\mathcal{Y}=\omega$. Given $\mathcal{X}$, choose $G \subseteq \omega \times \omega$ to be semirecursive and parametrize the semirecursive subsets of $\omega$ and put

$$
H(z, x) \Longleftrightarrow(\exists s)[x \in N(\mathcal{X}, s) \& G(z, s)] .
$$

By 3C.5, $H$ is universal for $\Sigma_{1}^{0} \upharpoonright \mathcal{X}$.
If $\mathcal{Y}=\omega^{n}$ for some $n$, take

$$
H^{\prime}\left(z_{1}, \ldots, z_{n}, x\right) \Longleftrightarrow H\left(z_{1}, x\right)
$$

with this $H$.
If $\mathcal{Y}$ is not of type 0 , then $\mathcal{Y}$ is perfect. Choose a recursive $\sigma$ which satisfies Lemma 1 A .2 by 3D. 15 for the space $\mathcal{Y}$. Given a space $\mathcal{X}$, let $G$ be as above and put

$$
\begin{aligned}
H(y, x) \Longleftrightarrow & (\exists u)(\exists z)[\operatorname{Seq}(u) \& \operatorname{lh}(u)=z+1 \\
& \&(\forall i<z)\left[(u)_{i}=0\right] \&(u)_{z}=1 \& y \in N(\mathcal{Y}, \sigma(u)) \\
& \&(\exists s)[x \in N(\mathcal{X}, s) \& G(z, s)]]
\end{aligned}
$$

Clearly $H$ is semirecursive.
Fix $y \in \mathcal{Y}$ and suppose that for some $x, H(y, x)$ holds. It follows easily from the properties of $\sigma$ that there is a unique sequence code $u$ of the form $\langle 0,0, \ldots, 0,1\rangle$ and length $z+1$ such that for all $x$,

$$
H(y, x) \Longleftrightarrow(\exists s)[x \in N(\mathcal{X}, s) \& G(z, s)] .
$$

Thus

$$
H_{y}=\{x: H(y, x)\}
$$

is a semirecursive subset of $\mathcal{X}$.
Conversely, if

$$
P(x) \Longleftrightarrow(\exists s)[x \in N(\mathcal{X}, s) \& G(z, s)]
$$

is any semirecursive subset of $\mathcal{X}$, take $u$ with $\operatorname{lh}(u)=z+1, u=\langle 0,0, \ldots, 0,1\rangle$, choose any $y \in N(\mathcal{Y}, \sigma(u))$ and verify easily that

$$
\begin{aligned}
H(y, x) & \Longleftrightarrow(\exists s)[x \in N(\mathcal{X}, s) \& G(z, s)] \\
& \Longleftrightarrow P(x)
\end{aligned}
$$

so that $P=H_{y}$.

We have now shown that $\Sigma_{1}^{0}$ is $\mathcal{Y}$-parametrized for every $\mathcal{Y}$ and the theorem follows by 1D.2.

3F.7. The Hierarchy Theorem for the Kleene Pointclasses. For every product space $\mathcal{X}$ the following diagrams of proper inclusions hold:


Diagram 3F.1. The Kleene pointclasses.

Proof is like that of 1D.4.

## Exercises

3F.8. Prove that there is a $\Delta_{1}^{1}$ set of integers which is not arithmetical.
Hint. Define $G_{n} \subseteq \omega \times \omega$ is a canonical way to be universal for $\Sigma_{n}^{0} \upharpoonright \omega$ and take

$$
H=\left\{\langle n, e, t\rangle: G_{n}(e, t)\right\} .
$$

3F.9. Prove that for each $n$, there is a set $A \subseteq \mathcal{N}$ in ${\underset{\sim}{n}}_{n}^{0}$ such that for every product space $\mathcal{Z}$ and for every $\Delta_{n}^{0}$ set $Q \subseteq \mathcal{Z} \times \mathcal{N}$ and for every $z \in \mathcal{Z}$,

$$
A \neq Q_{z}=\{\alpha: Q(z, \alpha)\} .
$$

Infer that the following plausible sounding conjecture is false: $P$ is $\Delta_{n}^{0}(z)$ if and only if there is some $\Delta_{n}^{0}$ set $Q$ such that $P(x) \Longleftrightarrow Q(z, x)$.

Similarly with $\underset{\sim}{\underset{\sim}{~}}{ }_{n}^{1}, \Delta_{n}^{1}$ in place of $\underset{\sim}{\underset{\sim}{~}}{ }_{n}^{0}, \Delta_{n}^{0}$ throughout.
Hint. Let $Q^{0}, Q^{1}, \ldots$ be an enumeration of all the $\Delta_{n}^{0}$ subsets of $\mathcal{N} \times \mathcal{N}$ and take

$$
A=\left\{\alpha: \neg Q^{\alpha(0)}\left(\alpha^{\star}, \alpha\right)\right\},
$$

where $\alpha^{\star}=t \mapsto \alpha(t+1)$. It is immediate that $A \neq Q_{\varepsilon}$ for every $\Delta_{n}^{0}$ subset $Q$ of $\mathcal{N} \times \mathcal{N}$ and every $\varepsilon$. Using a recursive surjection $\pi: \mathcal{N} \rightarrow \mathcal{Z}$, show that $A \neq Q_{z}$ for every $\Delta_{n}^{0}$ set $Q \subseteq \mathcal{Z} \times \mathcal{N}$ and every $z \in \mathcal{Z}$.

In the case of ${\underset{\sim}{\Delta}}_{1}^{0}$, this construction gives a clopen $A \subseteq \mathcal{N}$ which is not $Q_{z}$ for any recursive $Q \subseteq \mathcal{Z} \times \mathcal{N}$, any $z$. Its characteristic function $\chi_{A}$ is continuous and cannot be obtained from any recursive function by fixing one of the arguments.

## 3G. Partial functions and the substitution property

The notion of $\Gamma$-recursion is an effective refinement of the classical notion of $\Gamma$ measurability and its basic properties can be established easily when $\Gamma$ is a $\Sigma$-pointclass, as we saw in 3D. To obtain a smoother theory of $\Gamma$-recursion which refines the classical theory of continuous functions we must impose an additional condition on $\Gamma$ which will insure (in particular) that $\Gamma$ is closed under substitution of $\Gamma$-recursive functions.

As it turns out, the correct formulation of this substitution property involves partial functions in a natural way.

A partial function on $\mathcal{X}$ to $\mathcal{Y}$ is simply a (total) function

$$
f: D \rightarrow \mathcal{Y}
$$

with domain some subset $D$ of $\mathcal{X}$. We will use the notation

$$
f: \mathcal{X} \rightharpoonup \mathcal{Y}
$$

for partial functions, and the corresponding

$$
f: \mathcal{X} \rightharpoonup \mathcal{Y}, \quad f: \mathcal{X} \rightharpoonup \mathcal{Y}
$$

for partial injections and partial surjections, defined in the obvious way. We also write

$$
f(x) \downarrow \Longleftrightarrow f \text { is defined at } x
$$

so that

$$
D=\operatorname{Domain}(f)=\{x \in \mathcal{X}: f(x) \downarrow\} .
$$

The domain of the composition of two partial functions is defined in the natural way:

$$
f(g(x)) \downarrow \Longleftrightarrow g(x) \downarrow \&[\text { if } g(x)=y \text {, then } f(y) \downarrow] .
$$

In particular, if

$$
f(x)=\left(f_{1}(x), \ldots, f_{l}(x)\right)
$$

with $f_{1}, \ldots, f_{l}$ partial, then

$$
f(x) \downarrow \Longleftrightarrow f_{1}(x) \downarrow \& \cdots \& f_{l}(x) \downarrow .
$$

We should emphasize that when we call $f: \mathcal{X} \rightharpoonup \mathcal{Y}$ a partial function, $f$ could be total; but when we call $f$ a function, then in fact $f$ must be total, i.e., $\operatorname{Domain}(f)=\mathcal{X}$.

If $f: \mathcal{X} \rightharpoonup \mathcal{Y}$ is a partial function, $D \subseteq \operatorname{Domain}(f)$ and $P \subseteq \mathcal{X} \times \omega$ is some pointset, we say that $P$ computes $f$ on $D$ if

$$
x \in D \Longrightarrow(\forall s)\left[f(x) \in N_{s} \Longleftrightarrow P(x, s)\right] .
$$

In the notation we introduced in 3D, we can rewrite this as

$$
x \in D \Longrightarrow \mathcal{U}(f(x))=\{s: P(x, s)\}=P_{x} .
$$

A partial function $f: \mathcal{X} \rightharpoonup \mathcal{Y}$ is $\Gamma$-recursive on $D$ if some $P$ in $\Gamma$ computes $f$ on $D$. Most often we will be looking at partial functions which are $\Gamma$-recursive on their domain; if $f$ is $\Gamma$-recursive on $D=\operatorname{Domain}(f)$ and in addition $\operatorname{Domain}(f)$ is in $\Gamma$, we say that $f$ is $\Gamma$-recursive. If $\Gamma=\Sigma_{1}^{0}$, we say recursive for $\Sigma_{1}^{0}$-recursive.

The class of recursive partial functions has been studied extensively on $\omega$, but in the wider context of product spaces it is difficult to control the domains of partial functions and the weaker notion of recursion on a set $D$ is more useful.

It is clear that if $f: \mathcal{X} \rightarrow \mathcal{Y}$ is total, then $f$ is $\Gamma$-recursive (on $\mathcal{X}$ ) in the present sense exactly when it is $\Gamma$ recursive in the sense of 3D.

The condition we want to impose on a pointclass $\Gamma$ is (roughly) that it be closed under substitution of partial functions which are $\Gamma$-recursive on some set $D$, at least when we restrict these substitutions to the points in $D$. Precisely: a pointclass $\Gamma$ has the substitution property if for each $Q \subseteq \mathcal{Y}$ in $\Gamma$ and for each partial function $f: \mathcal{X} \rightharpoonup \mathcal{Y}$ which is $\Gamma$-recursive on its domain, there is some $Q^{*} \subseteq \mathcal{X}$ in $\Gamma$ such that for all $x \in \mathcal{X}$,

$$
f(x) \downarrow \Longrightarrow\left[Q^{*}(x) \Longleftrightarrow Q(f(x))\right]
$$

$\Sigma$-pointclasses with the substitution property carry a very reasonable recursion theory, particularly if they are $\omega$-parametrized (as is $\Sigma_{1}^{0}$ ). We will come back to this in Chapter 7, but we will first put down here the few facts that we need in the interim.

3G.1. Theorem. If $\Gamma$ is a $\Sigma$-pointclass with the substitution property, then the collection of partial functions which are $\Gamma$-recursive on their domain is closed under composition; moreover, $\Gamma$ is closed under the substitution of $\Gamma$-recursive (total) functions, so in particular, $\Gamma$ is adequate.

Proof. The second assertion is immediate.
To prove the first assertion, suppose $g: \mathcal{X} \rightharpoonup \mathcal{Y}, f: \mathcal{Y} \rightharpoonup \mathcal{Z}$ are both $\Gamma$-recursive on their domains, computed by $P \subseteq \mathcal{X} \times \omega$ and $Q \subseteq \mathcal{Y} \times \omega$ respectively and let $h(x)=f(g(x))$. Now if $h(x) \downarrow$, then $g(x) \downarrow$, say $g(x)=y$ and $f(y) \downarrow$. Since $Q$ computes $f$, we have

$$
(\forall s)\left[f(y) \in N_{s} \Longleftrightarrow Q(y, s)\right]
$$

i.e.,

$$
(\forall s)\left[f(g(x)) \in N_{s} \Longleftrightarrow Q(g(x), s)\right] .
$$

Since $g$ is $\Gamma$-recursive on its domain, so is (easily) the map

$$
(x, s) \mapsto(g(x), s) ;
$$

thus by the substitution property, there is some $Q^{*}$ in $\Gamma$ so that

$$
g(x) \downarrow \Longrightarrow\left[Q(g(x), s) \Longleftrightarrow Q^{*}(x, s)\right] .
$$

It follows immediately that

$$
h(x) \downarrow \Longrightarrow(\forall s)\left[h(x) \in N_{s} \Longleftrightarrow Q^{*}(x, s)\right]
$$

so that $h$ is $\Gamma$ recursive on its domain.
Let us now verify that the substitution property is easy to establish.
3G.2. Theorem. (i) $\Sigma_{1}^{0}$ has the substitution property.
(ii) If $\Gamma$ is a $\Sigma$-pointclass with the substitution property, then so is each relativization $\Gamma(w)$.
(iii) If $\Gamma$ is a $\Sigma$-pointclass closed under $\forall^{\omega}$ and either $\exists^{\mathcal{Y}}$ or $\forall^{\mathcal{Y}}$, then $\Gamma$ has the substitution property; in particular, $\Sigma_{n}^{1}, \Pi_{n}^{1}$ all do.

Proof. (i) Suppose $Q \subseteq \mathcal{Y}$ is semirecursive, so that by 3 C .5

$$
Q(y) \Longleftrightarrow(\exists s)\left[y \in N_{s} \& Q^{\prime}(s)\right],
$$

with a semirecursive $Q^{\prime}$. If $f: \mathcal{X} \rightharpoonup \mathcal{Y}$ is partial and computed on its domain by some semirecursive $P \subseteq \mathcal{X} \times \omega$, put

$$
Q^{*}(x) \Longleftrightarrow(\exists s)\left[P(x, s) \& Q^{\prime}(s)\right]
$$

now if $f(x) \downarrow$, then

$$
f(x) \in N_{s} \Longleftrightarrow P(x, s)
$$

so that

$$
\begin{aligned}
Q^{*}(x) & \Longleftrightarrow(\exists s)\left[f(x) \in N_{s} \& Q^{\prime}(s)\right] \\
& \Longleftrightarrow Q(f(x)) .
\end{aligned}
$$

(ii) Suppose $Q \subseteq \mathcal{Y}$ is in $\Gamma(w)$, so that

$$
Q(y) \Longleftrightarrow Q^{\prime}(w, y)
$$

for some $Q^{\prime}$ in $\Gamma$ and suppose that $f: \mathcal{X} \rightharpoonup \mathcal{Y}$ is computed on its domain by some $P \subseteq \mathcal{X} \times \omega$ in $\Gamma(w)$; again

$$
P(x, s) \Longleftrightarrow P^{\prime}(w, x, s)
$$

for some $P^{\prime}$ in $\Gamma$. Now $P^{\prime}$ computes on its domain the partial function $f^{\prime}: \mathcal{W} \times \mathcal{X} \rightarrow \mathcal{Y}$ defined by

$$
\begin{aligned}
& f^{\prime}\left(w^{\prime}, x\right) \downarrow \Longleftrightarrow \text { for some } y, \mathcal{U}(y)=\left\{s: P^{\prime}\left(w^{\prime}, x, s\right)\right\} \\
& f^{\prime}\left(w^{\prime}, x\right) \downarrow \Longrightarrow(\forall s)\left[f^{\prime}\left(w^{\prime}, x\right) \in N_{s} \Longleftrightarrow P^{\prime}\left(w^{\prime}, x, s\right)\right] .
\end{aligned}
$$

Notice that for the specific fixed $w$ we have

$$
\begin{gathered}
f(x) \downarrow \Longrightarrow f^{\prime}(w, x) \downarrow \\
f(x)=f^{\prime}(w, x) .
\end{gathered}
$$

The partial function

$$
g\left(w^{\prime}, x\right)=\left(w^{\prime}, f^{\prime}\left(w^{\prime}, x\right)\right)
$$

is $\Gamma$-recursive on its domain, so by the substitution property for $\Gamma$, there is some $Q^{\prime \prime} \subseteq \mathcal{W} \times \mathcal{X}$ in $\Gamma$ so that

$$
g\left(w^{\prime}, x\right) \downarrow \Longrightarrow\left[Q^{\prime \prime}\left(w^{\prime}, x\right) \Longleftrightarrow Q^{\prime}\left(w^{\prime}, f^{\prime}\left(w^{\prime}, x\right)\right)\right] ;
$$

setting $w^{\prime}=w$ then, we have

$$
\left.\begin{array}{rl}
f(x) \downarrow & \Longrightarrow\left[Q^{\prime \prime}(w, x)\right.
\end{array} \Longleftrightarrow Q^{\prime}\left(w, f^{\prime}(w, x)\right)\right]
$$

and we can take

$$
Q^{*}(x) \Longleftrightarrow Q^{\prime \prime}(w, x)
$$

to satisfy the substitution property for $\Gamma$.
(iii) Suppose the partial function $f: \mathcal{X} \longrightarrow \mathcal{Y}$ is computed on its domain by $P \subseteq \mathcal{X} \times \omega$ in $\Gamma, Q \subseteq \mathcal{Y}$ is in $\Gamma$ and $\Gamma$ is closed under $\forall^{\omega}$ and $\exists^{\mathcal{Y}}$. Take

$$
Q^{*}(x) \Longleftrightarrow(\exists y)\left[Q(y) \&(\forall s)\left[y \in N_{s} \Longrightarrow P(x, s)\right]\right]
$$

This is easily in $\Gamma$ and if $f(x) \downarrow$, then for any $y$,

$$
(\forall s)\left[y \in N_{s} \Longrightarrow P(x, s)\right] \Longrightarrow(\forall s)\left[y \in N_{s} \Longrightarrow f(x) \in N_{s}\right] \Longrightarrow y=f(x)
$$

so that

$$
Q^{*}(x) \Longleftrightarrow Q(f(x))
$$

Similarly, if $\Gamma$ is closed under $\forall^{y}$, take

$$
Q^{*}(x) \Longleftrightarrow(\forall y)\left[Q(y) \vee(\exists s)\left[P(x, s) \& y \notin N_{s}\right]\right] .
$$

To appreciate the reason we use partial functions in formulating the substitution property, one should spend a few minutes trying to prove that if a $\Sigma$-pointclass $\Gamma$ is closed under (total) $\Gamma$-recursive substitutions, then each relativization $\Gamma(w)$ is closed under $\Gamma(w)$-recursive substitutions.

## Exercises

3G.3. Show that not every $\Sigma$-pointclass is adequate.
Hint. Choose a measure $\mu_{X}$ on each basic space $X$, with $\mu_{\mathbb{R}}=$ Lebesgue measure and $\mu_{\omega}=$ the trivial (counting) measure, let $\mu_{\mathcal{X}}$ be the (completed) product measure on each product space and take

$$
\Gamma=\text { all measurable pointsets. }
$$

It is easy to check that $\Gamma$ is a $\Sigma$-pointclass. If $A \subseteq \mathbb{R}$ is not Lebesgue measurable with characteristic function $\chi_{A}$, then

$$
B=\left\{\left(x, \chi_{A}(x)\right): x \in \mathbb{R}\right\}
$$

is measurable (with measure 0 ) in the plane, since it is a subset of two lines. But

$$
x \in A \Longleftrightarrow(x, 1) \in B
$$

so if $\Gamma$ were closed under recursive substitution then $A$ would be in $\Gamma$, since $x \mapsto(x, 1)$ is recursive.

3G.4. Assume that $\Gamma$ is a $\Sigma$-pointclass with the substitution property and prove the following.
(i) A partial function $f: \mathcal{X} \rightharpoonup \omega$ is $\Gamma$ recursive on its domain if and only if there is some $Q \subseteq \mathcal{X} \times \omega$ in $\Gamma$ so that for every $x$ and $w$,

$$
f(x) \downarrow \Longrightarrow[f(x)=w \Longleftrightarrow Q(x, w)]
$$

(ii) A partial function $f: \mathcal{X} \rightharpoonup \mathcal{N}$ is $\Gamma$-recursive on its domain if and only if the partial function $f^{*}: \mathcal{X} \times \omega \rightharpoonup \omega$ is $\Gamma$-recursive on its domain, where

$$
\begin{gathered}
f^{*}(x, i) \downarrow \Longleftrightarrow f(x) \downarrow \\
f(x) \downarrow \Longrightarrow\left[f^{*}(x, i)=f(x)(i)\right]
\end{gathered}
$$

(iii) A partial function $f: \mathcal{X} \rightharpoonup \mathcal{Y}_{1} \times \cdots \times \mathcal{Y}_{l}$ is $\Gamma$-recursive on its domain if and only if

$$
f(x)=\left(f_{1}(x), \ldots, f_{l}(x)\right)
$$

with $f_{1}, \ldots, f_{l} \Gamma$-recursive on their (common) domain.
The most useful property of $\Gamma$-recursion is embodied in the following completely trivial result, which we put down for the record.

3G.5. If $\Gamma$ is a $\Sigma$-pointclass with the substitution property and $f: \mathcal{X} \rightharpoonup \mathcal{Y}$ is $\Gamma$-recursive on its domain, then for each $x$,

$$
f(x) \downarrow \Longrightarrow f(x) \text { is } \Gamma(x) \text {-recursive; }
$$

if in addition $\Pi_{1}^{0} \subseteq \Gamma$, then

$$
f(x) \downarrow \Longrightarrow f(x) \text { is } \Delta(x) \text {-recursive. }
$$

Hint. By the definitions,

$$
f(x) \downarrow \Longrightarrow \mathcal{U}(f(x))=\{s: P(x, s)\}
$$

where $P \in \Gamma$ computes $f$ on its domain.
For the second assertion, the relation

$$
Q(y, s) \Longleftrightarrow y \notin N_{s}
$$

is $\Pi_{1}^{0}$, hence in $\Gamma$. Since the partial function $(x, s) \mapsto(f(x), s)$ is obviously $\Gamma$-recursive on Domain $(f)$, by the substitution property there is some $Q^{*}$ in $\Gamma$ so that

$$
\begin{aligned}
f(x) \downarrow & \Longrightarrow\left[f(x) \notin N_{s} \Longleftrightarrow Q^{*}(x, s)\right] \\
& \Longrightarrow \mathcal{U}(f(x))=\left\{s: \neg Q^{*}(x, s)\right\},
\end{aligned}
$$

so that $f(x)$ is also $\neg \Gamma(x)$-recursive, hence $\Delta(x)$-recursive.

## 3H. Codings, uniformity and good parametrizations

A coding for a set $A$ is any surjection

$$
\pi: D \rightarrow A
$$

of a set $D=\operatorname{Domain}(\pi)$ onto $A$. If $\alpha \in A$ and $\pi(c)=\alpha$, we call $c$ a code for $\alpha$ in the coding $\pi$.

In our case we will always have $D \subseteq \mathcal{X}$ for some product space $\mathcal{X}$ (usually $\mathcal{N}$ ), so we can think of a coding in $\mathcal{X}$ as a partial surjection

$$
\pi: \mathcal{X} \rightharpoonup A
$$

i.e., some partial function $\pi: \mathcal{X}-\mathcal{Y}$ such that $\pi[\operatorname{Domain}(\pi)]=A$.

Let us look at some examples.
(1) The set $\omega$ codes the collection of basic nbhds of a product space $\mathcal{X}$ by the map

$$
\pi(s)=N_{s} .
$$

(2) The set of integers $C$ defined in 3 F codes the collection of recursive functions on $\omega$ by the map

$$
\pi(z)=f_{z} \quad(z \in C) .
$$

(3) Suppose $\Gamma$ is $\mathcal{N}$-parametrized and $G \subseteq \mathcal{N} \times \mathcal{X}$ is universal for the $\Gamma$-subsets of $\mathcal{X}$. The map

$$
\alpha \mapsto G_{\alpha}=\{x: G(\alpha, x)\}
$$

codes the $\Gamma$-subsets of $\mathcal{X}$ in $\mathcal{N}$.
(4) With $\Gamma$ and $G$ as above, let

$$
C=\left\{\alpha: G_{(\alpha)_{0}} \text { is the complement of } G_{(\alpha)_{1}}\right\} .
$$

Now each $\alpha \in C$ determines a set $G_{(\alpha)_{0}}$ in $\Delta$, so that the partial map

$$
\pi(\alpha)=G_{(\alpha)_{0}} \quad(\alpha \in C)
$$

is a coding of $\Delta \upharpoonright \mathcal{X}$.
(5) Fix a space $\mathcal{X}$ and fix an open set $G \subseteq \mathcal{N} \times \mathcal{X}$ which is universal for the open subsets of $\mathcal{X}$. For each countable ordinal $\xi$ define the set $B_{\xi}$ of codes for ${\underset{\sim}{\xi}}_{0}^{0}$ by the recursion:

$$
\begin{aligned}
& B_{0}=\{\alpha: \alpha(0)=0\} \\
& B_{\xi}=\left\{\alpha: \alpha(0)=1 \&(\forall n)\left[\left(\alpha^{\star}\right)_{n} \in \bigcup_{\eta<\xi} B_{\eta}\right]\right\},
\end{aligned}
$$

where

$$
\alpha^{\star}(t)=\alpha(t+1) .
$$

Define maps

$$
\pi_{\xi}: B_{\xi} \rightarrow \underset{\sim}{\boldsymbol{\Sigma}}{\underset{\xi}{0} \upharpoonright \mathcal{X}}^{0}
$$

by the recursion

$$
\begin{aligned}
& \pi_{0}(\alpha)=G_{\alpha^{\star}}, \\
& \pi_{\xi}(\alpha)=\bigcup_{n}\left(\mathcal{X} \backslash \pi_{\eta(n)}\left(\left(\alpha^{\star}\right)_{n}\right)\right)
\end{aligned}
$$

where

$$
\eta(n)=\text { least } \eta<\xi \text { so that }\left(\alpha^{\star}\right)_{n} \in B_{\eta} .
$$

It is obvious that each $\pi_{\xi}$ is a coding for the ${\underset{\sim}{\Sigma}}_{\xi}^{0}$ subsets of $\mathcal{X}$. One can also check by an easy induction on $\xi$ that

$$
0<\eta \leq \xi \Longrightarrow\left[B_{\eta} \subseteq B_{\xi} \& \pi_{\eta}=\pi_{\xi} \upharpoonright B_{\eta}\right]
$$

so that the limit function

$$
\pi=\bigcup_{\xi} \pi_{\xi}
$$

is a coding for the Borel subsets of $\mathcal{X}$ with domain

$$
B=\bigcup_{\xi} B_{\xi} .
$$

If we take $\Gamma={\underset{\sim}{1}}_{1}^{1}$ in example (4), we get a natural coding of the ${\underset{\sim}{1}}_{1}^{1}$ subsets of $\mathcal{X}$. In (5) we defined a coding for the Borel subsets of $\mathcal{X}$, and by the Suslin theorem every $\underset{1}{\boldsymbol{\Delta}}{ }_{1}^{1}$ subset of $\mathcal{X}$ is Borel. We will show in Chapter 7 that the Suslin theorem holds uniformly in the codings in the following sense: there is a partial function

$$
f: \mathcal{N} \rightharpoonup \mathcal{N}
$$

which is $\left(\Sigma_{1}^{0}-\right)$ recursive on the set $C$ (in particular $C \subseteq \operatorname{Domain}(f)$ ) and such that if $\alpha$ is a ${\underset{\sim}{1}}_{1}^{1}$-code of $A \subseteq \mathcal{X}$, then $f(\alpha)$ is a Borel code of $A$. This Suslin-Kleene Theorem is one of the central results of the effective theory.

To define this important notion of uniformity is general, suppose that

$$
\pi: \mathcal{X} \rightharpoonup A, \quad \rho: \mathcal{Y} \rightharpoonup B
$$

are codings for the sets $A, B$ ( $\pi, \rho$ are partial functions), suppose $R \subseteq A \times B$ is a relation on $A \times B$ and suppose that $\Gamma$ is a fixed $\Sigma$-pointclass with the substitution property. We say that the assertion

$$
\begin{equation*}
(\forall a \in A)(\exists b \in B) R(a, b) \tag{*}
\end{equation*}
$$

holds $\Gamma$-uniformly (in the given codings $\pi, \rho$ ) if there exists a partial function $f: \mathcal{X} \rightharpoonup \mathcal{Y}$ which is $\Gamma$-recursive on $\operatorname{Domain}(\pi)$ and such that

$$
\begin{equation*}
\pi(x) \downarrow \Longrightarrow R(\pi(x), \rho(f(x))) \tag{1}
\end{equation*}
$$

i.e., whenever $x$ codes some $a \in A$, then $f(x)$ gives us a code of some $b \in B$ so that $R(a, b)$.

In the important case $\Gamma=\Sigma_{1}^{0}$, we talk of recursive uniformity or simply uniformity.
To take a trivial example, let $\Delta=\Gamma \cap \neg \Gamma$ be coded in $\mathcal{N}$ as in (4) and consider the assertion
$\Delta$ is closed under complementation,
i.e.,

$$
(\forall P \in \Delta)(\exists Q \in \Delta)[Q \text { is the complement of } P] ;
$$

this holds uniformly because the function

$$
\alpha \mapsto\left\langle(\alpha)_{1},(\alpha)_{0}\right\rangle
$$

is recursive (and hence recursive on the set $C$ of codes).

For a slightly more interesting example, take the assertion "if $g, h_{1}, \ldots, h_{m}$ are recursive functions on $\omega$ with the proper number of arguments, then the composition

$$
f(x)=g\left(h_{1}(x), \ldots, h_{m}(x)\right)
$$

is also recursive." Using the coding (2) above for recursive functions on $\omega$ we can easily show that this statement holds uniformly: i.e., there is a recursive function $\boldsymbol{u}\left(\hat{g}, \hat{h}_{1}, \ldots, \hat{h}_{m}\right)$ so that whenever $\hat{g}, \hat{h}_{1}, \ldots, \hat{h}_{m}$ code (in $C$ ) recursive functions with the appropriate number of variables, then $\boldsymbol{u}\left(\hat{g}, \hat{h}_{1}, \ldots, \hat{h}_{m}\right)$ codes their composition.

We will often call any partial function $f$ which satisfies (1) above a uniformity (which establishes that $(*)$ holds $\Gamma$-uniformly).

Starting with the next chapter, we will meet several situations in which codings and uniformities come up naturally and non-trivially. Here we will confine ourselves to one simple but very useful preparatory result.

With each pointclass $\Gamma$ we associate the boldface pointclass $\underset{\sim}{\Gamma}$, where for $P \subseteq \mathcal{X}$,

$$
\begin{aligned}
P \in \underset{\sim}{\boldsymbol{\Gamma}} \Longleftrightarrow & \text { there is some } P^{*} \subseteq \mathcal{N} \times \mathcal{X}, P^{*} \in \Gamma \text { and some } \varepsilon \in \mathcal{N} \text { so that } \\
& P=P_{\varepsilon}^{*}=\left\{x: P^{*}(\varepsilon, x)\right\} .
\end{aligned}
$$

As usually

$$
\underset{\sim}{\Delta}=\underset{\sim}{\boldsymbol{\Gamma}} \cap \neg \underset{\sim}{\boldsymbol{\Gamma}} .
$$

3H.1. The Good Parametrization Lemma. Suppose $\Gamma$ is $\omega$-parametrized and closed under recursive substitutions. Then we can associate with each space $\mathcal{X}$ a set $G \subseteq \mathcal{N} \times \mathcal{X}$ in $\Gamma$ which is universal for $\underset{\sim}{\Gamma} \upharpoonright \mathcal{X}$ and so that the following properties hold:
(i) For $P \subseteq \mathcal{X}$,

$$
P \in \Gamma \Longleftrightarrow P=G_{\varepsilon}^{\mathcal{X}} \text { with a recursive } \varepsilon \in \mathcal{N} .
$$

(ii) For each space $\mathcal{X}$ of type 0 or 1 and each $\mathcal{Y}$, there is a recursive function

$$
S^{\mathcal{X}, \mathcal{Y}}=S: \mathcal{N} \times \mathcal{X} \rightarrow \mathcal{N}
$$

so that

$$
G^{\mathcal{X} \times \mathcal{Y}}(\varepsilon, x, y) \Longleftrightarrow G^{\mathcal{Y}}(S(\varepsilon, x), y) .
$$

Proof. If $G \subseteq \omega \times \mathcal{N} \times \mathcal{X}$ parametrizes $\Gamma \upharpoonright(\mathcal{N} \times \mathcal{X})$, take

$$
G^{*}(\varepsilon, x) \Longleftrightarrow G\left(\varepsilon(0), \varepsilon^{\star}, x\right)
$$

with $\varepsilon^{\star}(t)=\varepsilon(t+1)$ and check easily that $G^{*}$ parametrizes $\underset{\sim}{\Gamma} \upharpoonright \mathcal{X}$ so that (i) holds. Thus we may assume that we are given parametrizations of $\underset{\sim}{\Gamma}$ in $\tilde{\Gamma}$ which satisfy (i)—we must obtain a new system of parametrizations which also satisfies (ii).

Call a space $\mathcal{Y}$ (for this proof) simple if $\mathcal{Y}$ has no initial factor of type 0 or 1, i.e., if it is impossible to write

$$
\mathcal{Y}=\mathcal{Y}_{1} \times \mathcal{Y}_{2}
$$

with $\mathcal{Y}_{1}$ of type 0 or 1 . We will first construct suitable parametrizations for all spaces of the form $\mathcal{X} \times \mathcal{Y}$ with $\mathcal{X}$ of type 0 or 1 together with a fixed simple space $\mathcal{Y}$.

For each space $\mathcal{X}$ of type 0 or 1 then fix a recursive homeomorphism

$$
\pi_{\mathcal{X}}: \mathcal{N} \times \mathcal{X} \longmapsto \mathcal{N}
$$

and let

$$
V \subseteq \mathcal{N} \times(\mathcal{N} \times \mathcal{N} \times \mathcal{Y})
$$

be in $\Gamma$ and universal for the $\underset{\sim}{\Gamma}$-subsets of $\mathcal{N} \times \mathcal{N} \times \mathcal{Y}$ so that (i) holds. Define $G \subseteq \mathcal{N} \times \mathcal{X} \times \mathcal{Y}$ by

$$
G(\varepsilon, x, y) \Longleftrightarrow V\left((\varepsilon)_{0},(\varepsilon)_{1}, \pi_{\mathcal{X}}\left((\varepsilon)_{2}, x\right), y\right)
$$

Clearly $G$ is in $\Gamma$.
To prove that $G$ is universal for $\underset{\sim}{\Gamma} \upharpoonright \mathcal{X} \times \mathcal{Y}$, suppose that $Q \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\underset{\sim}{\Gamma}$ and set

$$
Q^{\prime}(\alpha, \beta, y) \Longleftrightarrow Q\left(\mathfrak{p}_{\mathcal{X}}\left(\pi_{\mathcal{X}}^{-1}(\beta)\right), y\right)
$$

where

$$
\mathfrak{p}: \mathcal{N} \times \mathcal{X} \rightarrow \mathcal{X}
$$

is the projection map on $\mathcal{X}$. Now $Q^{\prime} \in \underset{\sim}{\boldsymbol{\Gamma}}$, so that for some $\varepsilon \in \mathcal{N}$,

$$
Q^{\prime}(\alpha, \beta, y) \Longleftrightarrow V(\varepsilon, \alpha, \beta, y)
$$

and for any $\alpha$, taking $\beta=\pi_{\mathcal{X}}(\alpha, x)$ we have

$$
\begin{aligned}
Q(x, y) & \Longleftrightarrow Q^{\prime}\left(\alpha, \pi_{\mathcal{X}}(\alpha, x), y\right) \\
& \Longleftrightarrow V\left(\varepsilon, \alpha, \pi_{\mathcal{X}}(\alpha, x), y\right) \\
& \Longleftrightarrow G(\langle\varepsilon, \alpha, \alpha\rangle, x, y) .
\end{aligned}
$$

Choosing a recursive $\alpha$, say $t \mapsto 0$ and $\varepsilon^{*}=\langle\varepsilon, \alpha, \alpha\rangle$ we have

$$
Q(x, y) \Longleftrightarrow G\left(\varepsilon^{*}, x, y\right)
$$

It is also immediate that the universal set $G$ satisfies (i).
Fix spaces $\mathcal{X}, \mathcal{W}$ of type 0 or 1 ; we must construct a recursive function

$$
S: \mathcal{N} \times \mathcal{X} \rightarrow \mathcal{N}
$$

so that

$$
\begin{equation*}
G(\varepsilon, x, w, y) \Longleftrightarrow G(S(\varepsilon, x), w, y) \tag{1}
\end{equation*}
$$

(where of course the $G$ on the left stands for a different relation than that on the right-a pedantic notation here would introduce a lot of superscripts).

Put

$$
\begin{equation*}
P(\alpha, \beta, y) \Longleftrightarrow G\left((\alpha)_{0, \mathfrak{p}_{\mathcal{X}}}\left(\pi_{\mathcal{X}}^{-1}\left((\alpha)_{1}\right)\right), \mathfrak{p}_{\mathcal{W}}\left(\pi_{\mathcal{W}}^{-1}(\beta)\right), y\right) \tag{2}
\end{equation*}
$$

where $G$ is the universal subset of $\mathcal{N} \times \mathcal{X} \times \mathcal{W} \times \mathcal{Y}$ we just defined and the recursive homeomorphisms and projections $\pi_{\mathcal{X}}, \pi_{\mathcal{W}}, \mathfrak{p}_{\mathcal{X}}, \mathfrak{p}_{\mathcal{W}}$ are as above. Now $P$ is in $\Gamma$, so for a fixed recursive $\varepsilon^{*}$,

$$
\begin{equation*}
P(\alpha, \beta, y) \Longleftrightarrow V\left(\varepsilon^{*}, \alpha, \beta, y\right) . \tag{3}
\end{equation*}
$$

For arbitrary $\varepsilon, x, w$, let

$$
\alpha=\left\langle\varepsilon, \pi_{\mathcal{X}}(\varepsilon, x)\right\rangle, \quad \beta=\pi_{\mathcal{W}}(\varepsilon, w) ;
$$

substituting in (2) and (3) we get

$$
\begin{aligned}
G(\varepsilon, x, w, y) & \Longleftrightarrow P\left(\left\langle\varepsilon, \pi_{\mathcal{X}}(\varepsilon, x)\right\rangle, \pi_{\mathcal{W}}(\varepsilon, w), y\right) \\
& \Longleftrightarrow V\left(\varepsilon^{*},\left\langle\varepsilon, \pi_{\mathcal{X}}(\varepsilon, x)\right\rangle, \pi_{\mathcal{W}}(\varepsilon, w), y\right)
\end{aligned}
$$

and then by the definition of the universal sets,

$$
G(\varepsilon, x, w, y) \Longleftrightarrow G\left(\left\langle\varepsilon^{*},\left\langle\varepsilon, \pi_{\mathcal{X}}(\varepsilon, x)\right\rangle, \varepsilon\right\rangle, w, y\right)
$$

so that (1) holds with

$$
S(\varepsilon, x)=\left\langle\varepsilon^{*},\left\langle\varepsilon, \pi_{\mathcal{X}}(\varepsilon, x)\right\rangle, \varepsilon\right\rangle .
$$

The construction is similar for spaces of type 0 or 1 ( simply skip the $\mathcal{Y}$ above) and the universal sets we constructed work for the simple spaces (skip the $\mathcal{W}$ in the proof).

A system of sets $G^{\mathcal{X}} \subseteq \mathcal{N} \times \mathcal{X}$ in $\Gamma$ which are $\underset{\sim}{\Gamma}$-universal and satisfy (i) and (ii) of the theorem will be called a good parametrization (in $\Gamma$ for $\underset{\sim}{\Gamma}$ ). We will often simply say "let $G \subseteq \mathcal{N} \times \mathcal{X}$ be a good universal set" meaning that $G$ belongs to a good parametrization when $\Gamma$ is clear from the context. We will also tend to be a bit sloppy with notation and avoid all superscripts, so that the basic property of good parametrization reads

$$
G(\varepsilon, x, y) \Longleftrightarrow G(S(\varepsilon, x), y)
$$

Fix a good parametrization for each $\omega$-parametrized, adequate pointclass $\Gamma$ and consider the natural coding for $\underset{\sim}{\Gamma}$ determined by this parametrization as in (3) above, by the map

$$
\alpha \mapsto G_{\alpha}=\{x \in \mathcal{X}: G(\alpha, x)\} .
$$

The restriction of these maps to recursive $\alpha$ 's gives a coding for $\Gamma$.
Similarly, $\underset{\sim}{\Delta}$ is coded by

$$
\alpha \mapsto G_{(\alpha)_{0}},
$$

on the set of codes $\left\{\alpha: G_{(\alpha)_{0}}\right.$ is the complement of $\left.G_{(\alpha)_{1}}\right\}$.
When we mention $\underset{\sim}{\Gamma}$-codes or $\underset{\sim}{\boldsymbol{\Delta}}$-codes of sets, we will refer to these fixed, canonical codings-we will do this quite frequently for ${\underset{\sim}{n}}_{n}^{1}$-codes or $\underset{\underset{\sim}{\underset{n}{n}}}{1}$-codes, for example.

Lemma 3 H .1 says that the operation of passing to a section at a point of type 0 or 1 is uniform, for an $\omega$-parametrized, adequate $\Gamma$ : i.e., if $\varepsilon \operatorname{codes} P \subseteq \mathcal{X} \times \mathcal{Y}$ in $\underset{\sim}{\Gamma}$ with $\mathcal{X}$ of type 0 or 1 , then $S(\varepsilon, x)$ codes $P_{x}=\{y: P(x, y)\}$ in $\underset{\sim}{\Gamma}$. But the lemma actually implies much more.

3H.2. The Uniform Closure Theorem. Suppose $\Gamma$ is an $\omega$-parametrized, adequate pointclass; if $\Gamma$ is closed under any of the operations \&, $\vee, \exists \leq, \forall^{\leq}, \exists^{\mathcal{Y}}, \forall^{\mathcal{Y}}$, then $\underset{\sim}{\Gamma}$ is uniformly closed under the same operation (in the codings induced by a good parametrization).

Proof. Suppose for example that $\Gamma$ is closed under $\&$. We must show that there is a recursive function $\boldsymbol{u}(\alpha, \beta)$ such that if

$$
\begin{aligned}
& P(x) \Longleftrightarrow G(\alpha, x) \\
& Q(x) \Longleftrightarrow G(\beta, x),
\end{aligned}
$$

then

$$
P(x) \& Q(x) \Longleftrightarrow G(\boldsymbol{u}(\alpha, \beta), x)
$$

To check this, put

$$
R(\alpha, \beta, x) \Longleftrightarrow G(\alpha, x) \& G(\beta, x)
$$

By closure under recursive substitution and $\&, R$ is in $\Gamma$, so for a fixed recursive $\varepsilon^{*} \in \mathcal{N}$,

$$
\begin{aligned}
R(\alpha, \beta, x) & \Longleftrightarrow G\left(\varepsilon^{*}, \alpha, \beta, x\right) \\
& \Longleftrightarrow G\left(S\left(\varepsilon^{*}, \alpha, \beta\right), x\right)
\end{aligned}
$$

by the good parametrization lemma. Thus we can take

$$
\boldsymbol{u}(\alpha, \beta)=S\left(\varepsilon^{*}, \alpha, \beta\right) .
$$

The argument for the other cases is similar.
There is another somewhat tricky corollary of the good parametrization lemma which can be viewed as fixed-point theorem for parametrized pointclasses. We put it down here because we need it for an important application in the next chapter, but its full significance will not be appreciated until Chapter 7.

3H.3. Kleene’s Recursion Theorem for Relations. Suppose $\Gamma$ is $\omega$-parametrized and closed under recursive substitutions and suppose $R \subseteq \mathcal{N} \times \mathcal{X}$ is in $\Gamma$; then we can find a recursive $\varepsilon^{*} \in \mathcal{N}$ so that the section

$$
R_{\varepsilon^{*}}=\left\{x: R\left(\varepsilon^{*}, x\right)\right\}
$$

has $\underset{\sim}{\Gamma}$-code $\varepsilon^{*}$, i.e.,

$$
R\left(\varepsilon^{*}, x\right) \Longleftrightarrow G\left(\varepsilon^{*}, x\right)
$$

where $G$ is the fixed good universal set for $\underset{\sim}{\Gamma} \upharpoonright \mathcal{X}$.
Proof. Let

$$
P(\alpha, x) \Longleftrightarrow R(S(\alpha, \alpha), x)
$$

where $S$ is recursive by 3 H .1 and such that for all $\varepsilon, \alpha, x$,

$$
G(\varepsilon, \alpha, x) \Longleftrightarrow G(S(\varepsilon, \alpha), x)
$$

Since $P$ is in $\Gamma$, there is a fixed recursive $\varepsilon_{0}$ so that

$$
\begin{aligned}
P(\alpha, x) & \Longleftrightarrow G\left(\varepsilon_{0}, \alpha, x\right) \\
& \Longleftrightarrow G\left(S\left(\varepsilon_{0}, \alpha\right), x\right)
\end{aligned}
$$

and hence for all $\alpha, x$,

$$
G\left(S\left(\varepsilon_{0}, \alpha\right), x\right) \Longleftrightarrow R(S(\alpha, \alpha), x) .
$$

Now set $\alpha=\varepsilon_{0}$ in this equivalence and take $\varepsilon^{*}=S\left(\varepsilon_{0}, \varepsilon_{0}\right)$.

## Exercises

We formulated 3 H .1 for parametrizations in $\mathcal{N}$, since this version is most directly applicable. However, there is a similar result for parametrizations in $\omega$, which is occasionally useful.

3H.4. Suppose $\Gamma$ is $\omega$-parametrized and closed under recursive substitutions. Then we can associate with each space $\mathcal{X}$ a set $G^{\mathcal{X}} \subseteq \omega \times \mathcal{X}$ in $\Gamma$ which is universal for $\Gamma \upharpoonright \mathcal{X}$ and so that the following property holds: for each space $\mathcal{X}$ of type 0 and each $\mathcal{Y}$ there is a recursive function

$$
S^{\mathcal{X} \times \mathcal{Y}}=S: \omega \times \mathcal{X} \rightarrow \omega
$$

so that

$$
G^{\mathcal{X} \times \mathcal{Y}}(e, x, y) \Longleftrightarrow G^{\mathcal{Y}}(S(e, x), y) .
$$

Moreover, for any $\mathcal{X}$, if $R \subseteq \omega \times \mathcal{X}$ is in $\Gamma$, then we can find some $e^{*} \in \omega$ so that

$$
R\left(e^{*}, x\right) \Longleftrightarrow G^{\mathcal{X}}\left(e^{*}, x\right)
$$

## 3I. Effective theory on arbitrary (perfect) Polish spaces

We have developed the effective theory for recursively presented Polish spaces, partly because all concrete Polish spaces have natural recursive presentations, but also because (quite obviously) the proofs depend on it. The results, however, apply easily and in a natural way to all Polish spaces, in two different ways.

First, notice the following classical version of Theorem 1G.4:
3I.1. Theorem. Every uncountable Polish space is Borel isomorphic with $\mathcal{N}$.
Proof. By the Cantor-Bendixson Theorem 2A.1, every uncountable Polish space $\mathfrak{M}$ has a non-empty, perfect subset $P$, which is (easily) a perfect Polish space with the induced metric, and hence Borel isomorphic with $\mathcal{N}$, by 1G.4. This gives us a Borel injection

$$
f: \mathcal{N} \hookrightarrow P \subseteq \mathfrak{M},
$$

and in the opposite direction a Borel injection

$$
h_{1}: P \mapsto\{\alpha \in \mathcal{N}: \alpha(0)=0\},
$$

which can be extended to a Borel injection $h: \mathfrak{M} \hookrightarrow \mathcal{N}$ by assigning arbitrary (distinct) values to the members of the countable, scattered part $\mathfrak{M} \backslash P$. Now the proof of Theorem 1G. 4 applies and yields a Borel isomorphism of $\mathfrak{M}$ with $\mathcal{N}$.

So every proposition which is preserved under Borel isomorphisms is true of all uncountable Polish spaces exactly if it is true of $\mathcal{N}$.

How about theorems whose very statement involves effective notions and so are not in any way respected by Borel isomorphisms? Consider, for example, Theorem 3E.7, by which
any two (recursively presented) perfect Polish spaces are $\Delta_{1}^{1}$-isomorphic.
Is there an "effective" version of this which applies to all perfect Polish spaces? The obvious answer is to formulate and derive such results by relativizing the notions and proofs of the effective theory to some arbitrary $\varepsilon \in \mathcal{N}$, as follows.

Recall the definition on page 114 of the pointclass $\Sigma_{1}^{0}(\varepsilon)$ and the derived notions of $\varepsilon$-recursive pointsets, points and partial functions.

3I.2. Relativization Principle. All the results we have proved so far and those we will prove in the sequel remain true (and by the same proofs), if we replace in their statements "recursive" by " $\varepsilon$-recursive", for any fixed $\varepsilon$.

It sounds dramatic, especially as it refers to the future, but it is really obvious: the principle holds because we never use any properties of recursive partial functions on $\omega$ other than those we have already established in this Chapter, and these are all true of $\varepsilon$-recursive partial functions, for any fixed $\varepsilon$.

We must be careful, of course, not to shift the parameter: the Hierarchy Theorem 3F.7, for example, establishes the existence of $\Sigma_{1}^{0}$ subsets of every $\mathcal{X}$ which are not recursive, and its correct relativization is that, for every $\varepsilon$, there are subsets of $\mathcal{X}$ which are $\Sigma_{1}^{0}(\varepsilon)$ but not $\varepsilon$-recursive-not that there is a $\Sigma_{1}^{0}$ set which is not $\varepsilon$-recursive, for any $\varepsilon$, which is clearly false. On the other hand, we can combine parameters, by 3E.15, which we restate here in a form that applies directly to the discussion:

3I.3. Lemma. If $\varepsilon_{1} \leq_{T} \varepsilon_{2}$, then every $\varepsilon_{1}$-recursive pointset, point or partial function is also $\varepsilon_{2}$-recursive. In particular, for any $\varepsilon, \alpha$, every $\varepsilon$-recursive pointset, point or partial function is also $\langle\varepsilon, \alpha\rangle$-recursive.

Since all the definitions of pointclasses we have given are based on the basic definition of $\Sigma_{1}^{0}$, they all relativize directly and naturally: e.g., we replace $\Sigma_{1}^{1}$ by $\Sigma_{1}^{1}(\varepsilon), \Delta_{1}^{1}(z)$ by $\Delta_{1}^{1}(\varepsilon, z)$, etc.-and the results relativize accordingly and they are proved by relativizing the "absolute" proofs.

An $\varepsilon$-recursive presentation of a Polish space $\mathfrak{M}$ is any enumeration of a dense set $\left\{r_{0}, r_{1}, \ldots\right\}$ such that the relations

$$
\begin{aligned}
P(i, j, m, k) & \Longleftrightarrow d\left(r_{i}, r_{j}\right) \leq \frac{m}{k+1}, \\
Q(i, j, m, k) & \Longleftrightarrow d\left(r_{i}, r_{j}\right)<\frac{m}{k+1}
\end{aligned}
$$

are both recursive in $\varepsilon$. It is clear that every Polish space has an $\varepsilon$-recursive presentation, taking $\varepsilon$ to code the relations $P$ and $Q$ relative to any dense set $\left\{r_{0}, r_{1}, \ldots\right\}$; and so we can include any perfect Polish space $\mathfrak{M}$ among the basic spaces of the theory, if we relativize it to any $\varepsilon$ such that $\mathfrak{M}$ can be $\varepsilon$-recursively presented. One result we get in this way is the following corollary of the relativization of 3E.7:

3I.4. Theorem. If $\mathfrak{M}_{1}, \mathfrak{M}_{2}$ are perfect Polish spaces with presentations which are recursive in $\varepsilon_{1}$ and $\varepsilon_{2}$ respectively, then $\mathfrak{M}_{1}$ and $\mathfrak{M}_{2}$ are $\Delta_{1}^{1}\left(\left\langle\varepsilon_{1}, \varepsilon_{2}\right\rangle\right)$-isomorphic.

The reader can test his understanding of relativization by giving a "detailed" proof of this-i.e., by checking out all the places where one must replace recursive by $\left\langle\varepsilon_{1}, \varepsilon_{2}\right\rangle$ recursive in the proof of 3 E .7 to get 3I.4. The exercise will also reveal where the perfection assumption is used: it is, for example, essential in the proof of the crucial 3D. 15. Whether some - and how much - of the effective theory can be developed if we allow uncountable recursively presented Polish spaces (or discrete spaces other than $\omega$ with its natural presentation) is an interesting problem, which we will not discuss her.

## 3J. Historical remarks

${ }^{1}$ The class of recursive functions on the integers was introduced and studied in the mid-thirties in various ways and by several mathematicians, particularly Church, Kleene, Turing, Post and (later) Markov. We will not attempt to trace its history here since this is done in some detail in the classsical monograph on the subject Kleene [1952a]. Our development in 3A follows very closely the approach of Kleene.
${ }^{2}$ The generalization of recursion theory to spaces of type 0 or 1 is (at least) implicit in Kleene [1952a] and more explicit in Kleene [1952b]. Alternative approaches to this theory were given later by Kleene [1959a] and Kreisel [1959].
${ }^{3}$ There were also several attempts to develop the theory of recursive functions on the reals, of which the most direct and successful was Lacombe [1959]. The later paper Lacombe [1959] is more in the spirit of what we are doing here, in fact it develops recursion theory in a more general context. The specific definitions we gave in this chapter are new and perhaps simpler than previous developments, but we have no significant new results here.
${ }^{4}$ The arithmetical pointclasses on $\omega$ were introduced in Kleene [1943] and later (independently) in Mostowski [1946]. They were studied extensively in Kleene [1952a].
${ }^{5}$ Taking again $\omega$ as his basic space, Kleene [1955b] introduced and studied the analytical pointclasses. The main aim of that paper was the study of the hyperarithmetical relations on $\omega$ which had been introduced independently (earlier) by Davis [1950] and Mostowski [1951]. These coincide with the $\Delta_{1}^{1}$ relations, but the proof of this is
quite difficult-it was first given in Kleene [1955c]. We will postpone studying the hyperarithmetical relations until Chapter 7.
${ }^{6}$ In his original development of the theory Kleene introduced specific parametrizations for the arithmetical and analytical pointclasses which he proved to be "good" in the sense of 3 H .1 . The fact that good parametrizations can be constructed given arbitrary $\omega$-parametrizations was discovered by several people independently perhaps first by Friedman [1971].
${ }^{7}$ As we mentioned in the introduction to this book, the similarities and "analogies" between the effective theory on $\omega$ developed (mostly) by Kleene and classical descriptive set theory on $\mathbb{R}$ were noticed first by Mostowski and Addison. The unified effective descriptive set theory which we are studying here is the end result of a long process of generalization and abstraction which started with Addison [1954] and [1959a] and involved the work of many people.

## CHAPTER 4

## STRUCTURE THEORY FOR POINTCLASSES

We are now ready to plunge into a systematic study of the structure of $\Pi_{1}^{1}$ and $\Sigma_{2}^{1}$.
In many ways, this chapter is a continuation of Chapter 2 ; here too we will establish various interesting properties of $\underset{\sim}{1} 1$ and ${\underset{\sim}{2}}_{2}^{1}$ sets, in fact we will answer several natural questions left open there. What is new and different is that we will use systematically the methods of the effective theory which we developed in the preceding chapter.

It turns out that this infusion of ideas from recursion theory creates a more radical change in the flavor of the subject than one might think. It is not just the case of obtaining "finer" results about the lightface pointclasses with a little more computation, as we did in Chapter 3. Even when we prove theorems which are significant only for the boldface pointclasses, we will use recursion theory to great advantage.

The most important results of the chapter are uniformization theorems, particularly the Novikov-Kondo-Addison Theorem 4E. 4 and the $\Delta$-Uniformization Criterion 4D.4. The latter implies that in many special circumstances we can uniformize a Borel set by a Borel set.

As in Chapter 2 we will formulate many of the results of this chapter in a general setting, to ease extension to the higher projective pointclasses. This will lead us naturally to the axiomatic definition of a Spector pointclass, one of the key notions of the subject. Specifically for uniformization results, the notion of a scale will also prove very important.

Perhaps this is the most important chapter of this book, because it is the most characteristic of out subject. One could say that Chapter 1 was mostly topology, Chapter 2 was set theory and Chapter 3 was recursion theory; but this chapter would be out of place in anything but a book in descriptive set theory.

## 4A. The basic representation theorem for $\Pi_{1}^{1}$ sets

Most of the results of Chapter 2 depended directly on the fact that $\underset{\sim}{\Sigma}{ }_{1}^{1}$ sets are $\aleph_{0}$-Suslin. Here we will first formulate an effective version of this fact and then refine it to a representation theorem for $\Pi_{1}^{1}$ sets which is the key to the structure properties of this pointclass.

Recall from 3D. 8 (*20.) that

$$
\bar{\alpha}(n)=\langle\alpha(0), \ldots, \alpha(n-1)\rangle .
$$

This is a recursive function of $\alpha$ and $n$.
4A.1. Theorem. (i) A pointset $P \subseteq \mathcal{X} \times \mathcal{N}^{l}(l \geq 1)$ is $\Sigma_{1}^{0}$ if and only if there is a $\Sigma_{1}^{0}$ set $Q \subseteq \mathcal{X} \times \omega^{l}$ such that

$$
P\left(x, \alpha_{1}, \ldots, \alpha_{l}\right) \Longleftrightarrow(\exists t) Q\left(x, \bar{\alpha}_{1}(t), \ldots, \bar{\alpha}_{l}(t)\right)
$$

and

$$
\left[Q\left(x, \bar{\alpha}_{1}(t), \ldots, \bar{\alpha}_{l}(t)\right) \& t<s\right] \Longrightarrow Q\left(x, \bar{\alpha}_{1}(s), \ldots, \bar{\alpha}_{l}(s)\right) .
$$

Moreover, if $\mathcal{X}$ is of type 0 or 1 , then $Q$ may be chosen to be recursive.
(ii) A pointset $P \subseteq \mathcal{X}$ is $\Pi_{1}^{1}$ if and only if there is a $\Sigma_{1}^{0}$ set $Q \subseteq \mathcal{X} \times \omega$ such that

$$
P(x) \Longleftrightarrow(\forall \alpha)(\exists t) Q(x, \bar{\alpha}(t))
$$

and

$$
[Q(x, \bar{\alpha}(t)) \& t<s] \Longrightarrow Q(x, \bar{\alpha}(s)) .
$$

Moreover, if $\mathcal{X}$ is of type 0 or 1 , then $Q$ may be chosen to be recursive.
Proof. (ii) follows immediately from (i).
To prove (i), take $l=1$ for simplicity of notation and suppose by 3C. 5 that

$$
P(x, \alpha) \Longleftrightarrow(\exists u)(\exists v)\left\{x \in N(\mathcal{X}, u) \& \alpha \in N(\mathcal{N}, v) \& P^{*}(u, v)\right\}
$$

with $P^{*}$ semirecursive, so there is a recursive $R$ such that

$$
P(x, \alpha) \Longleftrightarrow(\exists u)(\exists v)(\exists n)\{x \in N(\mathcal{X}, u) \& \alpha \in N(\mathcal{N}, v) \& R(u, v, n)\}
$$

By 3B.5, there are recursive functions $g$, $h$ such that

$$
\alpha \in N(\mathcal{N}, v) \Longleftrightarrow\left((v)_{1}\right)_{1} \neq 0 \&(\forall i<g(v))[\alpha(i)=h(v, i)],
$$

so that whenever $t \geq g(v)$, we easily have

$$
\alpha \in N(\mathcal{N}, v) \Longleftrightarrow\left((v)_{1}\right)_{1} \neq 0 \&(\forall i<g(v))\left[(\bar{\alpha}(t))_{i}=h(v, i)\right] .
$$

Now put

$$
\begin{aligned}
& Q(x, w) \Longleftrightarrow \operatorname{Seq}(w) \\
& \qquad \&(\exists u \leq \operatorname{lh}(w))(\exists v \leq \operatorname{lh}(w))(\exists n \leq \operatorname{lh}(w)) \\
& \quad\left\{x \in N(\mathcal{X}, u) \& q(v) \leq \operatorname{lh}(w) \&(\exists i<g(v))\left[(w)_{i}=h(v, i)\right] \& R(u, v, n)\right\}
\end{aligned}
$$

and verify easily that

$$
P(x, \alpha) \Longleftrightarrow(\exists t) Q(x, \bar{\alpha}(t))
$$

If $\mathcal{X}$ is f type 0 or 1 , then $Q$ is recursive since $\{(x, u): x \in N(\mathcal{X}, u)\}$ is recursive by 3C.3.

With each irrational $\alpha$ we associate the binary relation on $\omega$

$$
\leq_{\alpha}=\{(n, m): \alpha(\langle n, m\rangle)=1\}
$$

and we put

$$
\begin{aligned}
\alpha \in \mathrm{LO} \Longleftrightarrow & \leq_{\alpha} \text { is a linear ordering } \\
\Longleftrightarrow & (\forall n)(\forall m)\left[n \leq_{\alpha} m \Longrightarrow\left(n \leq_{\alpha} n \& m \leq_{\alpha} m\right)\right] \\
& \&(\forall n)(\forall m)\left[\left(n \leq_{\alpha} m \& m \leq_{\alpha} n\right) \Longrightarrow n=m\right] \\
& \&(\forall n)(\forall m)(\forall k)\left[\left(n \leq_{\alpha} m \& m \leq_{\alpha} k\right) \Longrightarrow n \leq_{\alpha} k\right] \\
& \&(\forall n)(\forall m)\left[\left(n \leq_{\alpha} n \& m \leq_{\alpha} m\right) \Longrightarrow\left(n \leq_{\alpha} m \vee m \leq_{\alpha} n\right)\right],
\end{aligned}
$$

$\alpha \in \mathrm{WO} \Longleftrightarrow \leq_{\alpha}$ is a wellordering
$\Longleftrightarrow \alpha \in \mathrm{LO} \&<_{\alpha}$ has no infinite descending chains

$$
\Longleftrightarrow \alpha \in \mathrm{LO}
$$

$$
\&(\forall \beta)\left[(\forall n)\left[\beta(n+1) \leq_{\alpha} \beta(n)\right] \Longrightarrow(\exists n)[\beta(n+1)=\beta(n)]\right] .
$$

If $\alpha \in \mathrm{LO}$, let

$$
|\alpha|=\text { order type of } \leq_{\alpha} .
$$

In particular, the mapping

$$
\alpha \mapsto|\alpha|
$$

takes WO onto the set of countable ordinals and provides a coding for this set in the sense of 3 H .

4A.2. Theorem. ${ }^{(5)}$ The set WO of ordinal codes is $\Pi_{1}^{1}$. Moreover, there are relations $\leq_{\Pi}, \leq_{\Sigma}$ in $\Pi_{1}^{1}$ and $\Sigma_{1}^{1}$ respectively, such that

$$
\beta \in \mathrm{WO} \Longrightarrow\left\{\alpha \leq_{\Pi} \beta \Longleftrightarrow \alpha \leq_{\Sigma} \beta \Longleftrightarrow[\alpha \in \text { WO } \&|\alpha| \leq|\beta|]\right\}
$$

Proof. That WO is $\Pi_{1}^{1}$ is obvious from the formulas above. To prove the second assertion, take first

$$
\begin{aligned}
\alpha \leq_{\Sigma} \beta & \Longleftrightarrow \alpha \in \operatorname{LO} \&(\exists \gamma)\left[\gamma \text { maps } \leq_{\alpha} \text { into } \leq_{\beta}\right. \text { in a one-to-one } \\
& \text { order-preserving manner }] \\
& \Longleftrightarrow \alpha \in \operatorname{LO} \&(\exists \gamma)(\forall n)(\forall m)\left[n<_{\alpha} m \Longrightarrow \gamma(n)<_{\beta} \gamma(m)\right] .
\end{aligned}
$$

It is immediate that $\leq_{\Sigma}$ is $\Sigma_{1}^{1}$ and for $\beta \in$ WO,

$$
\alpha \leq_{\Sigma} \beta \Longleftrightarrow[\alpha \in \text { WO } \&|\alpha| \leq|\beta|] .
$$

For the relation $\leq_{\Pi}$, take

$$
\begin{aligned}
& \alpha \leq_{\Pi} \beta \Longleftrightarrow \alpha \in \text { WO \& there is no order-preserving map of } \leq_{\beta} \\
& \quad \text { onto a proper initial segment of } \leq_{\alpha} \\
& \Longleftrightarrow \alpha \in \text { WO } \\
& \&(\forall \gamma) \neg(\exists k)(\forall n)(\forall m)\left[n \leq_{\beta} m \Longleftrightarrow\left[\gamma(n) \leq_{\alpha} \gamma(m)<_{\alpha} k\right]\right],
\end{aligned}
$$

where of course we abbreviate

$$
s<_{\alpha} t \Longleftrightarrow s \leq_{\alpha} t \& s \neq t
$$

4A.3. The Basic Representation Theorem for $\Pi_{1}^{1}$ (Lusin-Sierpinski, Kleene ${ }^{(1-11)}$ ). A pointset $P \subseteq \mathcal{X}$ is $\Pi_{1}^{1}$ is and only if there is a $\Delta_{1}^{1}$ function $f: \mathcal{X} \rightarrow \mathcal{N}$ such that for all $x, f(x) \in \mathrm{LO}$ and

$$
\begin{equation*}
P(x) \Longleftrightarrow f(x) \in \text { WO. } \tag{*}
\end{equation*}
$$

In fact, if $P$ is $\Pi_{1}^{1}$, then we can choose $f: \mathcal{X} \rightarrow \mathcal{N}$ so that for all $x, \leq_{f(x)}$ is a non-empty linear ordering, ( $*$ ) holds, and the relation

$$
R(x, n, m) \Longleftrightarrow f(x)(n)=m
$$

is arithmetical; if in addition $\mathcal{X}$ is of type 0 or 1 , then (*) holds with a recursive $f$.
Similarly, $P$ is ${\underset{\sim}{1}}_{1}^{1}$ if an only if (*) holds with a Borel $f$, or with a continuous $f$ if $\mathcal{X}$ is of type 0 or 1 .

Proof. This is an effective and improved version of 2D.2, the representation of complements of $\kappa$-Suslin sets of irrationals in the form

$$
P(\alpha) \Longleftrightarrow T(\alpha) \text { is wellfounded }
$$

where $T$ is a tree on $\omega \times \kappa$. We might as well give here a direct proof for subsets of an arbitrary space $\mathcal{X}$.

The last assertion clearly follows from the claims preceding it.

Assume then by 4A. 1 that

$$
P(x) \Longleftrightarrow(\forall \alpha)(\exists t) R(x, \bar{\alpha}(t))
$$

with $R$ semirecursive, or $R$ recursive if $\mathcal{X}$ is of type 0 or 1 , where

$$
R(x, \bar{\alpha}(t)) \& t<s \Longrightarrow R(x, \bar{\alpha}(s))
$$

For each $x$, put

$$
T(x)=\left\{\left(u_{0}, \ldots, u_{t-1}\right): \neg R\left(x,\left\langle u_{0}, \ldots, u_{t-1}\right\rangle\right)\right\}
$$

so that $T(x)$ is a tree on $\omega$ and clearly

$$
P(x) \Longleftrightarrow T(x) \text { is wellfounded. }
$$

What we must do is replace $T(x)$ by a linear ordering on $\omega$ which will be wellfounded precisely when $T(x)$ is.

Put

$$
\begin{aligned}
&\left(v_{0}, \ldots, v_{s-1}\right)>^{x}\left(u_{0}, \ldots, u_{t-1}\right) \Longleftrightarrow\left(v_{0}, \ldots, v_{s-1}\right),\left(u_{0}, \ldots, u_{t-1}\right) \in T(x) \\
& \&\left\{v_{0}>u_{0} \vee\left[v_{0}=u_{0} \& v_{1}>u_{1}\right] \vee\left[v_{0}=u_{0} \& v_{1}=u_{1} \& v_{2}>u_{2}\right]\right. \\
&\left.\vee \cdots \vee\left[v_{0}=u_{0} \& v_{1}=u_{1} \& \cdots \& v_{s-1}=u_{s-1} \& s<t\right]\right\}
\end{aligned}
$$

where $>$ on the right is the usual "greater than" in $\omega$.
It is immediate that if $\left(v_{0}, \ldots, v_{s-1}\right),\left(u_{0}, \ldots, u_{t-1}\right)$ are both in $T(x)$ and $\left(v_{0}, \ldots, v_{s-1}\right)$ is an initial segment of $\left(u_{0}, \ldots, u_{t-1}\right)$, then $\left(v_{0}, \ldots, v_{s-1}\right)>^{x}\left(u_{0}, \ldots, u_{t-1}\right)$; thus if $T(x)$ has an infinite branch, then $>^{x}$ has an infinite descending chain.

Assume now that $>^{x}$ has an infinite descending chain, say

$$
v^{0}>^{x} v^{1}>^{x} v^{2}>^{x} \cdots,
$$

where

$$
v^{i}=\left(v_{0}^{i}, v_{1}^{i}, \ldots, v_{s_{i}-1}^{i}\right),
$$

and consider the following array:

$$
\begin{aligned}
v^{0} & =\left(v_{0}^{0}, v_{1}^{0}, \ldots, v_{s_{0}-1}^{0}\right) \\
v^{1} & =\left(v_{0}^{1}, v_{1}^{1}, \ldots \ldots, v_{s_{1}-1}^{1}\right) \\
\ldots & \quad \ldots \\
v^{i} & =\left(v_{0}^{i}, v_{1}^{i}, \ldots \ldots, v_{s_{i}-1}^{i}\right)
\end{aligned}
$$

The definition of $>^{x}$ implies immediately that

$$
v_{0}^{0} \geq v_{0}^{1} \geq v_{0}^{2} \geq \cdots,
$$

i.e., the first column is a nonincreasing sequence of integers. Hence after a while they all are the same, say

$$
v_{0}^{i}=k_{0} \quad \text { for } i \geq i_{0} .
$$

Now the second column is nonincreasing below level $i_{0}$, so that for some $i_{1}, k_{1}$

$$
v_{1}^{i}=k_{1} \quad \text { for } i \geq i_{1} .
$$

Proceeding in the same way we find an infinite sequence

$$
k_{0}, k_{1}, \ldots
$$

such that for each $s,\left(k_{0}, \ldots, k_{s-1}\right) \in T(x)$, so $T(x)$ is not wellfounded. Thus we have shown,

$$
\begin{aligned}
P(x) & \Longleftrightarrow T(x) \text { is wellfounded } \\
& \Longleftrightarrow>^{x} \text { has no infinite descending chains. }
\end{aligned}
$$

Finally put

$$
\begin{aligned}
& u \leq^{x} v \Longleftrightarrow(\exists t \leq u)(\exists s \leq v) {[\operatorname{Seq}(u) \& \operatorname{lh}(u)=t \& \operatorname{Seq}(v) \& \operatorname{lh}(v)=s} \\
&\left.\&\left[u=v \vee\left((v)_{0}, \ldots,(v)_{s-1}\right)>^{x}\left((u)_{0}, \ldots,(u)_{t-1}\right)\right]\right]
\end{aligned}
$$

and notice that $\leq^{x}$ is always a linear ordering, it is not empty (because the code 1 of the empty sequence is in its field), and

$$
P(x) \Longleftrightarrow \leq^{x} \text { is a wellordering. }
$$

Moreover, the relation

$$
P(x, u, v) \Longleftrightarrow u \leq^{x} v
$$

is easily arithmetical for arbitrary $\mathcal{X}$ and recursive if $\mathcal{X}$ is of type 0 or 1 .
The proof is completed by taking

$$
f(x)(n)= \begin{cases}1, & \text { if }(n)_{0} \leq^{x}(n)_{1}, \\ 0, & \text { otherwise }\end{cases}
$$

The linear ordering $\leq^{x}$ which we used in this proof is variously known in the literature as the Lusin-Sierpinski or the Kleene-Brouwer ordering. ${ }^{(9,10)}$ The (technical) observation that $\leq_{f(x)}$ is always a non-empty linear ordering insures that if $P(x)$, then for all $n$,

$$
\begin{equation*}
\left|\leq_{f(x)}\right| n\left|<\left|\leq_{f(x)}\right|=\text { supremum }\left\{\left|\leq_{f(x)} \upharpoonright n\right|+1: n \leq_{f(x)} n\right\} ;\right. \tag{}
\end{equation*}
$$

this holds by definition if $n \leq_{f(x)} n$ and trivially if $n$ is not in the field of $\leq_{f(x)}$, since in that case $\left|\leq_{f(x)}\right| n \mid=0$, while $\left|\leq_{f(x)}\right|>0$. This is used in some places to simplify formulas.

Let us prove here just one very useful corollary of this basic result. Put

$$
\omega_{1}^{\mathrm{CK}}=\operatorname{supremum}\{|\alpha|: \alpha \in \mathrm{WO} \text { and } \alpha \text { is recursive }\} .
$$

One may think of $\omega_{1}^{\mathrm{CK}}$ as an "effective analog" of the least uncountable ordinal $\aleph_{1}$; $\omega_{1}^{\mathrm{CK}}$ is the least ordinal which cannot be realized by a recursive wellordering with field in $\omega$. ${ }^{(6)}$

4A.4. The Boundedness Theorem for $\Pi_{1}^{1}$ (Lusin-Sierpinski-Spector ${ }^{(1-11)}$ ). Suppose $P \subseteq \mathcal{X}$ and $P$ satisfies the equivalence

$$
P(x) \Longleftrightarrow f(x) \in \mathrm{WO}
$$

with some $\Delta_{1}^{1}$ function $f$. Then $P$ is $\Delta_{1}^{1}$ if and only if

$$
\operatorname{supremum}\{|f(x)|: P(x)\}<\omega_{1}^{\mathrm{CK}} .
$$

Similarly, suppose

$$
P(x) \Longleftrightarrow f(x) \in \mathrm{WO}
$$

with some Borel function $f$. Then $P$ is Borel if and only if

Proof. Assume first that for all $x$, if $P(x)$ then $|f(x)| \leq|\alpha|$, where $\alpha \in \mathrm{WO}$ an $\alpha$ is recursive. By 4A. 2 then,

$$
P(x) \Longleftrightarrow f(x) \leq_{\Sigma} \alpha,
$$

so $P$ is $\Sigma_{1}^{1}$ and since it is evidently $\Pi_{1}^{1}$, it is $\Delta_{1}^{1}$.
Conversely, suppose supremum $\{|f(x)|: P(x)\} \geq \omega_{1}^{\mathrm{CK}}$. Let $Q \subseteq \omega$ be any $\Pi_{1}^{1}$ relation on $\omega$, so by the basic representation theorem 4A. 3 there is a recursive $g: \omega \rightarrow$ $\mathcal{N}$ and

$$
Q(n) \Longleftrightarrow g(n) \in \mathrm{WO}
$$

Notice that for every $n, g(n)$ is a recursive irrational by (iv) of 3D.7. Hence

$$
\begin{aligned}
Q(n) & \Longleftrightarrow g(n) \in \operatorname{WO} \&|g(n)|<\omega_{1}^{\mathrm{CK}} \\
& \Longleftrightarrow(\exists x)\left\{P(x) \& g(n) \leq_{\Sigma} f(x)\right\}
\end{aligned}
$$

which implies that if $P$ is $\Sigma_{1}^{1}$, then so is $Q$. But $Q$ was arbitrary $\Pi_{1}^{1}$ on $\omega$ and need not be $\Sigma_{1}^{1}$, so $P$ is not $\Sigma_{1}^{1}$.

Proof of the boldface result is a bit simpler.

## Exercises

Put

$$
\delta_{1}^{1}=\operatorname{supremum}\left\{|\alpha|: \alpha \in \mathrm{WO} \text { and } \alpha \text { is } \Delta_{1}^{1}\right\},
$$

where $\alpha$ is $\Delta_{1}^{1}$ if $\{(n, m): \alpha(n)=m\}$ is $\Delta_{1}^{1}$.
4A.5. Prove that $\delta_{1}^{1}=\omega_{1}^{\mathrm{CK}}$. (Spector [1955]. ${ }^{(7)}$ )
Hint. It is enough to establish that

$$
\delta_{1}^{1} \leq \operatorname{supremum}\{|\alpha|: \alpha \in \mathrm{WO}, \alpha \text { recursive }\},
$$

so assume towards a contradiction that there is some $\beta \in \mathrm{WO}, \beta$ is $\Delta_{1}^{1}$ and for every recursive $\alpha$, if $\alpha \in$ WO, then $|\alpha|<|\beta|$. Choose $P \subseteq \omega$ which is $\Pi_{1}^{1}$ but not $\Delta_{1}^{1}$ and by 4A. 3 choose a recursive $f$ such that

$$
P(n) \Longleftrightarrow f(n) \in \mathrm{WO}
$$

Now each $f(n)$ is a recursive irrational, so the assumption above implies

$$
P(n) \Longleftrightarrow f(n) \in \operatorname{WO} \&|f(n)| \leq|\beta|
$$

which via 4A. 2 shows $P$ to be $\Delta_{1}^{1}$, contrary to hypothesis.
This result is rather surprising, as one might expect to get longer wellorderings in the complicated pointclass $\Delta_{1}^{1}$ than one gets in $\Delta_{1}^{0}$.

4A.6. Prove that if $A$ is a ${\underset{\sim}{~}}_{1}^{1}$ subset of WO, then there is a countable $\xi$ such that

$$
\alpha \in A \Longrightarrow|\alpha|<\xi .
$$

Hint. If not, then every ${\underset{\sim}{1}}_{1}^{1}$ relation $P$ would satisfy

$$
P(x) \Longleftrightarrow(\exists \alpha)\left[\alpha \in A \& f(x) \leq_{\Sigma} \alpha\right]
$$

with a Borel $f$ and would be $\underset{\sim}{\underset{1}{1}}{ }_{1}^{1}$.
The next exercise is an effective version of 1 G .5 .

4A.7. Prove that for each $\Delta_{1}^{1}$ pointset $P \subseteq \mathcal{X}$ there is a recursive function $\pi: \mathcal{N} \rightarrow \mathcal{X}$ and a $\Pi_{1}^{0}$ set $A \subseteq \mathcal{N}$, such that $\pi$ is one-to-one on $A$ and $\pi[A]=P$.

Similarly, if $P$ is $\underset{\sim}{\underset{1}{1}}{ }_{1}^{1}$, then there is a continuous $\pi: \mathcal{N} \rightarrow \mathcal{X}$ and a closed $A \subseteq \mathcal{N}$ such that $\pi$ is one-to-one on $A$ and $\pi[A]=P$ (this is a restatement of 1 G .5 ).

Hint. By 3E.6, we may assume $\mathcal{X}=\mathcal{N}$. By 4A. 3 then, there is a recursive $f: \mathcal{N} \rightarrow$ $\mathcal{N}$ such that

$$
P(\alpha) \Longleftrightarrow f(\alpha) \in \mathrm{WO}
$$

and by 4 A .4 , there is a recursive $\beta \in \mathrm{WO}$ so that

$$
P(\alpha) \Longleftrightarrow f(\alpha) \leq_{\Sigma} \beta
$$

Put

$$
\begin{gathered}
Q(\gamma, \alpha) \Longleftrightarrow \gamma \text { maps } \leq_{\alpha} \text { onto an initial segment of } \leq_{\beta} \text { in an order } \\
\text { preserving fashion and } \gamma=0 \text { outside the field of } \leq_{\alpha} \\
\Longleftrightarrow(\forall n)\{[\alpha(\langle n, n\rangle) \neq 1 \Longrightarrow \gamma(n)=0] \\
\&[\alpha(\langle n, n\rangle)=1 \Longrightarrow \beta(\langle\gamma(n), \gamma(n)\rangle)=1]\} \\
\&(\forall n)(\forall m)\{[\alpha(\langle n, n\rangle)=1 \& \alpha(\langle m, m\rangle)=1] \\
\Longrightarrow[\alpha(\langle n, m\rangle)=1 \Longleftrightarrow \beta(\langle\gamma(n), \gamma(m)\rangle)=1]\} \\
\&(\forall n)(\forall m)\{[\alpha(\langle n, n\rangle)=1 \& \beta(\langle m, \gamma(n)\rangle)=1] \\
\Longrightarrow(\exists s)[\alpha(\langle s, n\rangle)=1 \& \gamma(s)=m]\} .
\end{gathered}
$$

Clearly, $Q$ is $\Pi_{2}^{0}$ and hence so is $Q^{*}$,

$$
Q^{*}(\gamma, \alpha) \Longleftrightarrow Q(\gamma, f(\alpha))
$$

Moreover, easily

$$
P(\alpha) \Longleftrightarrow(\exists \gamma) Q^{*}(\gamma, \alpha)
$$

$\Longleftrightarrow$ there exists exactly one $\gamma$ such that $Q^{*}(\gamma, \alpha)$.
Bring $Q^{*}$ to normal form

$$
Q^{*}(\gamma, \alpha) \Longleftrightarrow(\forall n)(\exists m) R(\gamma, \alpha, n, m)
$$

and let

$$
S(\delta, \gamma, \alpha) \Longleftrightarrow(\forall n)[R(\gamma, \alpha, n, \delta(n)) \&(\forall m<\delta(n)) \neg R(\gamma, \alpha, n, m)] .
$$

Now $S$ is a $\Pi_{1}^{0}$ subset of $\mathcal{N} \times \mathcal{N} \times \mathcal{N}$ and the recursive map $(\delta, \gamma, \alpha) \mapsto \alpha$ takes $S$ onto $P$ and is one-to-one on $S$. The result follows because $\mathcal{N} \times \mathcal{N} \times \mathcal{N}$ is recursively homeomorphic with $\mathcal{N}$.

The assertion about $\underset{\sim}{\Delta}{ }_{1}^{1}$ sets follows by the same proof, starting with a continuous $f$ such that

$$
P(\alpha) \Longleftrightarrow f(\alpha) \in \text { WO. }
$$

This result is important, particularly because we will prove later that every injective, recursive image of a $\Delta_{1}^{1}$ set is $\Delta_{1}^{1}$-see 4D.7.

We can also obtain from this result an interesting partial converse to 3E.16.

4A.8. Prove that a point $x_{0}$ is $\Delta_{1}^{1}$ if and only if there is a $\Pi_{1}^{0}$ singleton $\left\{\alpha_{0}\right\} \subseteq \mathcal{N}$ such that $x_{0}$ is recursive in $\alpha_{0}$.

Hint (Gregoriades). If $x_{0}$ is recursive in some $\alpha_{0}$ with $\left\{\alpha_{0}\right\}$ in $\Pi_{1}^{0}$, then $x_{0}$ is easily $\Delta_{1}^{1}$. If $x_{0}$ is $\Delta_{1}^{1}$, then the singleton $\left\{x_{0}\right\}$ is also $\Delta_{1}^{1}$, and so by 4A.7, there is a $\Pi_{1}^{0}$ set $A \subseteq \mathcal{N}$ and a recursive $\pi: \mathcal{N} \rightarrow \mathcal{X}$ which is injective on $A$ and such that $\pi[A]=\left\{x_{0}\right\} ;$ thus $A=\left\{\alpha_{0}\right\}$ is also a singleton, and $\pi\left(\alpha_{0}\right)=x_{0}$, so $x_{0}$ is recursive in $\alpha_{0}$ by (iv) of 3D.7.

It is not true that every $\Delta_{1}^{1}$ point is a $\Pi_{1}^{0}$ (or even an arithmetical) singleton-this has been shown by Feferman [1965].
4A.9. Prove that for each countable ordinal $\xi$, the set

$$
I_{\xi}=\{\alpha: \alpha \in \mathrm{WO} \&|\alpha| \leq \xi\}
$$

is $\underset{\sim}{\underset{1}{1}}{ }_{1}^{1}$, uniformly in the coding for ordinals determined by WO and the canonical coding for ${\underset{\sim}{\Delta}}_{1}^{1}$.

Hint. We must show that there is a partial function $\boldsymbol{u}: \mathcal{N} \rightharpoonup \mathcal{N}$ which is recursive on WO and such that

$$
\beta \in \mathrm{WO} \Longrightarrow \boldsymbol{u}(\beta) \text { is a }{\underset{\sim}{\Delta}}_{1}^{1} \text {-code of }\{\alpha: \alpha \in \mathrm{WO} \&|\alpha| \leq|\beta|\} .
$$

Choose recursive irrationals $\varepsilon_{1}, \varepsilon_{2}$ so that

$$
\begin{aligned}
\alpha \leq_{\Pi} \beta & \Longleftrightarrow G_{1}\left(\varepsilon_{1}, \beta, \alpha\right) \\
\alpha \leq_{\Sigma} \beta & \Longleftrightarrow G_{2}\left(\varepsilon_{2}, \beta, \alpha\right)
\end{aligned}
$$

where $G_{1}, G_{2}$ are good universal sets in $\Pi_{1}^{1}$ and $\Sigma_{1}^{1}$ respectively by 3 H .1 and let

$$
\boldsymbol{u}(\beta)=\left\langle S\left(\varepsilon_{1}, \beta\right), S\left(\varepsilon_{2}, \beta\right)\right\rangle .
$$

Of course this exercise is nothing but a restatement of 4A. 2 using codings.

## 4B. The prewellordering property ${ }^{(12,13)}$

The basic representation theorem implies easily the so-called prewellordering property for $\Pi_{1}^{1}$, which in turn implies directly many of the nice structural properties of this pointclass. This property can be established for $\Sigma_{2}^{1}$ and many other pointclasses more complicated than $\Pi_{1}^{1}$, so it is worth studying its consequences in a general setting.

Recall from 2B that a norm on a set $P$ is any function

$$
\varphi: P \rightarrow \text { Ordinals }
$$

taking $P$ into the ordinals. There is a simple correspondence between norms and prewellorderings on $P$ established in 2G.8, where with each $\varphi$ we associate the prewellordering $\leq^{\varphi}$ on $P$,

$$
x \leq^{\varphi} y \Longleftrightarrow \varphi(x) \leq \varphi(y) .
$$

Conversely, if $\prec$ is a prewellordering on $P$, then $\prec=\leq^{\varphi}$ for some norm $\varphi$; moreover, $\varphi$ is uniquely determined if we insist that it be regular, i.e., that $\varphi$ maps $P$ onto some ordinal $\lambda$.

Let us call two norms $\varphi$ and $\psi$ on $P$ equivalent if $\leq \varphi=\leq^{\psi}$, i.e.,

$$
\varphi(x) \leq \varphi(y) \Longleftrightarrow \psi(x) \leq \psi(y) .
$$

Clearly, every norm is equivalent to a unique regular norm.

There are many trivial norms on a set, e.g., the constant 0 function, but the concept becomes nontrivial if we impose definability conditions on a norm in the following way.

Let $\Gamma$ be a pointclass, $\varphi: P \rightarrow \lambda$ a norm on some pointset $P$. We call $\varphi$ a $\Gamma$-norm if there exist relations $\leq_{\Gamma}^{\varphi}, \leq_{\Gamma}^{\varphi}$ in $\Gamma$ and $\neg \Gamma$ respectively such that for every $y$,

$$
\begin{equation*}
P(y) \Longrightarrow(\forall x)\left\{[P(x) \& \varphi(x) \leq \varphi(y)] \Longleftrightarrow x \leq_{\Gamma}^{\varphi} y \Longleftrightarrow x \leq_{\Gamma}^{\varphi} y\right\} \tag{*}
\end{equation*}
$$

It is important for the applications that the definition of $\Gamma$-norm be precisely that given by $(*)$. Notice that if $\Gamma$ is adequate and $P \in \Gamma$, then $(*)$ is stronger than simply requiring that the associated prewellordering $\leq^{\varphi}$ be in $\Gamma$ but weaker than insisting that $\leq^{\varphi}$ be in $\Gamma \cap \neg \Gamma$.

In addition to the prewellordering $\leq^{\varphi}$, there are two other relations that are naturally associated with a norm $\varphi$. Put

$$
\begin{aligned}
x \leq_{\varphi}^{*} y & \Longleftrightarrow P(x) \&[\neg P(y) \vee \varphi(x) \leq \varphi(y)] \\
x<_{\varphi}^{*} y & \Longleftrightarrow P(x) \&[\neg P(y) \vee \varphi(x)<\varphi(y)] .
\end{aligned}
$$

The meaning of these relations becomes clear if we extend the norm $\varphi$ on $P \subseteq \mathcal{X}$ to all of $\mathcal{X}$ by

$$
\varphi(x)=\infty, \quad \text { if } \neg P(x)
$$

where $\infty$ is assumed larger than all the ordinals. Then obviously, with this extended $\varphi$,

$$
\begin{aligned}
x \leq_{\varphi}^{*} y & \Longleftrightarrow P(x) \& \varphi(x) \leq \varphi(y), \\
x<_{\varphi}^{*} y & \Longleftrightarrow P(x) \& \varphi(x)<\varphi(y) .
\end{aligned}
$$

4B.1. Theorem. Let $\Gamma$ be an adequate pointclass and let $\varphi$ be a norm on some $P$ in $\Gamma$; then $\varphi$ is a $\Gamma$-norm if and only if both $\leq_{\varphi}^{*}$ and $<_{\varphi}^{*}$ are in $\Gamma$.

Proof. If $\leq_{\varphi}^{*},<_{\varphi}^{*}$ are in $\Gamma$, we can take

$$
\begin{aligned}
& x \leq_{\Gamma}^{\varphi} y \Longleftrightarrow x \leq_{\varphi}^{*} y \\
& x \leq_{\Gamma}^{\varphi} y \Longleftrightarrow \neg\left(y<_{\varphi}^{*} x\right),
\end{aligned}
$$

and verify easily that they prove $\varphi$ to be a $\Gamma$-norm. On the other hand, given such relations $\leq_{\Gamma}^{\varphi}, \leq_{\Gamma}^{\varphi}$, notice that

$$
\begin{aligned}
& x \leq_{\varphi}^{*} y \Longleftrightarrow P(x) \&\left[x \leq_{\Gamma}^{\varphi} y \vee \neg y \leq_{\Gamma}^{\varphi} x\right], \\
& x<_{\varphi}^{*} y \Longleftrightarrow P(x) \& \neg y \leq_{\Gamma}^{\varphi} x,
\end{aligned}
$$

so that both $\leq_{\varphi}^{*}$ and $<_{\varphi}^{*}$ are in $\Gamma$.
A pointclass $\Gamma$ is normed or has the prewellordering property if every pointset $P$ in $\Gamma$ admits a $\Gamma$-norm.

4B.2. Theorem. Both $\Pi_{1}^{1}$ and $\boldsymbol{\Pi}_{1}^{1}$ are normed. ${ }^{(12,13)}$
Proof. Given $P$ in $\Pi_{1}^{1}$, choose a $\Delta_{1}^{1}$ function $f$ by 4 A .3 such that

$$
P(x) \Longleftrightarrow f(x) \in \mathrm{WO}
$$

and for $x \in P$, put

$$
\varphi(x)=|f(x)|
$$

Using the notation of 4A.2, we can take

$$
\begin{aligned}
x \leq_{\Pi}^{\varphi} y & \Longleftrightarrow f(x) \leq_{\Pi} f(y), \\
x \leq_{\Sigma}^{\varphi} y & \Longleftrightarrow f(x) \leq_{\Sigma} f(y)
\end{aligned}
$$

and verify easily that $\varphi$ is a $\Pi_{1}^{1}$-norm.
The same proof works for $\underset{\sim}{\underset{1}{1}}{ }_{1}^{1}$, taking a Borel $f$.
4B.3. Theorem (Novikov, Moschovakis ${ }^{(12,13)}$ ). If $\Gamma$ is adequate, $P \in \Gamma, P \subseteq \mathcal{X} \times \mathcal{N}$ and $P$ admits a $\Gamma$-norm, then $\exists^{\mathcal{N}} P$ admits an $\exists^{\mathcal{N}} \forall^{\mathcal{N}} \Gamma$-norm.

Hence, if $\Gamma$ is adequate closed under $\forall^{\mathcal{N}}$ and normed, then $\exists^{\mathcal{N}} \Gamma$ is normed, and in particular, $\Sigma_{2}^{1}$ and ${\underset{\sim}{2}}_{1}^{1}$ are normed.

Proof. It is enough to establish the first assertion. Assume that

$$
Q(x) \Longleftrightarrow(\exists \alpha) P(x, \alpha)
$$

with $P$ in $\Gamma$, let $\varphi$ be a $\Gamma$-norm on $P$ and define $\psi$ on $Q$ by

$$
\psi(x)=\operatorname{infimum}\{\varphi(x, \alpha): P(x, \alpha)\} .
$$

Proof that $\psi$ is an $\exists^{\mathcal{N}} \forall^{\mathcal{N}} \Gamma$-norm is immediate from the equivalences

$$
\begin{aligned}
x \leq_{\psi,}^{*} y & \Longleftrightarrow(\exists \alpha)(\forall \beta)\left[(x, \alpha) \leq_{\varphi}^{*}(y, \beta)\right], \\
x<_{\psi,}^{*} y & \Longleftrightarrow(\exists \alpha)(\forall \beta)\left[(x, \alpha)<_{\varphi}^{*}(y, \beta)\right] .
\end{aligned}
$$

This result is typical of the kind of abstract setting in which the notion of a $\Gamma$-norm proves useful. There will be several opportunities for applying 4B. 3 in its full generality.

We will study many consequences of the prewellordering property in the next two sections. Here we concentrate on just a few facts which are simple, useful and indicative of the power of this hypothesis about a pointclass.

Recall the definition of a uniformizing set $P^{*} \subseteq P \subseteq \mathcal{X} \times \mathcal{Y}$ in Section 1C, Figure 1C.1.

4B.4. The Easy Uniformization Theorem (Kreisel [1962]). Suppose $\Gamma$ is an adequate pointclass, $\mathcal{Y}$ is a space of type $0, P \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\Gamma$ and $P$ admits a $\Gamma$-norm. Then $P$ can be uniformized by some $P^{*}$ in $\forall^{\omega} \Gamma$.

In particular, if $\Gamma$ is adequate, normed and closed under $\forall^{\omega}$, then every $P \subseteq \mathcal{X} \times \mathcal{Y}$ in $\Gamma$ with $\mathcal{Y}$ of type 0 can be uniformized by some $P^{*}$ in $\Gamma$.

Proof. It is obviously enough to prove the result with $\mathcal{Y}=\omega$. Assume then that $P \subseteq \mathcal{X} \times \omega$ is in $\Gamma$, let $\varphi$ be a $\Gamma$-norm on $P$ and put

$$
\begin{aligned}
& P^{*}(x, n) \Longleftrightarrow P(x, n) \&(\forall m)\left[(x, n) \leq_{\varphi}^{*}(x, m)\right] \\
& \&(\forall m)\left[(x, n)<_{\varphi}^{*}(x, m) \vee n \leq m\right]
\end{aligned}
$$

or in other words

$$
\begin{aligned}
P^{*}(x, n) \Longleftrightarrow P(x, n) \& \varphi(x, n) & =\operatorname{infimum}\{\varphi(x, m): P(x, m)\} \\
\& n & =\operatorname{infimum}\{m: P(x, m) \& \varphi(x, m)=\varphi(x, n)\}
\end{aligned}
$$

Clearly $P^{*}$ is in $\forall^{\omega} \Gamma$ and

$$
\begin{aligned}
P^{*}(x, n) \& P^{*}\left(x, n^{\prime}\right) \Longrightarrow & P(x, n) \& \\
& \& P\left(x, n^{\prime}\right) \\
& \&(x, n)=\varphi\left(x, n^{\prime}\right) \& n \leq n^{\prime} \& n^{\prime} \leq n \Longrightarrow n=n^{\prime},
\end{aligned}
$$

so $P^{*}$ is the graph of a function. If $(\exists n) P(x, n)$, let

$$
\begin{aligned}
\xi & =\operatorname{infimum}\{\varphi(x, n): P(x, n)\}, \\
n & =\operatorname{infimum}\{m: P(x, m) \& \varphi(x, m)=\xi\},
\end{aligned}
$$

and verify easily that $P^{*}(x, n)$. Thus $P^{*}$ uniformizes $P$.

The problem of uniformizing subsets $\mathcal{X} \times \mathcal{Y}$ for arbitrary product spaces $\mathcal{Y}$ is much harder and cannot be settled using only the prewellordering property. We will deal with it in 4E.

Theorem 4B. 4 is most often used in the form of the following easy corollary.
4B.5. The $\Delta$-Selection Principle (Kreisel [1962]). Let $\Gamma$ be adequate, normed and closed under $\exists^{\omega}$, $\forall^{\omega}$, let $P \subseteq \mathcal{X} \times \mathcal{Y}$ be in $\Gamma$ with $\mathcal{Y}$ of type 0 , assume that $A \subseteq \mathcal{X}$ is in $\Delta=\Gamma \cap \neg \Gamma$ and

$$
(\forall x \in A)(\exists y) P(x, y) .
$$

Then there exists a $\Delta$-recursive function $f: \mathcal{X} \rightarrow \mathcal{Y}$ such that

$$
(\forall x \in A) P(x, f(x)) .
$$

Proof. Put

$$
Q(x, y) \Longleftrightarrow x \notin A \vee[x \in A \& P(x, y)]
$$

and choose $Q^{*} \subseteq Q$ by 4B. 4 which is in $\Gamma$ and uniformizes $Q$. Clearly $Q^{*}$ is the graph of a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ and $(\forall x \in A) P(x, f(x))$. Since $\mathcal{Y}$ is of type $0, f$ is $\Gamma$-recursive by 3D.2; now $f$ is $\Delta$-recursive since

$$
f(x) \neq y \Longleftrightarrow\left(\exists y^{\prime}\right)\left[f(x)=y^{\prime} \& y^{\prime} \neq y\right] .
$$

## Exercises

4B.6. Let $\Gamma$ be an adequate pointclass. Prove that a norm $\varphi$ on some $P$ in $\Gamma$ is a $\Gamma$-norm if and only if the unique regular norm $\psi$ which is equivalent to $\varphi$ is a $\Gamma$-norm. Prove also that if $\varphi$ is a $\Gamma$-norm, then there are relations $<_{\Gamma}^{\varphi},<_{\Gamma}^{\varphi}$ in $\Gamma$ and $\neg \Gamma$ respectively such that for every $y$,

$$
P(y) \Longrightarrow(\forall x)\left\{[P(x) \& \varphi(x)<\varphi(y)] \Longleftrightarrow x<_{\Gamma}^{\varphi} y \Longleftrightarrow x<_{\Gamma}^{\varphi} y\right\} .
$$

4B.7. Prove that if $\Gamma$ is adequate and normed, then the associated boldface class $\underset{\sim}{\Gamma}$ is also normed.

4B.8. Prove that for $n \geq 2$, the pointclasses $\Sigma_{n}^{0},{\underset{\sim}{n}}_{0}^{0}$ are normed. Prove also that every $\Sigma_{1}^{0}\left(\right.$ or ${\underset{\sim}{1}}_{0}^{0})$ pointset of type 0 or 1 admits a $\Sigma_{1}^{0}\left(\right.$ or ${\underset{\sim}{1}}_{0}^{0})$ norm. Show that the latter result fails for sets of reals.

Hint. Given $P$ in $\Sigma_{n}^{0}$ so that

$$
P(x) \Longleftrightarrow(\exists m) Q(x, m)
$$

with $Q$ in $\Pi_{n-1}^{0}$, put

$$
\varphi(x)=\text { least } m \text { such that } Q(x, m) .
$$

4B.9. Suppose $\Gamma$ is a $\Sigma$-pointclass closed under $\Delta_{1}^{1}$ substitution. Prove that if every pointset of type 1 in $\Gamma$ admits a $\Gamma$-norm, then $\Gamma$ is normed.

Hint. Use 3E. 6.
Recall the definition of reduction from 1C. A pointclass $\Gamma$ has the reduction property if every pair $P, Q$ of sets in $\Gamma$ can be reduced by a pair $P^{*}, Q^{*}$ in $\Gamma$.

4B.10. Prove that if $\Gamma$ is adequate and normed, then $\Gamma$ has the reduction property; in particular, $\prod_{1}^{1},{\underset{\sim}{1}}_{1}^{1}, \Sigma_{2}^{1}$ and ${\underset{\sim}{2}}_{1}^{1}$ have the reduction property. (Kuratowski, Addison. ${ }^{(13)}$ )


Figure 4B.1. Separation of $P \subseteq Q$ from $\mathcal{X} \backslash Q$.
Hint. Given $P, Q$ in $\Gamma$, put

$$
R(x, n) \Longleftrightarrow[P(x) \& n=0] \vee[Q(x) \& n=1],
$$

let $\varphi$ be a $\Gamma$-norm on $R$ and take

$$
\begin{aligned}
& P^{*}(x) \Longleftrightarrow(x, 0) \leq_{\varphi}^{*}(x, 1), \\
& Q^{*}(x) \Longleftrightarrow(x, 1)<_{\varphi}^{*}(x, 0) .
\end{aligned}
$$

A pointclass $\Gamma$ has the separation property if when $P, Q$ are in $\Gamma, P \cap Q=\emptyset$, then there is some $R$ in $\Delta=\Gamma \cap \neg \Gamma$ which separates $P$ from $Q$. We have already proved in 2E. 1 that ${\underset{\sim}{1}}_{1}^{1}$ has the separation property.

4B.11. Prove that if $\Gamma$ is adequate and has the reduction property, then the dual class $\neg \Gamma$ has the separation property; in particular, $\Sigma_{1}^{1}, \underset{\sim}{\Sigma}{ }_{1}^{1}, \Pi_{2}^{1}, ~ \underset{\sim}{1}{ }_{2}^{1}$ have the separation property. (Lusin, Novikov, Addison. ${ }^{(13)}$ )

Hint. Given $P, Q$ in $\neg \Gamma$, both subsets of $\mathcal{X}$, let $P_{1}=\mathcal{X} \backslash P, Q_{1}=\mathcal{X} \backslash Q$, choose $P_{1}^{*}, Q_{1}^{*}$ to reduce $P_{1}, Q_{1}$ and prove that $P_{1}^{*} \cup Q_{1}^{*}=\mathcal{X}$. Take $R=Q_{1}^{*}$.

Many times we use the separation property in the following form: if $P$ is in $\Gamma, Q$ is in $\neg \Gamma$ and $P \subseteq Q$, then there exists some $R \in \Delta$ so that (see Figure 4B.1)

$$
P \subseteq R \subseteq Q
$$

To see this, separate $P$ from $\mathcal{X} \backslash Q$.
4B.12. Prove that if $\Gamma$ is adequate, $\omega$-parametrized and has the reduction property, then $\Gamma$ does not have the separation property.

Similarly, if $\Gamma$ is adequate, $\mathcal{N}$-parametrized and has the reduction property, then $\Gamma$ does not have the separation property.

In particular, $\Sigma_{n}^{0}, \Pi_{1}^{1}, \Sigma_{2}^{1},{\underset{\sim}{\xi}}_{0}^{0},{\underset{\sim}{1}}_{1}^{1}, \underset{\sim}{\Sigma}{ }_{2}^{1}$ do not have the separation property. (Novikov, Kleene, Addison. ${ }^{(13)}$ )
Hint. Let $G \subseteq \omega \times \omega$ be universal for $\Gamma \upharpoonright \omega$ and put

$$
P(n) \Longleftrightarrow\left((n)_{0}, n\right) \in G, \quad Q(n) \Longleftrightarrow\left((n)_{1}, n\right) \in G
$$

Choose $P^{*}, Q^{*}$ in $\Gamma$ which reduce $P, Q$ and assume towards a contradiction that some $R$ in $\Delta$ separates $P^{*}$ from $Q^{*}$, i.e.,

$$
P^{*} \subseteq R, \quad R \cap Q^{*}=\emptyset
$$



Diagram 4B.2. Normed Kleene pointclasses.
Choose integers $e, m$ such that

$$
R(n) \Longleftrightarrow(e, n) \in G, \quad \neg R(n) \Longleftrightarrow(m, n) \in G
$$

and let $t=\langle m, e\rangle$. Now show that both assumptions $t \in R, t \notin R$ lead to contradictions.

The second assertion is proved similarly.
4B.13. Prove that if $\Gamma$ is adequate and $\omega$-parametrized, then at most one of the pointclasses $\Gamma$, $\neg \Gamma$ is normed.

It follows from the results of this section that the Kleene pointclasses which are normed are exactly those circled in Diagram 4B.2. The circle around $\Sigma_{1}^{0}$ is dotted, since only $\Sigma_{1}^{0}$ pointsets of type 0 or 1 admit $\Sigma_{1}^{0}$-norms.

The diagram for the boldface classes is identical.
We have not included here $\Sigma_{3}^{1}, \Pi_{3}^{1}$ and the higher analytical pointclasses, as it is not clear at this point which of $\Sigma_{3}^{1}$ or $\Pi_{3}^{1}$ is normed, if any.

Many of the results in this section have uniform versions which are easy to establish using the methods of 3 H . We put down one theorem of this type as an example.

4B.14. If $\Gamma$ is $\omega$-parametrized, adequate and has the reduction property, then $\Gamma$ has the uniform reduction property, i.e., for each $\mathcal{X}$, there are recursive functions $\boldsymbol{u}_{1}(\alpha, \beta)$, $\boldsymbol{u}_{2}(\alpha, \beta)$ such that whenever $\alpha, \beta$ code subsets $P, Q$ of $\mathcal{X}$ respectively in $\underset{\sim}{\Gamma}$, then $\boldsymbol{u}_{1}(\alpha, \beta), \boldsymbol{u}_{2}(\alpha, \beta)$ code sets $P^{*}, Q^{*}$ respectively which reduce the pair $P, Q$.

Hint. All codings are relative to a good parametrization of course, so the hypothesis (for example) means that

$$
P(x) \Longleftrightarrow G(\alpha, x), \quad Q(x) \Longleftrightarrow G(\beta, x)
$$

with $G$ a good universal set.
Define

$$
\begin{aligned}
& U_{1}(\alpha, \beta, x) \Longleftrightarrow G(\alpha, x), \\
& U_{2}(\alpha, \beta, x) \Longleftrightarrow G(\beta, x),
\end{aligned}
$$

so that both $U_{1}$ and $U_{2}$ are in $\Gamma$ and let $U_{1}^{*}, U_{2}^{*}$ reduce the pair $U_{1}, U_{2}$ in $\Gamma$. There are then recursive irrationals $\varepsilon_{1}, \varepsilon_{2}$ so that

$$
\begin{aligned}
U_{1}^{*}(\alpha, \beta, x) & \Longleftrightarrow G\left(\varepsilon_{1}, \alpha, \beta, x\right) \\
U_{2}^{*}(\alpha, \beta, x) & \Longleftrightarrow G\left(\varepsilon_{2}, \alpha, \beta, x\right)
\end{aligned} \varliminf\left(S\left(\varepsilon_{1}, \alpha, \beta\right), x\right),
$$

where we have used the Good Parametrization Theorem 3H.1. It is easy to check that the recursive functions

$$
\begin{aligned}
& \boldsymbol{u}_{1}(\alpha, \beta)=S\left(\varepsilon_{1}, \alpha, \beta\right) \\
& \boldsymbol{u}_{2}(\alpha, \beta)=S\left(\varepsilon_{2}, \alpha, \beta\right)
\end{aligned}
$$

have the required properties.

## 4C. Spector pointclasses ${ }^{(14-16)}$

The consequences of the prewellordering property which we proved in 4B depended on several side conditions on a pointclass $\Gamma$, e.g., closure under various operations or parametrization. Here we will isolate the most commonly used hypotheses into the basic notion of a Spector pointclass. The simplest Spector pointclasses are $\Pi_{1}^{1}$ and $\Sigma_{2}^{1}$-in fact $\Pi_{1}^{1}$ is the least Spector pointclass.

A Spector pointclass is a collection of pointsets $\Gamma$ which satisfies the following conditions:
(1) $\Gamma$ is a $\Sigma$-pointclass with the substitution property and closed under $\forall^{\omega}$.
(2) $\Gamma$ is $\omega$-parametrized.
(3) $\Gamma$ is normed.

Recall that (1) implies $\Sigma_{1}^{0} \subseteq \Gamma$ and $\Gamma$ is closed under $\&, \vee, \exists^{\leq}$and $\exists^{\omega}$, and by 3 G.1, $\Gamma$ is also adequate.

All the Kleene pointclasses $\Sigma_{n}^{1}, \Pi_{n}^{1}$ satisfy (1) and (2), so to prove that one of these is a Spector pointclass we need only verify the prewellordering property. It is also trivial to check that each relativization $\Gamma(z)$ of a Spector pointclass $\Gamma$ is a Spector pointclass, see 4C.4. Thus $\Pi_{1}^{1}, \Sigma_{2}^{1}, \Pi_{1}^{1}(z), \Sigma_{2}^{1}(z)$ are Spector pointclasses - they are the only ones we know at this time.

In Chapters 5 and 6 we will prove using strong set theoretic hypotheses that some of the higher Kleene pointclasses are also normed and in Chapters 6 and 7 we will introduce many more examples of Spector pointclasses. Here we concentrate on consequences of (1)-(3) above which give us new results about $\Pi_{1}^{1}$ and $\Sigma_{2}^{1}$.

First let us prove a strong closure property of Spector pointclasses which implies that every one of them contains every $\Pi_{1}^{1}$ relation.

Suppose $Q(x, w)$ is given and we define $P(x, w)$ by

$$
\begin{equation*}
P(x, w) \Longleftrightarrow(\forall \alpha)(\exists t) Q(x, w * \bar{\alpha}(t)) \tag{*}
\end{equation*}
$$

where $w * v$ codes the concatenation of the sequences coded by $w$ and $v$, if $\operatorname{Seq}(w)$, $\operatorname{Seq}(v)$, see ( ${ }^{*} 18$ ) of 3A.6. For each countable ordinal $\xi$, define the set $P^{\xi} \subseteq \mathcal{X} \times \omega$ by the recursion
(**)

$$
P^{\xi}(x, w) \Longleftrightarrow Q(x, w) \vee(\forall s)(\exists \eta<\xi) P^{\eta}(x, w *\langle s\rangle) .
$$

It is easy to verify by induction on $\xi$, that

$$
P^{\xi}(x, w) \Longrightarrow P(x, w) .
$$

We claim that, in addition,
$(* * *) \quad(\forall \xi) \neg P^{\xi}(x, w) \Longrightarrow \neg Q(x, w) \&(\exists s)(\forall \xi) \neg P^{\xi}(x, w *\langle s\rangle) ;$
because if $(\forall \xi) \neg P^{\xi}(x, w)$ but (towards a contradiction) for every $s$ there exists some $\xi_{s}$ such that $P^{\xi_{s}}(x, w *\langle s\rangle)$ and we choose $\kappa>\xi_{s}$ for every $s$, then $\neg P^{\kappa}(x, w)$ by the hypothesis, which implies that for some $s$ and for all $\eta<\kappa, \neg P^{\eta}(x, w *\langle s\rangle)$, contradicting the choice of $\kappa$. Now, from $(* * *)$, there is some $s=s_{0}$ such that for all $\xi, \neg P \xi\left(x, w *\left\langle s_{0}\right\rangle\right)$, so again $\neg Q\left(x, w *\left\langle s_{0}\right\rangle\right)$ and now for some $s=s_{1}$ and all $\xi$,
$\neg P^{\xi}\left(x, w *\left\langle s_{0}, s_{1}\right\rangle\right)$, etc., and finally we have $(\forall t) \neg Q(x, w * \bar{\alpha}(t))$, with $\alpha=\left(s_{0}, s_{1}, \ldots\right)$, i.e., $\neg P(x, w)$. Thus

$$
P=\bigcup_{\xi} P^{\xi} .
$$

Now define a norm

$$
\varphi: P \rightarrow \text { Ordinals }
$$

by

$$
\varphi(x, w)=\text { least } \xi \text { such that } P^{\xi}(x, w) ;
$$

it is immediate from (**) that $P$ satisfies the equivalence

$$
P(x, w) \Longleftrightarrow Q(x, w) \vee(\forall s)\left[(x, w *\langle s\rangle)<_{\varphi}^{*}(x, w)\right] .
$$

It is perhaps a bit surprising that this equivalence completely determines $P$.
4C.1. Lemma. Suppose $Q(x, w), P(x, w)$ are given and $P$ admits a norm $\varphi$ such that

$$
P(x, w) \Longleftrightarrow Q(x, w) \vee(\forall s)\left[(x, w *\langle s\rangle)<_{\varphi}^{*}(x, w)\right] ;
$$

then

$$
P(x, w) \Longleftrightarrow(\forall \alpha)(\exists t) Q(x, w * \bar{\alpha}(t)) .
$$

Proof. First we prove by induction on $\varphi(x, w)$ that

$$
P(x, w) \Longrightarrow(\forall \alpha)(\exists t) Q(x, w * \bar{\alpha}(t))
$$

Assuming this for all $(x, u) \in P$ with $\varphi(x, u)<\varphi(x, w)$ and supposing that $P(x, w)$ holds, we have by the hypothesis

$$
Q(x, w) \vee(\forall s)\left[(x, w *\langle s\rangle)<_{\varphi}^{*}(x, w)\right] .
$$

If $Q(x, w)$ holds, then easily $(\forall \alpha) Q(x, w * \bar{\alpha}(0))$ since $w * \bar{\alpha}(0)=w$. Otherwise, we have

$$
(\forall s)\left[(x, w *\langle s\rangle)<_{\varphi}^{*}(x, w)\right],
$$

so that for each $s, P(x, w *\langle s\rangle)$ and $\varphi(x, w *\langle s\rangle)<\varphi(x, w)$. By the induction hypothesis then,

$$
(\forall s)(\forall \alpha)(\exists t) Q(x, w *\langle s\rangle * \bar{\alpha}(t))
$$

from which $(\forall \alpha)(\exists t) Q(x, w * \bar{\alpha}(t))$ follows immediately.
Conversely, if we assume $\neg P(x, w)$, then $\neg Q(x, w)$ and there exists some $s=s_{0}$ such that $\neg\left(x, w *\left\langle s_{0}\right\rangle\right)<_{\varphi}^{*}(x, w)$. This means $\neg P\left(x, w *\left\langle s_{0}\right\rangle\right)$, since $P\left(x, w *\left\langle s_{0}\right\rangle\right)$ and $\neg P(x, w)$ implies $\left(x, w *\left\langle s_{0}\right\rangle\right)<_{\varphi}^{*}(x, w)$. Again, $\neg Q\left(x, w *\left\langle s_{0}\right\rangle\right)$ and for some $s=s_{1}, \neg\left(x, w *\left\langle s_{0}, s_{1}\right\rangle\right)<_{\varphi}^{*}\left(x, w *\left\langle s_{0}\right\rangle\right)$ etc., so we get some $\alpha=\left(s_{0}, s_{1}, \ldots\right)$ such that $(\forall t) \neg Q(x, w * \bar{\alpha}(t))$.

There is a bit of trickery in this proof which will not become completely clear until we look carefully at inductive definability in Chapter 7. For now we can simply view this lemma as a tool for establishing the next very useful result.

4C.2. Theorem (Moschovakis ${ }^{(15)}$ ). Let $\Gamma$ be a Spector pointclass, suppose $Q \subseteq \mathcal{X} \times$ $\omega$ is in $\Gamma$ and $P$ is defined by

$$
P(x) \Longleftrightarrow(\forall \alpha)(\exists t) Q(x, \bar{\alpha}(t)) ;
$$

then $P$ is in $\Gamma$.
In particular, $\Pi_{1}^{1}$ is the smallest Spector pointclass and $\Sigma_{2}^{1}$ is the smallest Spector pointclass closed under $\exists^{\mathcal{N}}$.

Proof. The second assertion follows immediately from the first by (ii) of 4A.1.
To prove the first assertion using the lemma, it is enough to find some $R^{*} \subseteq \mathcal{X} \times \omega$ in $\Gamma$ which admits some norm $\varphi$ so that

$$
R^{*}(x, w) \Longleftrightarrow Q(x, w) \vee(\forall s)\left[(x, w *\langle s\rangle)<_{\varphi}^{*}(x, w)\right],
$$

since we then have

$$
P(x) \Longleftrightarrow R^{*}(x, 1)
$$

Here is where we will use Kleene's Recursion Theorem for relations, 3H.3.
Let $G \subseteq \mathcal{N} \times \mathcal{X} \times \omega$ be a good universal set in $\Gamma$ for $\underset{\sim}{\Gamma}$, let $\psi: G \rightarrow$ Ordinals be a $\Gamma$-norm on $G$ and define

$$
R(\alpha, x, w) \Longleftrightarrow Q(x, w) \vee(\forall s)\left[(\alpha, x, w *\langle s\rangle)<_{\psi}^{*}(\alpha, x, w)\right] .
$$

Now $R$ is in $\Gamma$, so by 3 H .3 there is a fixed recursive $\varepsilon^{*}$ so that

$$
R\left(\varepsilon^{*}, x, w\right) \Longleftrightarrow G\left(\varepsilon^{*}, x, w\right)
$$

Put

$$
R^{*}(x, w) \Longleftrightarrow R\left(\varepsilon^{*}, x, w\right)
$$

and on $R^{*}$ put the norm

$$
\varphi(x, w)=\psi\left(\varepsilon^{*}, x, w\right) .
$$

Computing,

$$
\begin{aligned}
R^{*}(x, w) & \Longleftrightarrow R\left(\varepsilon^{*}, x, w\right) \\
& \Longleftrightarrow Q(x, w) \vee(\forall s)\left[\left(\varepsilon^{*}, x, w *\langle s\rangle\right)<_{\psi}^{*}\left(\varepsilon^{*}, x, w\right)\right] \\
& \Longleftrightarrow Q(x, w) \vee(\forall s)\left[(x, w *\langle s\rangle)<_{\varphi}^{*}(x, w)\right]
\end{aligned}
$$

so that $R^{*}$ has the required property.
This theorem is interesting partly because it gives an intrinsic structural characterization of $\Pi_{1}^{1}$. Of course, $\Pi_{1}^{1}$ can be easily characterized by its closure properties, e.g., it is the smallest $\Sigma$-pointclass closed under $\forall^{\omega}$ and $\forall^{\mathcal{N}}$. But nothing very deep can be proved in general about $\Sigma$-pointclasses closed under $\forall^{\omega}$ and $\forall^{\mathcal{N}}$. We will see that Spector pointclasses have a rich structure theory, much of it giving new results even when we specialize it to $\Pi_{1}^{1}$.

There is another practical corollary of 4C. 2 which we will list together with some simple properties of total functions recursive in a Spector pointclass.

4C.3. Theorem. Let $\Gamma$ be a Spector pointclass, suppose $f: \mathcal{X} \rightarrow \mathcal{Y}$ is total and $\Gamma$-recursive; then $f$ is $\Delta$-recursive, $\operatorname{Graph}(f)=\{(x, y): f(x)=y\}$ is in $\Delta$ and for every $x$,

$$
f(x) \in \Delta(x)=\Gamma(x) \cap \neg \Gamma(x),
$$

i.e., $f(x)$ is a $\Delta(x)$-recursive point.

Moreover, every $\Delta_{1}^{1}$ function is $\Gamma$-recursive, so in particular, $\Gamma$ is closed under substitution of $\Delta_{1}^{1}$ functions.

Proof. The first assertion is easy and uses only the fact that $\Gamma$ is a $\Sigma$-pointclass closed under $\forall^{\omega}$. Thus $\left\{(y, s): y \notin N_{s}\right\}$ is in $\Gamma$ since it is $\Pi_{1}^{0}$ and $\Gamma$ contains all $\Pi_{1}^{0}$ sets, hence $\left\{(x, s): f(x) \notin N_{s}\right\}$ is in $\Gamma$ by closure under substitution of $\Gamma$-recursive functions; thus $f$ is $\Delta$-recursive. From this follows trivially that $f(x) \in \Delta(x)$. As for the graph,

$$
\begin{aligned}
f(x)=y & \Longleftrightarrow(\forall s)\left[y \in N_{s} \Longrightarrow f(x) \in N_{s}\right] \\
& \Longleftrightarrow(\forall s)\left[f(x) \in N_{s} \Longrightarrow y \in N_{s}\right] .
\end{aligned}
$$

Now if $f: \mathcal{X} \rightarrow \mathcal{Y}$ is $\Delta_{1}^{1}$, then $\left\{(x, s): f(x) \in N_{s}\right\}$ is $\Delta_{1}^{1}$, hence in $\Gamma$ by 4C.2, hence $f$ is $\Gamma$-recursive.

## Exercises

4C.4. Prove that if $\Gamma$ is a Spector pointclass, then so is each relativization $\Gamma(z)$.
With each pointclass $\Gamma$ we have associated the boldface pointclass $\underset{\sim}{\Gamma}$, where for $P \subseteq \mathcal{X}$,

$$
P \in \underset{\sim}{\Gamma} \Longleftrightarrow \text { for some } P^{*} \subseteq \mathcal{N} \times \mathcal{X} \text { in } \Gamma \text { and some } \varepsilon \in \mathcal{N}, P=P_{\varepsilon}^{*},
$$

i.e.,

$$
\underset{\sim}{\Gamma}=\bigcup_{\varepsilon} \Gamma(\varepsilon) .
$$

As usual,

$$
\underset{\sim}{\Delta}=\underset{\sim}{\boldsymbol{\Gamma}} \cap \neg \underset{\sim}{\Gamma} .
$$

4C.5. Prove that if $\Gamma$ is a Spector pointclass, then $\underset{\sim}{\Gamma}$ contains ${\underset{\sim}{\Pi}}_{1}^{1}$ and is closed under Borel substitutions, $\exists^{\omega}, \forall^{\omega}, \bigvee^{\omega}, \bigwedge^{\omega}$, it is $\mathcal{N}$-parametrized and it is normed.

Moreover, every $\underset{\sim}{\Gamma}$-measurable function is $\underset{\sim}{\underset{\sim}{\Delta}}$-measurable (in fact $\underset{\sim}{\boldsymbol{\Delta}}$-recursive by 3D.22) and has a graph in $\underset{\sim}{\boldsymbol{\Delta}}$. The pointclass $\underset{\sim}{\boldsymbol{\Gamma}}$ is closed under substitution of $\underset{\sim}{\boldsymbol{\Gamma}}$ measurable functions.

4C.6. Prove that if $\Gamma$ is a Spector pointclass, then $\neg \underset{\sim}{\Gamma}$ is closed under the operation $\mathscr{A}$.

If $\varphi: P \rightarrow \lambda$ is a regular norm, we call $\lambda$ the length of $\varphi$,

$$
|\varphi|=\lambda .
$$

The length $|\varphi|$ of an arbitrary norm is (by definition) the length of the unique regular norm equivalent to $\varphi$.

If $\varphi: P \rightarrow|\varphi|$ is a regular norm, then for each $\xi<|\varphi|$, the $\xi$ 'th resolvent of $P$ is defined by

$$
P^{\xi}=\{x: \varphi(x) \leq \xi\} .
$$

Clearly

$$
P=\bigcup_{\xi<|\varphi|} P^{\xi} .
$$

4C.7. Let $\Gamma$ be a Spector pointclass and let $\varphi: P \rightarrow|\varphi|$ be a regular $\Gamma$-norm on a pointset $P$ in $\Gamma$, where $P$ is of type 0 . Prove that for every $\xi<|\varphi|$, the resolvent $P^{\xi}$ is in $\Delta$.

Similarly, if $\varphi: P \rightarrow|\varphi|$ is a regular $\underset{\sim}{\Gamma}$-norm on some $P$ in $\underset{\sim}{\Gamma}$, then for every $\xi<|\varphi|$, the resolvent $P^{\xi}$ is in $\underset{\sim}{\Delta}=\underset{\sim}{\boldsymbol{\Gamma}} \cap \neg \underset{\sim}{\boldsymbol{\Gamma}}$. In particular,

$$
P=\bigcup_{\xi<|\varphi|} P^{\xi},
$$

with each $P^{\xi}$ in $\underset{\sim}{\underset{\sim}{\Delta}}$.
Hint. Choose some $y \in P$ such that $\varphi(y)=\xi$ and notice that

$$
\begin{align*}
x \in P^{\xi} & \Longleftrightarrow x \leq_{\varphi}^{*} y \\
& \Longleftrightarrow \neg\left(y<_{\varphi}^{*} x\right) .
\end{align*}
$$

This result is more useful if we can get an estimate on the length $|\varphi|$ of a $\Gamma$-norm. Given a pointclass $\Gamma$ (which need not be a Spector pointclass), put

$$
\begin{aligned}
\delta & =\text { supremum }\{|<|:<\text { is a prewellordering of } \omega,<\text { in } \Delta\}, \\
\underset{\sim}{\boldsymbol{\delta}} & =\text { supremum }\{|<|:<\text { is a prewellordering of } \mathcal{N},<\text { in } \underset{\sim}{\Delta}\} .
\end{aligned}
$$

Clearly, $\delta$ is a countable ordinal, but $\underset{\sim}{\delta}$ may well be uncountable-the only obvious bound is

$$
\underset{\sim}{\boldsymbol{\delta}}<\left(2^{\aleph_{0}}\right)^{+}=\text {least cardinal }>2^{\aleph_{0}} .
$$

4C.8. Let $\Gamma$ be an adequate pointclass closed under $\exists^{\omega}, \forall^{\omega}$. Prove that

$$
\delta=\text { supremum }\{|\leq|: \leq \text { is a wellordering on } \omega,<\text { in } \Delta\},
$$

$\delta$ is a limit ordinal and for every $\Gamma$-norm $\varphi$ on a pointset $P$ of type 0 in $\Gamma,|\varphi| \leq \delta$.
4C.9. Prove that if $\Gamma$ is an adequate pointclass, then for every $\underset{\sim}{\Gamma}$-norm $\varphi$ on a pointset $P$ in $\underset{\sim}{\boldsymbol{\Gamma}},|\varphi| \leq \underset{\sim}{\boldsymbol{\delta}}$.

If $\Gamma$ is a Spector pointclass, then $\underset{\sim}{\boldsymbol{\delta}}$ is an ordinal of cofinality $>\omega$ and every pointset in $\underset{\sim}{\boldsymbol{\Gamma}}$ is the union of $\underset{\sim}{\boldsymbol{\delta}}$ sets in $\underset{\sim}{\boldsymbol{\Delta}}$.

Hint. An ordinal $\lambda$ has cofinality $>\omega$ if for every increasing sequence $\xi_{0}<\xi_{1}<$ $\cdots<\lambda, \lim _{n} \xi_{n}<\lambda$. This follows here from closure of $\underset{\sim}{\Delta}$ under $\bigvee^{\omega}$.

This is obviously a "soft" version of part of 2F.2, with a very different proof. To get "hard" corollaries of this exercise we must establish a construction principle for the specific $\underset{\sim}{\boldsymbol{\Delta}}$ and also get an estimate of the size of $\underset{\sim}{\boldsymbol{\delta}}$. Both of these often turn out to be very hard.

The traditional notation for $\delta$ and $\boldsymbol{\delta}$ when $\Gamma$ is $\Sigma_{n}^{1}\left(\right.$ or $\left.\Pi_{n}^{1}\right)$, is $\delta_{n}^{1}$ and $\boldsymbol{\delta}_{n}^{1}$. Similarly, for the relativized class $\Sigma_{n}^{1}(z)\left(\right.$ or $\left.\Pi_{n}^{1} \widetilde{z}\right)$ ), its ordinal is $\delta_{n}^{1}(z)$. (It is trivial to establish that the boldface class corresponding to $\Sigma_{n}^{1}(z)$ is ${\underset{\sim}{~}}_{n}^{1}$, so the boldface ordinal of $\Sigma_{n}^{1}(z)$ is again $\boldsymbol{\delta}_{n}^{1}$.)

From the Kunen-Martin Theorem 2G. 2 we know that

$$
\underset{\sim}{\boldsymbol{\delta}}{ }_{1}^{1}=\aleph_{1}, \quad \underset{\sim}{\boldsymbol{\delta}}{ }_{2}^{1} \leq \aleph_{2} .
$$

This is about all that can be proved about these ordinals in classical set theory, except for 4A.5, that

$$
\delta_{1}^{1}=\omega_{1}^{\mathrm{CK}}=\text { least nonrecursive ordinal. }
$$

The next exercise gives an interesting generalization of the Boundedness Theorem 4A. 4 to arbitrary $\underset{\sim}{1}{ }_{1}^{1}$-norms.

4C.10. Suppose $P \subseteq \mathcal{X}$ is ${\underset{\sim}{1}}_{1}^{1}$ and $\varphi: P \rightarrow$ Ordinals is a regular, ${\underset{\sim}{1}}_{1}^{1}$-norm on $P$. Prove that $P$ is Borel if and only if $|\varphi|<\aleph_{1}$. (The Boundedness Theorem for ${\underset{\sim}{1}}_{1}^{1}$-norms.)

Hint. Let $\lambda=|\varphi|$ and assume first that $\lambda<\aleph_{1}$. Now

$$
P=\bigcup_{\xi<\lambda} P^{\xi}
$$

and each $P^{\xi}$ is Borel by 4C.7, so $P$ is a countable union of Borel sets and hence Borel.
Conversely, if $P$ is Borel, then the prewellordering

$$
x \leq y \Longleftrightarrow P(x) \& P(y) \& \varphi(x) \leq \varphi(y)
$$

of length $\lambda$ is easily Borel and hence $\lambda<\aleph_{1}$.
This result is often useful in conjunction with the following, very general formulation of the Boundedness Theorem 4A.4:


Figure 4C.1. The Covering Lemma.
4C. 11 (The Covering Lemma, Figure 4C.1). Let $\Gamma$ be a Spector pointclass, let $\varphi$ be a regular $\Gamma$-norm on some $P \subseteq \mathcal{X}$ in $\Gamma \backslash \Delta$, let $Q$ be in $\neg \Gamma$ and assume that either $\mathcal{X}$ is of type 0 or $\Gamma$ is closed under $\forall^{\mathcal{N}}$. Prove that

$$
Q \subseteq P \Longrightarrow \text { for some } \xi<|\varphi|, Q \subseteq P^{\xi}=\{x \in P: \varphi(x) \leq \xi\}
$$

Similarly, let $\Gamma$ be a Spector pointclass closed under $\forall^{\mathcal{N}}$, let $\varphi$ be a regular $\Gamma_{\sim}^{\Gamma}$-norm on some $P \subseteq \mathcal{X}$ in $\underset{\sim}{\boldsymbol{\Gamma}} \backslash \underset{\sim}{\boldsymbol{\Delta}}$ and let $Q$ be in $\neg \underset{\sim}{\boldsymbol{\Gamma}}$. Prove again that

$$
Q \subseteq P \Longrightarrow \text { for some } \xi<|\varphi|, Q \subseteq P^{\xi}
$$

In particular, if $\Gamma$ is a Spector pointclass closed under $\forall^{\mathcal{N}}, G \subseteq \mathcal{N} \times \mathcal{X}$ is universal in $\Gamma$ and $\varphi: G \rightarrow$ Ordinals is a $\Gamma$-norm on $G$, then a pointset $P \subseteq \mathcal{X}$ is in $\underset{\sim}{\Delta}$ if and only if there are irrationals $\varepsilon, \varepsilon_{0}$ and some $x_{0} \in \mathcal{X}$ such that $G\left(\varepsilon_{0}, x_{0}\right)$ and

$$
P=\left\{x \in \mathcal{X}: G(\varepsilon, x) \& \varphi(\varepsilon, x) \leq \varphi\left(\varepsilon_{0}, x_{0}\right)\right\}
$$

Hint. By contradiction, see the proof of 4A.4.
The next result is a simple but interesting extension of the $\Delta$-Selection Principle.
4C. 12 (The Principle of $\Gamma$-Dependent Choices). Let $\Gamma$ be a Spector pointclass, suppose $P \subseteq \mathcal{X} \times \mathcal{Y} \times \mathcal{Y}$ is in $\Gamma, \mathcal{Y}$ is of type 0 , and

$$
(\forall x)(\forall y)\left(\exists y^{\prime}\right) P\left(x, y, y^{\prime}\right) .
$$

Prove that for each fixed $y_{0} \in \mathcal{Y}$, there is a function $f: \mathcal{X} \times \omega \rightarrow \mathcal{Y}$ which is $\Delta$-recursive and such that

$$
\begin{gathered}
f(x, 0)=y_{0}, \\
(\forall n) P(x, f(x, n), f(x, n+1)) .
\end{gathered}
$$

Hint. By hypothesis and the $\Delta$-Selection Principle 4B.5, there is a $\Delta$-recursive $g$ : $\mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{Y}$ such that $(\forall x)(\forall y) P(x, y, g(x, y))$. Define $f$ by the recursion

$$
\begin{aligned}
f(x, 0) & =y_{0} \\
f(x, n+1) & =g(x, f(x, n)) .
\end{aligned}
$$

Another simple but interesting application of the $\Delta$-Selection Principle comes up in the next result. This is essentially a representation theorem for $\Delta$ sets which happen to be open-we will need it in the exercises of 4 F .

4C.13. Let $\Gamma$ be a Spector pointclass closed under $\forall^{\mathcal{N}}$, let $P \subseteq \mathcal{X}$ be a pointset in $\Delta$ which is open. Prove that there is some irrational $\varepsilon$ in $\Delta$ such that

$$
P=\bigcup_{n} N(\mathcal{X}, \varepsilon(n))
$$

and for each $n$,

$$
\bar{N}(\mathcal{X}, \varepsilon(n)) \subseteq P .
$$

( $\bar{N}(\mathcal{X}, s)$ is the closure of $N(\mathcal{X}, s)$. )
In particular, under these hypotheses, $P$ is semirecursive in some $\varepsilon \in \Delta$. ${ }^{(25)}$
Hint. Put

$$
Q(x, s) \Longleftrightarrow P(x) \& x \in N_{s} \&(\forall y)\left[y \in \bar{N}_{s} \Longrightarrow P(y)\right] .
$$

Clearly $Q$ is in $\Gamma$ and $(\forall x \in P)(\exists s) Q(x, s)$, so by 4B.5, there is a $\Delta$-recursive function $f: \mathcal{X} \rightarrow \omega$ such that $(\forall x) Q(x, f(x))$. The set

$$
A=\{s:(\exists x \in P)[f(x)=s]\}
$$

is in $\neg \Gamma$ and it is disjoint from

$$
B=\left\{s:(\exists y \notin P)\left[y \in \bar{N}_{s}\right]\right\},
$$

since for each $x \in P, \bar{N}_{f(x)} \subseteq P$. By the separation property for $\neg \Gamma$, there is some $C$ in $\Delta$,

$$
A \subseteq C, \quad B \cap C=\emptyset
$$

Now it is immediate that

$$
P=\cup\left\{N_{s}: s \in C\right\},
$$

and for each $s \in C, \bar{N}_{s} \subseteq P$. Take

$$
\varepsilon(s)= \begin{cases}s & \text { if } s \in C, \\ 0 & \text { if } s \notin C\end{cases}
$$

The last exercise is an interesting generalization of the fact that $\underset{\sim}{\underset{1}{1}}$ relations have countable rank whose proof uses Kleene's recursion theorem for relations, 3H.3, as did the proof of 4C.2.

4C.14. Let $\Gamma$ be a Spector pointclass closed under $\forall^{\mathcal{N}}$, suppose $\prec$ is a (strict) wellfounded relation on the perfect product space $\mathcal{X}$ which is in $\neg \Gamma$, let $G \subseteq \mathcal{N} \times \mathcal{X}$ be a good universal set in $\Gamma$ and let $\varphi: G \rightarrow$ Ordinals be a $\Gamma$-norm on $G$. Then there exists a recursive function

$$
f: \mathcal{X} \rightarrow \mathcal{N} \times \mathcal{X}
$$

which is order-preserving from $\prec$ into $\varphi$, i.e.,

$$
x \prec y \Longrightarrow f(x), f(y) \in G \& \varphi(f(x))<\varphi(f(y))
$$

It follows that if $\varphi$ is any regular $\Gamma$-norm on the good universal set $G$, then

$$
|\varphi|=\underset{\sim}{\boldsymbol{\delta}} .
$$

Hint. Put

$$
Q(\alpha, x) \Longleftrightarrow(\forall y)\left[y \prec x \Longrightarrow(\alpha, y)<_{\varphi}^{*}(\alpha, x)\right]
$$

so that $Q$ is in $\Gamma$ and by 3 H. 3 there is a recursive $\varepsilon^{*} \in \mathcal{N}$ satisfying

$$
Q\left(\varepsilon^{*}, x\right) \Longleftrightarrow G\left(\varepsilon^{*}, x\right)
$$

Put

$$
f(x)=\left(\varepsilon^{*}, x\right)
$$

and check by a trivial induction that if $x$ is in the field of $\prec$, then

$$
f(x) \in G \&(\forall y)[y \prec x \Longrightarrow \varphi(f(y))<\varphi(f(x))] .
$$

Applying this to each relativized pointclass $\Gamma(w)$ we show that $|\varphi|$ exceeds the rank of every strict, wellfounded relation in $\neg \underset{\sim}{\boldsymbol{\Gamma}}$ on $\mathcal{X}$, whence $|\varphi|=\underset{\sim}{\boldsymbol{\delta}}$ follows immediately by the fact that every two perfect product spaces are $\Delta_{1}^{1}$-isomorphic and 4C.9.

## 4D. The parametrization theorem for $\Delta \cap \mathcal{X}$

Most of the results in 4 C follow quite directly from the definitions and depend on only few of the axioms for a Spector pointclass. Here we will consider somewhat deeper propositions whose proofs make essential use of the full set of axioms, including $\omega$-parametrization.

Recall that a partial function

$$
f: \mathcal{X} \rightharpoonup \mathcal{Y}
$$

is $\Gamma$-recursive if Domain $(f)$ is in $\Gamma$ and $f$ is $\Gamma$-recursive on its domain; if $\Gamma$ is closed under \& , this amounts to saying that the relation

$$
G^{f}(x, s) \Longleftrightarrow f(x) \downarrow \& f(x) \in N_{s}
$$

is in $\Gamma$. These partial functions are very useful when $\Gamma$ is a Spector pointclass. We summarize some of their properties in the next result.

4D.1. Theorem. Let $\Gamma$ be a Spector pointclass, let $f: \mathcal{X} \rightarrow \mathcal{Y}$ be a $\Gamma$-recursive partial function.
(i) The relations

$$
\begin{aligned}
P(x) & \Longleftrightarrow f(x) \downarrow, \\
Q(x, s) & \Longleftrightarrow f(x) \downarrow \& f(x) \notin N_{s}, \\
R(x, y) & \Longleftrightarrow f(x)=y, \\
& \Longleftrightarrow f(x) \downarrow \& f(x)=y, \\
S(x, y) & \Longleftrightarrow f(x) \downarrow \& f(x) \neq y,
\end{aligned}
$$

are all in $\Gamma$.
(ii) If $Q \subseteq \mathcal{Y}$ is in $\Gamma$ and

$$
R(x) \Longleftrightarrow f(x) \downarrow \& Q(f(x))
$$

then $R$ is in $\Gamma$.
(iii) For each $x \in \mathcal{X}$, if $f(x) \downarrow$, then $f(x) \in \Delta(x)$, i.e., $f(x)$ is $\Delta(x)$-recursive.

Proof. (i) The set $\left\{(y, s): y \notin N_{s}\right\}$ is $\Pi_{1}^{0}$ and hence in $\Gamma$ and the partial function $(x, s) \mapsto(f(x), s)$ is easily $\Gamma$-recursive, so by the substitution property there is some $Q^{*}(x, s)$ in $\Gamma$ such that

$$
f(x) \downarrow \Longrightarrow\left[Q^{*}(x, s) \Longleftrightarrow f(x) \notin N_{s}\right] ;
$$

thus

$$
f(x) \downarrow \& f(x) \notin N_{s} \Longleftrightarrow f(x) \downarrow \& Q^{*}(x, s)
$$

and this is in $\Gamma$.
The other claims are easier:

$$
\begin{gathered}
f(x)=y \Longleftrightarrow(\forall s)\left\{y \in N_{s} \Longrightarrow\left[f(x) \downarrow \& f(x) \in N_{s}\right]\right\}, \\
f(x) \downarrow \& f(x) \neq y \Longleftrightarrow(\exists s)\left\{\left[f(x) \downarrow \& f(x) \in N_{s}\right] \& y \notin N_{s}\right\} .
\end{gathered}
$$

(ii) Given $Q \subseteq \mathcal{Y}$ in $\Gamma$, choose $Q^{*} \subseteq \mathcal{X}$ in $\Gamma$ by the substitution property so that

$$
f(x) \downarrow \Longrightarrow\left[Q^{*}(x) \Longleftrightarrow Q(f(x))\right]
$$

and notice that

$$
R(x) \Longleftrightarrow f(x) \downarrow \& Q^{*}(x)
$$

(iii) Use 3G.5.

We have been using and will continue to use the handy abbreviation

$$
\begin{aligned}
y \in \Delta & \Longleftrightarrow y \text { is } \Delta \text {-recursive } \\
& \Longleftrightarrow \mathcal{U}(y) \text { is in } \Delta,
\end{aligned}
$$

and similarly for $\Delta(x)$. It is also convenient for any pointclass $\Lambda$ to put

$$
\Lambda \cap \mathcal{X}=\{x \in \mathcal{X}: x \text { is } \Lambda \text {-recursive }\} .
$$

For example $\Sigma_{1}^{0} \cap \mathbb{R}=\Delta_{1}^{0} \cap \mathbb{R}=$ the set of recursive real numbers.
Using partial functions we can formulate simply an easy to prove but very powerful parametrization theorem for the points in a Spector pointclass.

4D.2. The Parametrization Theorem for the Points in $\Delta, \Delta(x)^{(17)}$. Let $\Gamma$ be a Spector pointclass. For each product space $\mathcal{Y}$, there is a $\Gamma$-recursive partial function

$$
\boldsymbol{d}: \omega \rightharpoonup \mathcal{Y}
$$

such that for every $y \in \mathcal{Y}$,

$$
y \in \Delta \Longleftrightarrow \text { for some } i, \boldsymbol{d}(i) \downarrow \& \boldsymbol{d}(i)=y .
$$

Similarly, for any $\mathcal{X}, \mathcal{Y}$ there is a $\Gamma$-recursive partial function

$$
\boldsymbol{d}: \omega \times \mathcal{X} \longrightarrow \mathcal{Y}
$$

such that for all $x, y$,

$$
y \in \Delta(x) \Longleftrightarrow \text { for some } i, \boldsymbol{d}(i, x) \downarrow \& \boldsymbol{d}(i, x)=y .
$$

Proof. Take first the case $\mathcal{Y}=\mathcal{N}$. We prove the second assertion, the first being simpler.

Choose a set $G \subseteq \omega \times \mathcal{X} \times \omega \times \omega$ which is universal for $\Gamma \upharpoonright(\mathcal{X} \times \omega \times \omega)$ and let $G^{*} \subseteq G$ be in $\Gamma$ and uniformize $G$ by the Easy Uniformization Theorem 4B.4. Here we are thinking of $G$ as a subset of $(\omega \times \mathcal{X} \times \omega) \times \omega$, i.e., we uniformize only on the last variable. Now put

$$
\boldsymbol{d}(i, x) \downarrow \Longleftrightarrow(\forall n)(\exists m) G^{*}(i, x, n, m)
$$

and if $\boldsymbol{d}(i, x) \downarrow$, let

$$
\boldsymbol{d}(i, x)=\alpha
$$

where for all $n, m$

$$
\alpha(n)=m \Longleftrightarrow G^{*}(i, x, n, m) .
$$

We omit the trivial computation which establishes that $\boldsymbol{d}$ is in $\Gamma$. From this it follows that each $\boldsymbol{d}(i, x)$ is in $\Delta(x)$ by 4D.1. Conversely, if $\alpha \in \Delta(x)$, choose $i$ so that

$$
\alpha(n)=m \Longleftrightarrow G(i, x, n, m)
$$

so that

$$
\alpha(n)=m \Longleftrightarrow G^{*}(i, x, n, m)
$$

and hence $\boldsymbol{d}(i, x) \downarrow \& \boldsymbol{d}(i, x)=\alpha$.
If $\mathcal{Y}$ is of type 0 , the result is trivial. Otherwise, there is a $\Delta_{1}^{1}$ bijection

$$
\pi: \mathcal{N} \multimap \mathcal{Y}
$$

with $\Delta_{1}^{1}$ inverse $\pi^{-1}$ by 3E.7, so let $\boldsymbol{d}$ as above parametrize the $\Delta(x)$ points in $\mathcal{N}$ and define $\boldsymbol{d}^{*}: \omega \times \mathcal{X} \rightarrow \mathcal{Y}$ by

$$
\boldsymbol{d}^{*}(i, x)=\pi(\boldsymbol{d}(i, x))
$$

clearly

$$
\boldsymbol{d}^{*}(i, x) \downarrow \& \boldsymbol{d}^{*}(i, x) \in N_{s} \Longleftrightarrow \boldsymbol{d}(i, x) \downarrow \& \pi(\boldsymbol{d}(i, x)) \in N_{s}
$$

so $\boldsymbol{d}^{*}$ is $\Gamma$-recursive. In particular, each $\boldsymbol{d}^{*}(i, x)$ is in $\Delta(i, x)=\Delta(x)$. Conversely, if $y$ is in $\Delta(x)$, then $\alpha=\pi^{-1}(y)$ is in $\Delta(x)$ since $\pi^{-1}$ is $\Delta_{1}^{1}$ and hence $\Gamma$-recursive, hence $\alpha=\boldsymbol{d}(i, x)$ for some $i$ and $y=\pi(\alpha)=\boldsymbol{d}^{*}(i, x)$.

There are many interesting corollaries of this theorem and we will leave most of them for the exercises. Two deserve special billing.

4D.3. The Theorem on Restricted Quantification (Kleene [1959b] ${ }^{(18)}$ ). Let $\Gamma$ be a Spector pointclass, assume that $Q \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\Gamma$ and put

$$
P(x) \Longleftrightarrow(\exists y \in \Delta) Q(x, y)
$$

Then $P$ is in $\Gamma$.
Similarly, if $Q \subseteq \mathcal{X} \times \mathcal{Z} \times \mathcal{Y}$ is in $\Gamma$ and

$$
P(x, z) \Longleftrightarrow(\exists y \in \Delta(z)) Q(x, z, y)
$$

then $P$ is in $\Gamma$.
Proof. Taking the second case,

$$
P(x, z) \Longleftrightarrow(\exists i)\{\boldsymbol{d}(i, z) \downarrow \& Q(x, z, \boldsymbol{d}(i, z))\},
$$

so $P$ is in $\Gamma$ by (ii) of 4D.1.
The next result gives a very powerful method for uniformizing Borel sets by Borel sets in the special circumstances when this is possible.

4D.4. The $\Delta$-Uniformization Criterion ${ }^{(24)}$. Let $\Gamma$ be a Spector pointclass closed under $\forall^{\mathcal{N}}$, let $P \subseteq \mathcal{X} \times \mathcal{Y}$ be in $\Delta$ and assume that each section $P_{x}=\{y: P(x, y)\}$ is either $\emptyset$ or contains some points in $\Delta(x) \cap \mathcal{Y}$, i.e.,

$$
\begin{equation*}
(\exists y) P(x, y) \Longleftrightarrow(\exists y \in \Delta(x)) P(x, y) . \tag{*}
\end{equation*}
$$

Then the projection $\exists^{\mathcal{Y}} P$ is in $\Delta$ and $P$ can be uniformized by some $P^{*}$ in $\Delta$.
Conversely, if $P \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\Delta$ and can be uniformized by some $P^{*}$ in $\Delta$, then each non-empty section $P_{x}$ has some point in $\Delta(x)$.

Proof. Assume ( $*$ ) and let $Q=\exists^{\mathcal{Y}} P$, i.e.,

$$
\begin{aligned}
Q(x) & \Longleftrightarrow(\exists y) P(x, y) \\
& \Longleftrightarrow(\exists y \in \Delta(x)) P(x, y)
\end{aligned}
$$

Clearly $Q$ is in $\Delta$ by closure of $\neg \Gamma$ under $\exists^{\mathcal{N}}$ and 4D.3.
Now put

$$
R(x, i) \Longleftrightarrow P(x, \boldsymbol{d}(i, x))
$$

where $d$ parametrizes $\Delta(x) \cap \mathcal{Y}$ by 4D.2. By the $\Delta$-Selection Principle 4B.5, since $(\forall x \in$ $Q)(\exists i) R(x, i)$, there must be some $g: \mathcal{X} \rightarrow \omega$ in $\Delta$ such that $(\forall x \in Q) R(x, g(x))$. Put

$$
P^{*}(x, y) \Longleftrightarrow Q(x) \& \boldsymbol{d}(g(x), x)=y
$$

It is immediate that $P^{*}$ uniformizes $P$ and that it is in $\Delta$ follows by 4D.1, since

$$
\begin{aligned}
P^{*}(x, y) & \Longleftrightarrow Q(x) \&(\exists i)[\boldsymbol{d}(i, x) \downarrow \& \boldsymbol{d}(i, x)=y \& g(x)=i], \\
\neg P^{*}(x, y) & \Longleftrightarrow \neg Q(x) \vee(\exists i)[\boldsymbol{d}(i, x) \downarrow \& \boldsymbol{d}(i, x) \neq y \& g(x)=i] .
\end{aligned}
$$

For the converse, suppose $P^{*} \subseteq P$ is in $\Delta$ and uniformizes $P$ and assume that $(\exists y) P(x, y)$; then there is a unique $y^{*}$ such that $P^{*}\left(x, y^{*}\right)$ and

$$
\begin{aligned}
y^{*} \in N_{s} & \Longleftrightarrow(\exists y)\left[P^{*}(x, y) \& y \in N_{s}\right] \\
& \Longleftrightarrow(\forall y)\left[P^{*}(x, y) \Longrightarrow y \in N_{s}\right]
\end{aligned}
$$

so $y^{*} \in \Delta(x)$.
We leave the application of this result for the exercises of this and the next two sections.

## Exercises

4D.5. Suppose $\Gamma$ is a Spector pointclass and $f: \mathcal{X} \rightharpoonup \omega$ is a partial function; prove that $f$ is $\Gamma$-recursive exactly when its graph

$$
\{(x, i): f(x) \downarrow \& f(x)=i\}
$$

is in $\Gamma$. Similarly, a partial function $f: \mathcal{X} \rightharpoonup \mathcal{N}$ is $\Gamma$-recursive exactly when the associated $f^{*}: \mathcal{X} \times \omega \rightharpoonup \omega$ is $\Gamma$-recursive, where

$$
f^{*}(x, n)=w \Longleftrightarrow f(x) \downarrow \& f(x)(n)=w
$$

Prove also that the collection of $\Gamma$-recursive partial functions is closed under composition.

Hint. For the last assertion, compute

$$
\begin{aligned}
& f(g(x)) \downarrow \& f(g(x)) \in N_{s} \Longleftrightarrow(\exists y \in \Delta(x))[g(x) \downarrow \& g(x)=y \\
&\left.\& f(y) \downarrow \& f(y) \in N_{s}\right]
\end{aligned}
$$

Use 4D. 1 and 4D.3.
4D. 6 (The Strong $\Delta$-Selection Principle). Let $P \subseteq \mathcal{X} \times \mathcal{Y}$ be a pointset in some Spector pointclass $\Gamma$. Prove that there exists a $\Gamma$-recursive partial function

$$
f: \mathcal{X} \rightharpoonup \mathcal{Y}
$$

such that
(i) $f(x) \downarrow \Longleftrightarrow(\exists y \in \Delta(x)) P(x, y)$,
(ii) $(\exists y \in \Delta(x)) P(x, y) \Longleftrightarrow P(x, f(x))$.

Hint. Put

$$
Q(x, i) \Longleftrightarrow \boldsymbol{d}(i, x) \downarrow \& P(x, \boldsymbol{d}(i, x))
$$

where $\boldsymbol{d}$ parametrizes $\Delta(x) \cap \mathcal{Y}$ by 4D. 2 and let $Q^{*} \subseteq Q$ uniformize $Q$ in $\Gamma$ by 4B.4. Now $Q^{*}$ is the graph of a $\Gamma$-recursive partial function $g: \mathcal{X} \rightharpoonup \omega$ by 4D. 5 and the partial function we need is given by

$$
f(x)=\boldsymbol{d}(g(x), x) .
$$

4D.7. Let $\Gamma$ be a Spector pointclass closed under $\forall^{\mathcal{N}}$, let $P \subseteq \mathcal{X}$ be in $\Delta$ and assume that $f: \mathcal{X} \rightarrow \mathcal{Y}$ is $\Delta$-recursive and one-to-one on $P$. Prove that $f[P]$ is in $\Delta$ and that there is a $\Delta$-recursive function $g: \mathcal{Y} \rightarrow \mathcal{X}$ which agrees with the inverse function $f^{-1}$ on $f[P]$.

Hint. If $P(x) \& f(x)=y$, then $x$ is the unique point in $P$ whose image is $y$; hence

$$
\begin{aligned}
s \in \mathcal{U}(x) & \Longleftrightarrow x \in N_{s} \\
& \Longleftrightarrow\left(\exists x^{\prime}\right)\left[f\left(x^{\prime}\right)=y \& P\left(x^{\prime}\right) \& x^{\prime} \in N_{s}\right] \\
& \Longleftrightarrow\left(\forall x^{\prime}\right)\left[f\left(x^{\prime}\right) \neq y \vee \neg P\left(x^{\prime}\right) \vee x^{\prime} \in N_{s}\right]
\end{aligned}
$$

and $\mathcal{U}(x)$ is in $\Delta(y)$, i.e., $x \in \Delta(y)$. Hence

$$
\begin{aligned}
y \in f[P] & \Longleftrightarrow(\exists x)[P(x) \& y=f(x)] \\
& \Longleftrightarrow(\exists x \in \Delta(y))[P(x) \& y=f(x)]
\end{aligned}
$$

and $f[P]$ is in $\Delta$ by closure of $\neg \Gamma$ under $\exists^{\mathcal{N}}$ and 4D.3.
To get the inverse function, notice that $(\forall y \in f[P])(\exists x \in \Delta(y))[f(x)=y]$ and apply the strong $\Delta$-Selection Principle, 4D.6.

Taking $\Gamma=\Pi_{1}^{1}$, this is a lightface version of 2E. 7 with a very different proof. The classical result follows easily from this, by "relativization."

4D.8. Let $\Gamma$ be a Spector pointclass closed under $\forall^{\mathcal{N}}$, let $P \subseteq \mathcal{X}$ be in $\underset{\sim}{\Delta}$ and assume that $f: \mathcal{X} \rightarrow \mathcal{Y}$ is $\underset{\sim}{\Delta}$-measurable and one-to-one on $P$. Prove that $f[\widetilde{P}]$ is in $\underset{\sim}{\Delta}$ and there is a $\underset{\sim}{\Delta}$-measurable function $g: \mathcal{Y} \rightarrow \mathcal{X}$ which agrees with the inverse $f^{-1}$ on $f[P]$.

Hint. If $P$ is in $\underset{\sim}{\boldsymbol{\Delta}}$, then $P$ is in $\Gamma\left(\varepsilon_{0}\right)$ and in $\neg \Gamma\left(\varepsilon_{1}\right)$ for some $\varepsilon_{0}, \varepsilon_{1}$ in $\mathcal{N}$, so easily $P$ is in $\Delta(\varepsilon)$ for some $\varepsilon$, say with $(\varepsilon)_{0}=\varepsilon_{0},(\varepsilon)_{1}=\varepsilon_{1}$. Similarly, if $f$ is $\underset{\sim}{\Delta}$-measurable, then $f$ is $\Delta\left(\varepsilon^{\prime}\right)$-recursive for any $\varepsilon^{\prime}$ such that $\left\{(x, s): f(x) \in N_{s}\right\}$ is in $\Delta\left(\varepsilon^{\prime}\right)$. Thus we can find some $\varepsilon^{*}$ such that $P$ is in $\Delta\left(\varepsilon^{*}\right)$ and $f$ is $\Delta\left(\varepsilon^{*}\right)$-recursive and apply 4D. 7 to $\Gamma^{*}=\Gamma\left(\varepsilon^{*}\right)$; it follows that $f[P]$ is in $\Delta\left(\varepsilon^{*}\right) \subseteq \underset{\sim}{\Delta}$ and similarly for the inverse.

This technique of obtaining boldface results from lightface, finer theorems is very easy. We will not always bother to put down the boldface consequences, unless they give well-known classical theorems and we want them to stand out.

It is worth putting down for the record the characterization of $\Delta_{1}^{1}$ which follows from 4D. 7 and 4A. 7.

4D.9. Prove that a set $Q \subseteq \mathcal{X}$ is $\Delta_{1}^{1}$ if and only if $Q$ is the recursive, injective image of some $\Pi_{1}^{0}$ set $P \subseteq \mathcal{N}$.

Before using 4D. 4 to establish some interesting uniformization results, we point out that not every Borel set can be uniformized by a Borel set.

First a lemma which is interesting in its own right.
4D.10. Prove that there is a $\Pi_{1}^{0}$ set $A \subseteq \mathcal{N}$, such that $A \neq \emptyset$ but $A$ has no $\Delta_{1}^{1}$ recursive member; similarly, for each $x$, there is a $\Pi_{1}^{0}(x)$ set $A \subseteq \mathcal{N}, A \neq \emptyset$, such that $A$ has no $\Delta_{1}^{1}(x)$-recursive member. (Kleene [1955c]. ${ }^{(19,20)}$ )

Infer that not every $\Pi_{1}^{0}$ set $A \subseteq \mathcal{N}$ is a recursive image of $\mathcal{N}$.
Hint. Towards a contradiction, assume that every non-empty $\Pi_{1}^{0}$ set has a member in $\Delta_{1}^{1}$ and let $P(n)$ be a $\Sigma_{1}^{1}$ relation on $\omega$ which is not $\Pi_{1}^{1}$. There is a $\Pi_{1}^{0}$ set $Q(n, \alpha)$ such that

$$
P(n) \Longleftrightarrow(\exists \alpha) Q(n, \alpha)
$$

and by our assumption, we then have

$$
P(n) \Longleftrightarrow\left(\exists \alpha \in \Delta_{1}^{1}\right) Q(n, \alpha)
$$

which implies that $P$ is in $\Pi_{1}^{1}$ by 4D.3.
If $A=f[\mathcal{N}]$ with a recursive $f$, then $A$ would have recursive members, namely any $f(\alpha)$ with recursive $\alpha$.

4D.11. Prove that there is a $\Pi_{1}^{0}$ set $P \subseteq \mathcal{N} \times \mathcal{N}$ which cannot be uniformized by any $\boldsymbol{\Sigma}_{1}^{1}$ set. ${ }^{(19,20)}$

Hint. Assume the contrary and let $G(n, \varepsilon, \alpha)$ be a universal $\Pi_{1}^{0}$ subset of $\omega \times \mathcal{N} \times \mathcal{N}$. Since $\omega \times \mathcal{N}$ is recursively homeomorphic with $\mathcal{N}$, the assumption implies that $G$ can be uniformized by some ${\underset{\sim}{\Sigma}}_{1}^{1}$ set $G^{*} \subseteq G$, say $G^{*}$ is $\Sigma_{1}^{1}\left(\varepsilon^{*}\right)$ for a fixed $\varepsilon^{*}$. Now every $\Pi_{1}^{0}\left(\varepsilon^{*}\right)$ set $A \subseteq \mathcal{N}$ is of the form

$$
A=\left\{\alpha: G\left(n, \varepsilon^{*}, \alpha\right)\right\}
$$

with a fixed $n$; if $A \neq \emptyset$, then $(\exists \alpha) G\left(n, \varepsilon^{*}, \alpha\right)$, so $A$ contains the unique $\alpha^{*}$ such that $G^{*}\left(n, \varepsilon^{*}, \alpha^{*}\right)$. But this $\alpha^{*}$ is in $\Delta_{1}^{1}\left(\varepsilon^{*}\right)$, since

$$
\begin{aligned}
\alpha^{*}(t)=w & \Longleftrightarrow(\exists \alpha)\left[G^{*}\left(n, \varepsilon^{*}, \alpha\right) \& \alpha(t)=w\right] \\
& \Longleftrightarrow(\forall \alpha)\left[G^{*}\left(n, \varepsilon^{*}, \alpha\right) \Longrightarrow \alpha(t)=w\right],
\end{aligned}
$$

contradicting 4D. 10 .
Nevertheless, there are many special circumstances in which Borel sets can be uniformized by Borel sets. The next exercise gives a simple topological condition which is often easy to verify and implies the more subtle definability condition of 4D.4.

4D.12. Let $\Gamma$ be a Spector pointclass closed under $\forall^{\mathcal{N}}$, let $P \subseteq \mathcal{X} \times \mathcal{Y}$ be in $\Delta$ and assume that for each $x$, the section $P_{x}$ has at least one isolated point-e.g., it may be that each $P_{x}$ is finite, or countable and closed. Prove that $P$ can be uniformized by some $P^{*}$ in $\underset{\Delta}{\Delta}$. Infer the same result for $P$ in $\underset{\sim}{\underset{\sim}{\Delta}}$, with $P^{*}$ in $\underset{\sim}{\underset{\sim}{\Delta}}$.

Hint. If $y$ is isolated in $P_{x}$, then for some $s, P_{x} \cap N_{s}=\{y\}$, so that the singleton $\{y\}$ is in $\Delta(x)$ and $y$ is easily $\Delta(x)$-recursive. For the second assertion recall that each $P$ in $\underset{\sim}{\Delta}$ is in some $\Delta\left(\varepsilon^{*}\right)$ and use the result on the Spector pointclass $\Gamma\left(\varepsilon^{*}\right)$.

In 4 F we will improve this result substantially by showing that it is enough to assume each $P_{x}$ to be a countable union of compact sets.

The next exercise is simple but amusing.

4D.13. Prove that if $P \subseteq \mathbb{R}^{n} \times \mathbb{R}^{m}$ is a convex Borel set, then the projection

$$
Q=\left\{x \in \mathbb{R}^{n}:\left(\exists y \in \mathbb{R}^{m}\right) P(x, y)\right\}
$$

is Borel and $P$ can be uniformized by a Borel set.
Hint. For $m=1$, each section $P_{x}$ is either a singleton or contains a whole line segment. Use induction on $m$.

We now establish some interesting definability results about $\Delta \cap \mathcal{X}$.
4D.14. Prove that if $\Gamma$ is a Spector pointclass, then for each $\mathcal{X}$ the set $\Delta \cap \mathcal{X}$ is in $\Gamma$. Similarly, the relation $\{(x, y): x \in \Delta(y)\}$ is in $\Gamma$. (Upper classification of $\Delta$. $)^{(18)}$

Hint. $x \in \Delta \Longleftrightarrow(\exists i)\{\boldsymbol{d}(i) \downarrow \& \boldsymbol{d}(i)=x\}$.
4D.15. Let $\Gamma$ be a Spector pointclass and let $\boldsymbol{d}: \omega \rightarrow \mathcal{X}$ be a $\Gamma$-recursive partial function which parametrizes $\Delta \cap \mathcal{X}=\{x \in \mathcal{X}: x$ is $\Delta$-recursive $\}$. Prove that there is a $\Gamma$-recursive partial function

$$
\boldsymbol{c}: \mathcal{X} \rightharpoonup \omega
$$

such that

$$
\boldsymbol{c}(x) \downarrow \Longleftrightarrow x \in \Delta
$$

and for $x \in \Delta, \boldsymbol{d}(\boldsymbol{c}(x))=x$.
Hint. Use the Easy Uniformization Theorem 4B. 4 or 4D.6.
4D.16. Prove that if $\Gamma$ is a Spector pointclass closed under either $\forall^{\mathcal{N}}$ or $\exists^{\mathcal{N}}$, then for every perfect product space $\mathcal{X}$ the set $\Delta \cap \mathcal{X}$ is not in $\neg \Gamma$. (Lower classification of $\Delta$. $)^{(18)}$

In particular, $\Delta_{1}^{1} \cap \mathcal{X}$ is not $\Sigma_{1}^{1}$ and $\Delta_{2}^{1} \cap \mathcal{X}$ is not $\Pi_{2}^{1}$.
Hint. If $\pi: \mathcal{N} \multimap \mathcal{X}$ is a $\Delta_{1}^{1}$ isomorphism, then clearly

$$
x \in \Delta \Longleftrightarrow \pi^{-1}(x) \in \Delta,
$$

so it is enough to prove the result for $\mathcal{N}$. For simplicity in notation put

$$
\mathcal{D}=\Delta \cap \mathcal{N} .
$$

Case 1. $\Gamma$ is closed under $\forall^{\mathcal{N}}$. Let

$$
\begin{aligned}
j \in J & \Longleftrightarrow(\exists \alpha)[\alpha \in \mathcal{D} \& \boldsymbol{c}(\alpha)=j] \\
& \Longleftrightarrow(\exists i)[\boldsymbol{d}(i) \downarrow \& \boldsymbol{c}(\boldsymbol{d}(i))=j],
\end{aligned}
$$

so $J$ is in $\Gamma$. Also

$$
j \notin J \Longleftrightarrow(\forall \alpha)[\alpha \notin \mathcal{D} \vee[c(\alpha) \downarrow \& c(\alpha) \neq j]],
$$

so that if $\mathcal{D}$ were in $\Delta$, then $J$ would be in $\Delta$, and then the irrational

$$
\alpha(j)= \begin{cases}\boldsymbol{d}(j)(j)+1, & \text { if } j \in J, \\ 0, & \text { if } j \notin J,\end{cases}
$$

would be in $\Delta$ and different from all $\boldsymbol{d}(j)$.
Case 2. $\Gamma$ is closed under $\exists^{\mathcal{N}}$. Let

$$
i \in I \Longleftrightarrow \boldsymbol{d}(i) \downarrow
$$

and let $\varphi$ be a $\Gamma$-norm on $I$. Put

$$
\begin{aligned}
& P(\alpha) \Longleftrightarrow(\forall i)[\alpha(i) \leq 1] \&(\forall i)[\alpha(i)=0 \Longrightarrow i \in I] \\
& \&(\forall i)(\forall j)\left[\left(\alpha(j)=0 \& i \leq_{\Gamma}^{\varphi} j\right) \Longrightarrow \alpha(i)=0\right]
\end{aligned}
$$

Clearly $P$ is in $\Gamma$ and

$$
\begin{aligned}
& P(\alpha) \Longleftrightarrow(\forall i)[\alpha(i) \leq 1] \\
& \quad \&[\{i: \alpha(i)=0\}=I \vee(\exists j)[j \in I \&\{i: \alpha(i)=0\}=\{i: \varphi(i)<\varphi(j)\}]] .
\end{aligned}
$$

Since $I \notin \Delta$, or else we get a contradiction as before, we have

$$
i \notin I \Longleftrightarrow(\exists \alpha)[\alpha \notin \mathcal{D} \& P(\alpha) \& \alpha(i) \neq 0]
$$

which proves $I \in \Delta$ and yields a contradiction.
The definition of a Spector pointclass was a bit complicated, because it involved the subtle substitution property. We give here an elegant characterization of Spector pointclasses in terms of a closure property much simpler than substitution.

4D. 17 (Kechris). Let $\Gamma$ be a $\Sigma$-pointclass closed under $\forall^{\omega}$, $\omega$-parametrized and normed. Prove that $\Gamma$ is a Spector pointclass if and only if it satisfies the following property of closure under restricted quantification: if $Q \subseteq \mathcal{X} \times \mathcal{Z} \times \mathcal{Y}$ is in $\Gamma$ and

$$
P(x, z) \Longleftrightarrow(\exists y \in \Delta(z)) Q(x, z, y)
$$

then $P$ is also in $\Gamma$.
Hint. Spector pointclasses are closed under restricted quantification by 4D.3.
Conversely, to establish the substitution property for some $\Gamma$ satisfying the hypotheses above, suppose $Q \subseteq \mathcal{Y}$ is in $\Gamma$ and $f: \mathcal{X} \rightharpoonup \mathcal{Y}$ is computed on its domain by some $P \subseteq \mathcal{X} \times \omega$ in $\Gamma$. Put

$$
Q^{*}(x) \Longleftrightarrow(\exists y \in \Delta(x))\left[Q(y) \&(\forall s)\left[y \in N_{s} \Longrightarrow P(x, s)\right]\right] ;
$$

clearly $Q^{*}$ is in $\Gamma$ and

$$
f(x) \downarrow \& f(x) \in \Delta(x) \Longrightarrow\left[Q^{*}(x) \Longleftrightarrow Q(f(x))\right] .
$$

Thus to complete the proof it will be sufficient to check that under the condition on $\Gamma$,

$$
f(x) \downarrow \Longrightarrow f(x) \in \Delta(x)
$$

Suppose $f(x)=y$ and put

$$
S(n, s) \Longleftrightarrow P(x, s) \& \operatorname{radius}\left(N_{s}\right) \leq 2^{-n} .
$$

Clearly $S$ is in $\Gamma(x)$, which is adequate, closed under $\exists^{\omega}, \forall^{\omega}$ and normed. Also $(\forall n)(\exists s) S(n, s)$, so by the $\Delta$-Selection Principle 4B. 5 there is a $\Delta(x)$-recursive function $g: \omega \rightarrow \omega$ such that $(\forall n) S(n, g(n))$. It is now immediate that

$$
y \in N_{s} \Longleftrightarrow(\exists n)\left[y \in N(\mathcal{Y}, g(n)) \& N(\mathcal{Y}, g(n)) \subseteq N_{s}\right]
$$

so that $y \in \Delta(x)$.
Unfortunately this elegant characterization is not useful in practice since it is usually much easier to establish that a given $\Gamma$ satisfies the substitution property rather than prove directly closure under restricted quantification.

## 4E. The uniformization theorem for $\Pi_{1}^{1}, \Sigma_{2}^{1(19-22)}$

We now proceed to establish one of the central results in the subject, that $\Pi_{1}^{1}$ sets can be uniformized by $\Pi_{1}^{1}$ sets. The key tool for the proof is the notion of a scale.

A scale on a pointset $P$ is a sequence $\bar{\varphi}=\left\{\varphi_{n}\right\}_{n \in \omega}$ of norms on $P$ such that the following limit condition holds: if $x_{0}, x_{1}, x_{2}, \ldots$ are in $P$ and $\lim _{i \rightarrow \infty} x_{i}=x$ and if for each $n$, the sequence of ordinals

$$
\varphi_{n}\left(x_{0}\right), \varphi_{n}\left(x_{1}\right), \varphi_{n}\left(x_{2}\right), \ldots
$$

is ultimately constant, say

$$
\varphi_{n}\left(x_{i}\right)=\lambda_{n}
$$

for all large $i$, then $P(x)$ and for every $n$,

$$
\varphi_{n}(x) \leq \lambda_{n} .
$$

Thus a scale is just a semiscale (in the sense of 2B) which satisfies an additional lower semicontinuity property.

As with norms, there are many trivial scales on a pointset, at least if we use the axiom of choice: choose a one-to-one norm $\varphi: P \rightharpoondown \kappa$ and a set for each $n, \varphi_{n}(x)=\varphi(x)$. Again as with norms, we get a nontrivial concept by imposing definability conditions.

Let $\Gamma$ be a pointclass and $\bar{\varphi}=\left\{\varphi_{n}\right\}_{n \in \omega}$ a scale on some set $P$. We call $\bar{\varphi}$ a $\Gamma$-scale if there are relations $S_{\Gamma}(n, x, y), S_{\check{\Gamma}}(n, x, y)$ in $\Gamma$ and $\neg \Gamma$ respectively, such that for every $y$,

$$
\begin{equation*}
P(y) \Longrightarrow(\forall n)(\forall x)\left\{\left[P(x) \& \varphi_{n}(x) \leq \varphi_{n}(y)\right] \Longleftrightarrow S_{\Gamma}(n, x, y)\right. \tag{*}
\end{equation*}
$$

In other words, $\bar{\varphi}$ is a $\Gamma$-scale if all the norms $\varphi_{n}$ are $\Gamma$-norms, uniformly in $n$.
It is trivial to verify as in 4B. 1 that if $\Gamma$ is adequate and $\bar{\varphi}$ is a scale on some $P$ in $\Gamma$, then $\bar{\varphi}$ is a $\Gamma$-scale exactly when the relations

$$
\begin{aligned}
R(n, x, y) & \Longleftrightarrow x \leq_{\varphi_{n}}^{*} y, \\
S(n, x, y) & \Longleftrightarrow x<_{\varphi_{n}}^{*} y,
\end{aligned}
$$

are in $\Gamma$.
A pointclass $\Gamma$ is scaled or has the scale property if every pointset in $\Gamma$ admits a $\Gamma$-scale. It is often sufficient for our purposes to prove that pointsets of type 1 in $\Gamma$ admit $\Gamma$-scales, whether or not the stronger scale property holds in $\Gamma$ (see 4E.6).

4E.1. Theorem. Every $\Pi_{1}^{1}$ pointset of type 1 admits a $\Pi_{1}^{1}$-scale; similarly, every $\boldsymbol{\Pi}_{1}^{1}$ pointset of type 1 admits a ${\underset{\sim}{1}}_{1}^{1}$-scale.

Proof. Let us first develop a bit of notation. If $\alpha$ codes a linear ordering $\leq_{\alpha}$, i.e., $\alpha \in \mathrm{LO}$ as we defined this in 4 A , then for every integer $n$ put

$$
\begin{aligned}
\leq_{\alpha} \upharpoonright n & =\left\{(s, t): s \leq_{\alpha} t \& t<_{\alpha} n\right\} \\
& =\{(s, t): \alpha(\langle s, t\rangle)=1 \& \alpha(\langle t, n\rangle)=1 \& \alpha(\langle n, t\rangle) \neq 1\} .
\end{aligned}
$$

Clearly $\leq_{\alpha} \upharpoonright n$ is also a linear ordering-it is the initial segment of $\leq_{\alpha}$ with top $n$, if $n$ is in the field of $\leq_{\alpha}$ and it is the empty relation otherwise. If $\leq_{\alpha}$ is a wellordering with rank function $\rho$, then for each $n, \leq_{\alpha} \upharpoonright n$ is a wellordering and

$$
\rho(n)=\mid \leq_{\alpha}\lceil n \mid .
$$

In particular, for $n, m$ in the field of $\leq_{\alpha}$,

$$
n \leq_{\alpha} m \Longleftrightarrow\left|\leq_{\alpha} \upharpoonright n\right| \leq\left|\leq_{\alpha} \upharpoonright m\right| .
$$

Given a pointset $P \subseteq \mathcal{X}$ of type 1 in $\Pi_{1}^{1}$, choose a recursive $f: \mathcal{X} \rightarrow \mathcal{N}$ by 4A. 3 such that for every $x, f(x) \in \mathrm{LO}$ and

$$
P(x) \Longleftrightarrow f(x) \in \mathrm{WO} .
$$

Let

$$
(\xi, \eta) \mapsto\langle\xi, \eta\rangle
$$

be an order-preserving map of $\aleph_{1} \times \aleph_{1}$ (ordered lexicographically) into the ordinals, i.e.,

$$
\langle\xi, \eta\rangle \leq\left\langle\xi^{\prime}, \eta^{\prime}\right\rangle \Longleftrightarrow\left[\xi<\xi^{\prime}\right] \vee\left[\xi=\xi^{\prime} \& \eta \leq \eta^{\prime}\right] .
$$

Finally, for $x \in P$ put

$$
\left.\varphi_{n}(x)=\langle | \leq_{f(x)}\left|,\left|\leq_{f(x)}\right| n\right|\right\rangle .
$$

We claim that $\bar{\varphi}=\left\{\varphi_{n}\right\}_{n \in \omega}$ is a $\Pi_{1}^{1}$-scale on $P$.
To prove this, assume that $\lim _{i} x_{i}=x$ with $x_{0}, x_{1}, \ldots$ in $P$ and that for each $n$ and all large $i$,

$$
\varphi_{n}\left(x_{i}\right)=\left\langle\lambda, \lambda_{n}\right\rangle .
$$

This implies immediately that for each $n$ and all large $i$,

$$
\left|\leq_{f\left(x_{i}\right)} \upharpoonright n\right|=\lambda_{n} .
$$

The key to the proof is the fact that $f$ is continuous, being recursive. Let us first use this to prove that the mapping

$$
n \mapsto \lambda_{n}
$$

is order-preserving from $\leq_{f(x)}$ into the ordinals. This holds because

$$
\begin{aligned}
n<_{f(x)} m \Longrightarrow & f(x)(\langle n, m\rangle)=1 \& f(x)(\langle m, n\rangle) \neq 1 \\
\Longrightarrow & \text { for all large } i, f\left(x_{i}\right)(\langle n, m\rangle)=1 \& f\left(x_{i}\right)(\langle m, n\rangle) \neq 1 \\
& \text { (by the continuity of } f) \\
\Longrightarrow & \text { for all large } i, n<_{f\left(x_{i}\right)} m \\
\Longrightarrow & \text { for all large } i,\left|\leq_{f\left(x_{i}\right)}\right| n\left|<\left|\leq_{f\left(x_{i}\right)}\right| m\right| \\
\Longrightarrow & \lambda_{n}<\lambda_{m},
\end{aligned}
$$

where the last implication is justified since for all large $i,\left|\leq_{f\left(x_{i}\right)}\right| n \mid=\lambda_{n}$.
Since $n \mapsto \lambda_{n}$ is order-preserving, $\leq_{f(x)}$ is a wellordering, i.e., $f(x) \in \mathrm{WO}$ and we know $P(x)$. The same fact implies that for every $n$,

$$
\left|\leq_{f(x)} \upharpoonright n\right| \leq \lambda_{n}
$$

since $\left|\leq_{f(x)} \backslash n\right|$ is the rank of $n$ in $\leq_{f(x)}$ and every order-preserving map dominates the rank function by 2G.7. Similarly,

$$
\left|\leq_{f(x)}\right| \leq \lambda,
$$

because

$$
\begin{aligned}
\left|\leq_{f(x)}\right| & =\operatorname{supremum}\left\{\left|\leq_{f(x)}\right| n \mid+1: n \in \omega\right\} \\
& \leq \operatorname{supremum}\left\{\lambda_{n}+1: n \in \omega\right\} \leq \lambda,
\end{aligned}
$$

the last inequality following from the fact that for each $n$ and all large $i$,

$$
\left.\lambda_{n}=\mid \leq_{f\left(x_{i}\right)}\right) n\left|<\left|\leq_{f\left(x_{i}\right)}\right|=\lambda ;\right.
$$

we are appealing here to $\left({ }^{*}\right)$, following the proof of Theorem 4A.3. Thus

$$
\varphi_{n}(x)=\langle | \leq_{f(x)}\left|,\left|\leq_{f(x)} \upharpoonright n\right|\right\rangle \leq\left\langle\lambda, \lambda_{n}\right\rangle
$$

and $\bar{\varphi}$ is a scale on $P$.
To show that $\bar{\varphi}$ is a $\Pi_{1}^{1}$-scale, find ( easily) a recursive $g$ such that for $\alpha \in \mathrm{LO}$,

$$
\leq_{g(\alpha, n)}=\leq_{\alpha} \upharpoonright n,
$$

and put

$$
\begin{aligned}
& S_{\Pi}(n, x, y) \Longleftrightarrow f(x) \leq_{\Pi} f(y) \\
& \&\left[\neg\left(f(y) \leq_{\Sigma} f(x)\right) \vee g(f(x), n) \leq_{\Pi} g(f(y), n)\right], \\
& S_{\Sigma}(n, x, y) \Longleftrightarrow f(x) \leq_{\Sigma} f(y) \\
& \&\left[\neg\left(f(y) \leq_{\Pi} f(x)\right) \vee g(f(x), n) \leq_{\Sigma} g(f(y), n)\right],
\end{aligned}
$$

where $\leq_{\Pi}, \leq_{\Sigma}$ are from 4A.2.
As with semiscales in the proof of the Kunen-Martin Theorem, here too we often need scales with very special properties. A scale $\bar{\varphi}=\left\{\varphi_{n}\right\}_{n \in \omega}$ on $P \subseteq \mathcal{X}$ is very good if the following two conditions hold:
(1) If $x_{0}, x_{1}, \ldots$ are in $P$ and for each $n$ and all large $i, \varphi_{n}\left(x_{i}\right)=\lambda_{n}$, then there exists some $x \in P$ such that $\lim _{i \rightarrow \infty} x_{i}=x$ (and hence for each $n, \varphi_{n}(x) \leq \lambda_{n}$ ).
(2) If $x, y$ are in $P$ and $\varphi_{n}(x) \leq \varphi_{n}(y)$, then for each $i \leq n, \varphi_{i}(x) \leq \varphi_{i}(y)$.

Condition (1) implies that $\bar{\varphi}$ is a good semiscale in the sense of 2 G .
4E.2. Lemma. Let $\Gamma$ be an adequate pointclass. If a pointset $P$ of type 1 in $\Gamma$ admits $a \Gamma$-scale, then $P$ admits a very good $\Gamma$-scale.

Proof. Assume at first that $P \subseteq \mathcal{N}$ is a set of irrationals and let $\bar{\psi}=\left\{\psi_{n}\right\}_{n \in \omega}$ be a $\Gamma$-scale on $P$. Choose $\lambda \geq \omega$ and large enough so that all the norms $\psi_{n}$ are into $\lambda$. For each $n$, wellorder the sequences of length $2 n$ of the form $\left(\xi_{0}, k_{0}, \xi_{1}, k_{1}, \ldots, \xi_{n}, k_{n}\right)$ ( $\xi_{i}<\lambda, k_{i} \in \omega$ ) lexicographically,

$$
\begin{aligned}
\left(\xi_{0}, k_{0}, \ldots, \xi_{n}, k_{n}\right) \leq & \left(\eta_{0}, l_{0}, \ldots, \eta_{n}, l_{n}\right) \\
\Longleftrightarrow & \xi_{0}<\eta_{0} \\
& \vee\left[\xi_{0}=\eta_{0} \& k_{0}<l_{0}\right] \\
& \vee\left[\xi_{0}=\eta_{0} \& k_{0}=l_{0} \& \xi_{1}<\eta_{1}\right] \\
& \vee \cdots \\
& \vee\left[\xi_{0}=\eta_{0} \& \cdots \& \xi_{n}=\eta_{n} \& k_{n} \leq l_{n}\right]
\end{aligned}
$$

and let

$$
\left(\xi_{0}, k_{0}, \ldots, \xi_{n}, k_{n}\right) \mapsto\left\langle\xi_{0}, k_{0}, \ldots, \xi_{n}, k_{n}\right\rangle
$$

be an order-preserving map of this ordering into the ordinals. Finally put

$$
\varphi_{n}(\alpha)=\left\langle\psi_{0}(\alpha), \alpha(0), \psi_{1}(\alpha), \alpha(1), \ldots, \psi_{n}(\alpha), \alpha(n)\right\rangle
$$

We will show that $\bar{\varphi}=\left\{\varphi_{n}\right\}_{n \in \omega}$ is a very good $\Gamma$-scale on $P$.
Suppose first that $\alpha_{0}, \alpha_{1}, \ldots$ are in $P$ and for each $n$ and all large $i, \varphi_{n}\left(\alpha_{i}\right)$ is constant,

$$
\begin{aligned}
\varphi_{n}\left(\alpha_{i}\right) & =\left\langle\psi_{0}\left(\alpha_{i}\right), \alpha_{i}(0), \ldots, \psi_{n}\left(\alpha_{i}\right), \alpha_{i}(n)\right\rangle \\
& =\left\langle\xi_{0}^{n}, k_{0}^{n}, \ldots, \xi_{n}^{n}, k_{n}^{n}\right\rangle .
\end{aligned}
$$

Since by the definition

$$
k_{j}^{n}=\alpha_{i}(j) \quad(j \leq n, \text { all large } i),
$$

it follows that

$$
k_{j}^{n}=k_{j}
$$

is independent of $n$ and

$$
\lim _{i \rightarrow x} \alpha_{i}=\alpha=\left(k_{0}, k_{1}, \ldots\right)
$$

Similarly,

$$
\xi_{j}^{n}=\psi_{j}\left(\alpha_{i}\right) \quad(j \leq n, \text { all large } i),
$$

so that

$$
\xi_{j}^{n}=\xi_{j}
$$

is independent of $n$ and for all large $i$,

$$
\psi_{j}\left(\alpha_{i}\right)=\xi_{j} .
$$

Since $\bar{\psi}$ is a scale, we thus have $\alpha \in P$ and for each $j, \psi_{j}(\alpha) \leq \xi_{j}$; from this follows immediately that for each $n$,

$$
\varphi_{n}(\alpha) \leq\left\langle\xi_{0}, k_{0}, \xi_{1}, k_{1}, \ldots, \xi_{n}, k_{n}\right\rangle .
$$

It is also immediate from the definition that for $x, y$ in $P$,

$$
\varphi_{n}(x) \leq \varphi_{n}(y) \Longrightarrow \text { for each } i \leq n, \varphi_{i}(x) \leq \varphi_{i}(y),
$$

so that $\bar{\varphi}$ is a very good scale.
To prove that $\bar{\varphi}$ is a $\Gamma$-scale, let

$$
\alpha \sim_{\psi_{i}} \beta \Longleftrightarrow \alpha \leq_{\psi_{i}}^{*} \beta \& \beta \leq_{\psi_{i}}^{*} \alpha
$$

and put

$$
\begin{aligned}
R(n, \alpha, \beta) \Longleftrightarrow & \alpha<_{\psi_{0}}^{*} \beta \\
& \vee\left[\alpha \sim_{\psi_{0}} \beta \& \alpha(0)<\beta(0)\right] \\
& \vee \cdots \\
& \vee\left[\alpha \sim_{\psi_{0}} \beta \& \alpha(0)=\beta(0) \& \cdots \& \alpha \sim_{\psi_{n}} \beta \& \alpha(n) \leq \beta(n)\right] \\
\Longleftrightarrow & (\exists i \leq n)\left\{(\forall j<i)\left[\alpha \sim_{\psi_{j}} \beta \& \alpha(j)=\beta(j)\right]\right. \\
& \&\left[\alpha<_{\psi_{i}}^{*} \beta \vee\left[\alpha \sim_{\psi_{i}} \beta \& \alpha(i)<\beta(i)\right]\right. \\
& \left.\left.\vee\left[i=n \& \alpha \sim_{\psi_{i}} \beta \& \alpha(i) \leq \beta(i)\right]\right]\right\} .
\end{aligned}
$$

Clearly $R$ is in $\Gamma$ and

$$
\alpha \leq_{\varphi_{n}}^{*} \beta \Longleftrightarrow R(n, \alpha, \beta),
$$

so $\bar{\varphi}$ is a $\Gamma$-scale, since the argument for $<_{\varphi_{n}}^{*}$ is similar.
Finally, if $Q \subseteq \mathcal{X}$ is of type 1 with $\mathcal{X} \neq \mathcal{N}$, let

$$
\pi: \mathcal{N} \hookrightarrow \mathcal{X}
$$

be a recursive isomorphism, let

$$
P=\pi^{-1}[Q]
$$

and verify easily the following two propositions: if $\bar{\psi}$ is a $\Gamma$-scale of $Q$, then the sequence

$$
\psi_{n}^{*}(\alpha)=\psi_{n}(\pi \alpha)
$$



Figure 4E.1. Uniformizing via a very good scale.
is a $\Gamma$-scale on $P$ and if $\bar{\varphi}$ is a very good $\Gamma$-scale on $P$, then the sequence

$$
\varphi_{n}^{*}(x)=\varphi_{n}\left(\pi^{-1} x\right)
$$

is a very $\operatorname{good} \Gamma$-scale on $Q$.
There are many interesting results about scales and we will look at some of them in the exercises and again in Chapter 6. Here we concentrate on the relation between scales and uniformization.

4E.3. The Uniformization Lemma. If $\Gamma$ is adequate, $\mathcal{X}$ is of type 0 or 1 and $P \subseteq \mathcal{X} \times \mathcal{N}$ admits a $\Gamma$-scale, then $P$ can be uniformized by some $P^{*}$ in $\forall^{\mathcal{N}} \Gamma$.

Proof. By 4E.2, let $\bar{\varphi}=\left\{\varphi_{n}\right\}_{n \in \omega}$ be a very good $\Gamma$-scale on $P$, let

$$
R(n, x, \alpha) \Longleftrightarrow(\forall \beta)\left[(x, \alpha) \leq_{\varphi_{n}}^{*}(x, \beta)\right]
$$

and put

$$
P^{*}(x, \alpha) \Longleftrightarrow(\forall n) R(n, x, \alpha) .
$$

It is sufficient to show that $P^{*}$ uniformizes $P$, since $R$ is obviously in $\forall^{\mathcal{N}} \Gamma$ and hence $P^{*}$ is in $\forall^{\mathcal{N}} \Gamma$.

To begin with, clearly

$$
P^{*}(x, \alpha) \Longrightarrow P(x, \alpha),
$$

since

$$
\begin{aligned}
P^{*}(x, \alpha) & \Longrightarrow(x, \alpha) \leq_{\varphi_{0}}^{*}(x, \alpha) \\
& \Longrightarrow P(x, \alpha) .
\end{aligned}
$$

Assume now that for some fixed $x,(\exists \alpha) P(x, \alpha)$; we must show that in the case there is exactly one $\alpha$ such that $P^{*}(x, \alpha)$.

Keeping $x$ fixed, put

$$
\lambda_{n}=\operatorname{infimum}\left\{\varphi_{n}(x, \alpha): P(x, \alpha)\right\}
$$

and let (see Figure 4E.1)

$$
\begin{aligned}
A_{0} & =\{\alpha: P(x, \alpha)\} \\
A_{n+1} & =\left\{\alpha: P(x, \alpha) \& \varphi_{n}(x, \alpha)=\lambda_{n}\right\} \\
& =\left\{\alpha:(\forall \beta)\left[(x, \alpha) \leq_{\varphi_{n}}^{*}(x, \beta)\right]\right\} \\
& =\{\alpha: R(n, x, \alpha)\} .
\end{aligned}
$$

Clearly each $A_{n}$ is non-empty and

$$
P^{*}(x, \alpha) \Longleftrightarrow \bigwedge_{n}\left[\alpha \in A_{n}\right],
$$

so it is enough to prove that $\bigcap_{n} A_{n}$ is a singleton.
Notice that

$$
A_{0} \supseteq A_{1}
$$

and by the second condition on a very good scale,

$$
(\forall \beta)\left[(x, \alpha) \leq_{\varphi_{n+1}}^{*}(x, \beta)\right] \Longrightarrow(\forall \beta)\left[(x, \alpha) \leq_{\varphi_{n}}^{*}(x, \beta)\right],
$$

so that in fact

$$
A_{0} \supseteq A_{1} \supseteq A_{2} \supseteq \cdots .
$$

Choose now some $\alpha_{i} \in A_{i}$, one for each $i$. We then have $\varphi_{n}\left(x, \alpha_{i}\right)=\lambda_{n}$ for each $i>n$, so by the first condition on a very good scale, there is some $\alpha$ such that

$$
\alpha=\lim _{i \rightarrow \infty} \alpha_{i},
$$

$P(x, \alpha)$, and for each $n$,

$$
\varphi_{n}(x, \alpha) \leq \lambda_{n} ;
$$

by the definition of $\lambda_{n}$ then,

$$
\varphi_{n}(x, \alpha)=\lambda_{n},
$$

so $\alpha \in \bigcap_{n} A_{n}$ and this intersection is non-empty. Moreover, if also $\beta \in \bigcap_{n} A_{n}$ then the sequence

$$
\alpha_{0}, \beta, \alpha_{1}, \beta, \alpha_{2}, \beta, \ldots=\gamma_{0}, \gamma_{1}, \gamma_{2}, \gamma_{3}, \ldots
$$

has the property that for each $n$ and all large $i, \varphi_{n}\left(x, \gamma_{i}\right)$ is constant, so that $\lim _{i \rightarrow \infty} \gamma_{i}$ must converge, presumably both to $\beta$ and to $\alpha=\lim _{i \rightarrow \infty} \alpha_{i}$, so that $\beta=\alpha$. Hence $\bigcap_{n} A_{n}$ is the singleton $\{\alpha\}$, which is what we needed to show.

A pointclass $\Gamma$ has the uniformization property if every $P \subseteq \mathcal{X} \times \mathcal{Y}$ in $\Gamma$ can be uniformized by some $P^{*}$ in $\Gamma$.

4E.4. The Novikov-Kondo-Addison Uniformization Theorem. The pointclasses $\Pi_{1}^{1}, \prod_{\sim}^{1}, \Sigma_{2}^{1},{\underset{\sim}{2}}_{1}^{1}$ have the uniformization property (Kondo [1938] ${ }^{(19-22)}$ ).

Proof. Suppose first that $P \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\Pi_{1}^{1}$. If $\mathcal{Y}$ is of type 0 , the result follows from 4B.4. If not, let

$$
\pi: \mathcal{N} \multimap \mathcal{Y}
$$

be a $\Delta_{1}^{1}$ isomorphism of $\mathcal{N}$ with $\mathcal{Y}$, let

$$
\sigma: \mathcal{X}^{*} \mapsto \mathcal{X}
$$

be a $\Delta_{1}^{1}$ isomorphism of $\mathcal{X}$ with some space $\mathcal{X}^{*}$ of type 0 or 1 and define $Q \subseteq \mathcal{X}^{*} \times \mathcal{N}$ by

$$
Q(x, \alpha) \Longleftrightarrow P(\sigma(x), \pi(\alpha))
$$

Now $Q$ is $\Pi_{1}^{1}$ and by 4E. 3 we can find a $\Pi_{1}^{1}$ set $Q^{*} \subseteq \mathcal{X}^{*} \times \mathcal{N}$ which uniformizes $Q$. It is immediate that the $\Pi_{1}^{1}$ set

$$
P^{*}(x, y) \Longleftrightarrow Q^{*}\left(\sigma^{-1}(x), \pi^{-1}(y)\right)
$$

uniformizes $P$.
The argument for $\boldsymbol{\Pi}_{1}^{1}$ is identical.
If $P \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\Sigma_{2}^{1}$, then

$$
P(x, y) \Longleftrightarrow(\exists \alpha) Q(x, y, \alpha)
$$

with $Q$ in $\Pi_{1}^{1}$. Applying the result about $\Pi_{1}^{1}$ to $Q \subseteq \mathcal{X} \times(\mathcal{Y} \times \mathcal{N})$, we get a $\Pi_{1}^{1}$ set $Q^{*} \subseteq \mathcal{X} \times(\mathcal{Y} \times \mathcal{N})$ which uniformizes $Q$. Then

$$
P^{*}(x, y) \Longleftrightarrow(\exists \alpha) Q^{*}(x, y, \alpha)
$$

is easily seen to uniformize $P$.
We will see in Chapter 5 that this is just about the strongest uniformization theorem which can be proved in Zermelo-Fraenkel set theory; it is consistent with the axioms of Zermelo-Fraenkel (including choice) that there exists a $\Pi_{2}^{1}$ set which cannot be uniformized by any "definable" set-in particular, it cannot be uniformized by any projective set.

Among the many important consequences of the uniformization theorem, perhaps the most significant is the basis result for $\Sigma_{2}^{1}$ which we now explain.

A set of points (in various spaces) $\mathcal{B}$ is called $a$ basis for a pointclass $\Gamma$, if every non-empty set in $\Gamma$ has a member in $\mathcal{B}$, i.e., for $P \subseteq \mathcal{X}$ in $\Gamma$,

$$
(\exists x) P(x) \Longleftrightarrow(\exists x \in \mathcal{B}) P(x) .
$$

We also say that a pointclass $\Lambda$ is $a$ basis for $\Gamma$ if the set of $\Lambda$-recursive points is a basis for $\Gamma$, i.e., for $P$ in $\Gamma$,

$$
(\exists x) P(x) \Longleftrightarrow(\exists x \in \Lambda) P(x) .
$$

In 4D. 10 we proved that $\Delta_{1}^{1}$ is not a basis for $\Pi_{1}^{0}$, and hence it is not a basis for $\Sigma_{1}^{1}$ or $\Pi_{1}^{1}$.

4E.5. The Basis Theorem for $\Sigma_{2}^{1}$. The pointclass $\Delta_{2}^{1}$ is a basis for $\Sigma_{2}^{1}$ and more generally, for each $x, \Delta_{2}^{1}(x)$ is a basis for $\Sigma_{2}^{1}(x)$. Thus, if $P \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\Sigma_{2}^{1}$, then

$$
(\exists y) P(x, y) \Longleftrightarrow\left(\exists y \in \Delta_{2}^{1}(x)\right) P(x, y) .
$$

Proof. The second assertion immediately implies the first. To prove it, given $P \subseteq \mathcal{X} \times \mathcal{Y}$, choose $P^{*} \subseteq \mathcal{X} \times \mathcal{Y}$ in $\Sigma_{2}^{1}$ which uniformizes $P$. If $(\exists y) P(x, y)$, then there exists exactly one $y$ which satisfies $P^{*}(x, y)$, call it $y^{*}$; clearly

$$
\begin{aligned}
y^{*} \in N_{s} & \Longleftrightarrow(\exists y)\left[P^{*}(x, y) \& y \in N_{s}\right] \\
& \Longleftrightarrow(\forall y)\left[P^{*}(x, y) \Longrightarrow y \in N_{s}\right],
\end{aligned}
$$

so $y^{*}$ is $\Delta_{2}^{1}(x)$-recursive.
Again this result is best possible in Zermelo-Fraenkel set theory, i.e., we cannot prove in this theory that every non-empty $\Pi_{2}^{1}$ set must contain a "definable" element.

## Exercises

4E.6. Suppose $\Gamma$ is an adequate pointclass closed under substitution of $\Delta_{1}^{1}$ functions. Prove that if every pointset of type 1 in $\Gamma$ admits a $\Gamma$-scale, then every pointset in $\Gamma$ admits a very good $\Gamma$-scale.

In particular, $\Pi_{1}^{1}$ and ${\underset{\sim}{1}}_{1}^{1}$ are scaled.
Hint. Suppose $P \subseteq \mathcal{X}$ is given, $P$ in $\Gamma$. Using 3E.6, let

$$
\pi: \mathcal{N} \rightarrow \mathcal{X}
$$

be a recursive surjection of $\mathcal{N}$ onto $\mathcal{X}$ such that for some $\Pi_{1}^{0}$ set $A \subseteq \mathcal{N}, \pi[A]=\mathcal{X}$ and $\pi f(x)=x$ for every $x \in \mathcal{X}$, with a $\Delta_{1}^{1}$ function such that $f[\mathcal{X}]=A$. Put

$$
Q(\alpha) \Longleftrightarrow \alpha \in A \& P(\pi(\alpha))
$$



Figure 4E.2. The leftmost infinite branch.
so $Q$ is in $\Gamma$ and by hypothesis and 4E.2, $Q$ admits a very good $\Gamma$-scale $\bar{\psi}=\left\{\psi_{n}\right\}_{n \in \omega}$. On $P$ set

$$
\varphi_{n}(x)=\psi_{n}(f(x))
$$

and show that $\bar{\varphi}$ is a very good $\Gamma$-scale. The key point is the continuity of $\pi$; it implies that if $x_{0}, x_{1}, \ldots$ are in $P$ and $\alpha_{i}=f\left(x_{i}\right)$, then $\lim _{i \rightarrow \infty} x_{i}=\lim _{i \rightarrow \infty} \pi\left(\alpha_{i}\right)=\pi(\alpha)$ with $\pi(\alpha) \in P$.

The analog of 4B. 3 also holds for scales, i.e., if $\Gamma$ is scaled, adequate and closed under $\forall^{\mathcal{N}}$, then $\exists^{\mathcal{N}} \Gamma$ is also scaled. There is a bit of computation to this and we will postpone it until Chapter 6 when we will need it.

The next result is implicit in the proof of 4E.4, but we put it down for the record.
4E.7. Prove that if $\Gamma$ is adequate and closed under substitution of $\Delta_{1}^{1}$ functions and $\forall^{\mathcal{N}}$ and if every pointset of type 1 in $\Gamma$ admits a $\Gamma$-scale, then both $\Gamma$ and $\exists^{\mathcal{N}} \Gamma$ have the uniformization property.

Every non-empty $\Sigma_{1}^{1}$ set has a $\Delta_{2}^{1}$ member by 4 E .5 but need not have a $\Delta_{1}^{1}$ member by 4D.10. The correct basis for $\Sigma_{1}^{1}$ is a small part of $\Delta_{2}^{1}$, by the next result.

With each relation $P \subseteq \mathcal{X}=\omega^{k}$ on a space of type 0 we associate its contracted characteristic function $\alpha_{P}$,

$$
\alpha_{P}(n)= \begin{cases}1 & \text { if } P\left((n)_{1}, \ldots,(n)_{k}\right), \\ 0 & \text { if } \neg P\left((n)_{1}, \ldots,(n)_{k}\right) .\end{cases}
$$

We call a set, function or point recursive in $P$ if it is recursive in $\alpha_{P}$. Notice that we only define these notions here for $P$ of type 0 - the correct concept of recursion relative to an arbitrary pointset is quite complicated and we will not go into it now.

4E. 8 (Kleene's Basis Theorem, Kleene [1955b], ${ }^{(23)}$ ). Prove that there is a fixed $\Sigma_{1}^{1}$ set $P \subseteq \omega$ such that $\{x: x$ is recursive in $P\}$ is a basis for $\Sigma_{1}^{1}$.

Hint. It is enough to get a set $P$ of type 0 with the required property, which can then be "contracted" to a subset of $\omega$. Suppose

$$
Q(\alpha) \Longleftrightarrow(\exists \beta)(\forall t) R(\bar{\alpha}(t), \bar{\beta}(t))
$$

is a typical $\Sigma_{1}^{1}$ set of irrationals with $R$ recursive. As usually, we can think of $Q$ as the projection

$$
Q=\mathfrak{p}[T]
$$

of the tree $T$ on $\omega \times \omega$,

$$
T=\left\{\left(a_{0}, b_{0}, a_{1}, b_{1}, \ldots, a_{t-1}, b_{t-1}\right):(\forall i<t) R\left(\left\langle a_{0}, \ldots, a_{i}\right\rangle,\left\langle b_{0}, \ldots, b_{i}\right\rangle\right)\right\}
$$

Any infinite branch of this tree will determine an element of $Q$, so our aim is to find a definable infinite branch. The basic idea of the proof is that the leftmost infinite branch (see Figure 4E.2) of $T$ is recursive in some $\Sigma_{1}^{1}$ set $P$ of type 0 .

Recall the function $u * v$ from (*18) of 3A. 6 and suppose that we can find integers $a_{0}, b_{0}, a_{1}, b_{1}, \ldots$ such that for every $n$,

$$
\begin{equation*}
(\exists \alpha)(\exists \beta)(\forall t) R\left(\left\langle a_{0}, \ldots, a_{n-1}\right\rangle * \bar{\alpha}(t),\left\langle b_{0}, \ldots, b_{n-1}\right\rangle * \bar{\beta}(t)\right) ; \tag{*}
\end{equation*}
$$

choosing $\alpha, \beta$ to witness this, and taking $t=0$, we have in particular

$$
(\forall n) R\left(\left\langle a_{0}, \ldots, a_{n-1}\right\rangle,\left\langle b_{0}, \ldots, b_{n-1}\right\rangle\right)
$$

i.e., with $\alpha(n)=a_{n}, \beta(n)=b_{n}$ now, we have

$$
(\forall n) R(\bar{\alpha}(n), \bar{\beta}(n))
$$

so $\alpha \in Q$.
It is clear that $(*)$ simply asserts that an infinite branch of $T$ starts with the finite sequence $\left(a_{0}, b_{0}, \ldots, a_{n-1}, b_{n-1}\right)$. We now choose for each $n$ the leftmost finite sequence which is the beginning of some infinite branch. To be precise, put

$$
P(u, v) \Longleftrightarrow(\exists \alpha)(\exists \beta)(\forall t) R(u * \bar{\alpha}(t), v * \bar{\beta}(t))
$$

clearly $P$ is $\Sigma_{1}^{1}$. It is easy to verify that

$$
P(u, v) \Longrightarrow(\exists n)(\exists m) P(u *\langle n\rangle, v *\langle m\rangle)
$$

Thus we can define $\alpha=\left(a_{0}, a_{1}, \ldots\right), \beta=\left(b_{0}, b_{1}, \ldots\right)$ as above, recursive in $P$, by the simple recursion

$$
\begin{aligned}
& \alpha(t)=\left(\mu s P\left(\bar{\alpha}(t) *\left\langle(s)_{0}\right\rangle, \bar{\beta}(t) *\left\langle(s)_{1}\right\rangle\right)\right)_{0} \\
& \beta(t)=\left(\mu s P\left(\bar{\alpha}(t) *\left\langle(s)_{0}\right\rangle, \bar{\beta}(t) *\left\langle(s)_{1}\right\rangle\right)\right)_{1}
\end{aligned}
$$

This shows how to assign to each $\Sigma_{1}^{1}$ set $Q \subseteq \mathcal{N}$ a $\Sigma_{1}^{1}$ set $P$ of type 0 such that $\{x: x$ is recursive in $P\}$ is a basis for the single pointset $Q$. To get a single $P$ so that $\{x: x$ is recursive in $P\}$ is a basis for $\Sigma_{1}^{1}$ subsets of $\mathcal{N}$, apply this procedure to some $Q \subseteq \omega \times \mathcal{N}$ which is universal for $\Sigma_{1}^{1} \upharpoonright \mathcal{N}$. Moreover, to see that this yields a basis for $\Sigma_{1}^{1}$, use the fact that for every $\mathcal{X}$ there is a recursive surjection $\pi: \mathcal{N} \rightarrow \mathcal{X}$ and that if $\alpha$ is recursive in $P$ and $\pi$ is recursive, then $\pi(\alpha)$ is recursive in $P$.

It should be quite obvious by now that every basis result implies some uniformization result, at least implicitly, as a corollary of its proof. The uniformization theorem that comes out of the preceding exercise is a bit messy, but it is worth putting down because it implies that we can always find measurable uniformizations for ${\underset{\sim}{~}}_{1}^{1}$ sets.

4E.9. Prove that every ${\underset{\sim}{\Sigma}}_{1}^{1}$ set $Q \subseteq \mathcal{X} \times \mathcal{Y}$ can be uniformized by some $Q^{*} \subseteq Q$ which can be constructed from ${\underset{\sim}{\Sigma}}_{1}^{1}$ and $\prod_{1}^{1}$ sets using the operations $\&, \vee, \exists^{\omega}, \forall^{\omega}$.

Infer that if $Q \subseteq \mathcal{X} \times \mathcal{Y}$ is ${\underset{\sim}{\Sigma}}_{1}^{1}$ and $D=\exists^{\mathcal{Y}} Q$ is the projection of $Q$ on $\mathcal{X}$, then we can find a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ which is Baire-measurable, absolutely measurable and such that $(\forall x \in D) Q(x, f(x))$. (The von Neumann Selection Theorem, Neumann [1949]. ${ }^{(23)}$ )

Hint. It is enough to prove the result for $\mathcal{X} \times \mathcal{N}$ with $\mathcal{X}$ of type 1 , since the smallest pointclass containing ${\underset{\sim}{1}}_{1}^{1}$ and ${\underset{\sim}{1}}_{1}^{1}$ and closed under $\&, \vee, \exists^{\omega}, \forall^{\omega}$ is easily closed under Borel substitutions.

Suppose then that

$$
Q(x, \alpha) \Longleftrightarrow(\exists \beta)(\forall t) R(x, \bar{\alpha}(t), \bar{\beta}(t))
$$

with $R$ clopen and put

$$
\begin{aligned}
P(x, u, v) \Longleftrightarrow & (\exists \alpha)(\exists \beta)(\forall t) R(x, u * \bar{\alpha}(t), v * \bar{\beta}(t)), \\
P^{*}(x, t, u, v) \Longleftrightarrow & \operatorname{Seq}(u) \& \operatorname{Seq}(v) \& \operatorname{lh}(u)=\operatorname{lh}(v)=t \\
& \& P(x, u, v) \\
& \&\left(\forall u^{\prime}\right)\left(\forall v^{\prime}\right)\left\{\left[\operatorname{Seq}\left(u^{\prime}\right) \& \operatorname{Seq}\left(v^{\prime}\right) \& \operatorname{lh}\left(u^{\prime}\right)=\operatorname{lh}\left(v^{\prime}\right)=t\right.\right. \\
& \left.\left.\&\left(u^{\prime}, v^{\prime}\right) \prec_{t}(u, v)\right] \Longrightarrow \neg P(x, u, v)\right\},
\end{aligned}
$$

where $\prec_{t}$ is the lexicographic ordering of the pairs of sequences of length $t$ with the given codes,

$$
\begin{array}{r}
\left(u^{\prime}, v^{\prime}\right) \prec_{t}(u, v) \Longleftrightarrow(\exists i<t)\left[(\forall j<i)\left[\left\langle\left(u^{\prime}\right)_{j},\left(v^{\prime}\right)_{j}\right\rangle=\left\langle(u)_{j},(v)_{j}\right\rangle\right]\right. \\
\left.\&\left\langle\left(u^{\prime}\right)_{i},\left(v^{\prime}\right)_{i}\right\rangle<\left\langle(u)_{i},(v)_{i}\right\rangle\right] .
\end{array}
$$

It is clear from the proof of 4 E .8 that the relation

$$
Q^{*}(x, \alpha) \Longleftrightarrow(\forall t)(\exists v) P^{*}(x, t, \bar{\alpha}(t), v)
$$

uniformizes $Q$.
For the second assertion, assume first $Q \subseteq \mathcal{X} \times \mathcal{N}$ and define $P, P^{*}, Q^{*}$ as above, choose a fixed $\alpha_{0} \in \mathcal{N}$ and put

$$
f(x)= \begin{cases}\alpha_{0} & \text { if }(\forall \alpha) \neg Q(x, \alpha) \\ \alpha & \text { if }(\exists \alpha) Q(x, \alpha) \text { and } Q^{*}(x, \alpha) .\end{cases}
$$

For any closed $F \subseteq \mathcal{N}$ we have

$$
f(x) \in F \Longleftrightarrow\left[\alpha_{0} \in F \&(\forall \alpha) \neg Q(x, \alpha)\right] \vee(\exists \alpha)\left[\alpha \in F \& Q^{*}(x, \alpha)\right]
$$

and since ${\underset{\sim}{1}}_{1}^{1}$ sets have the property of Baire and are $\mu$-measurable for each $\sigma$-finite Borel measure $\mu$, it is enough to prove that the set

$$
B=\left\{x:(\exists \alpha)\left[\alpha \in F \& Q^{*}(x, \alpha)\right]\right\}
$$

has the same properties. Computing,

$$
\begin{aligned}
x \in B & \Longleftrightarrow(\exists \alpha)(\forall t)\left\{(\exists v) P^{*}(x, t, \bar{\alpha}(t), v) \&(\exists \beta)[\bar{\beta}(t)=\bar{\alpha}(t) \& \beta \in F]\right\} \\
& \Longleftrightarrow(\exists \alpha)(\forall t)\left[x \in S_{\bar{\alpha}(t)}\right],
\end{aligned}
$$

where

$$
S_{\bar{\alpha}(t)}=\left\{x:(\exists v) P^{*}(x, t, \bar{\alpha}(t), v) \&(\exists \beta)[\bar{\beta}(t)=\bar{\alpha}(t) \& \beta \in F]\right\} .
$$

Now each $S_{u}$ is absolutely measurable and has the property of Baire by 2 H .8 and 2H. 5 and

$$
B=\mathscr{A}_{u} S_{u},
$$

so by the same results, $B$ is absolutely measurable and has the property of Baire.

In the general case, if $P \subseteq \mathcal{X} \times \mathcal{Y}$ with $\mathcal{Y}$ perfect, let $\pi: \mathcal{N} \hookrightarrow \mathcal{Y}$ be a Borel isomorphism, let $Q \subseteq \mathcal{X} \times \mathcal{N}$ be defined by

$$
Q(x, \alpha) \Longleftrightarrow P(x, \pi(\alpha))
$$

and choose $f: \mathcal{X} \rightarrow \mathcal{N}$ as above. Take

$$
g(x)=\pi(f(x))
$$

and verify easily that $g$ has the required properties, since for any Borel $A \subseteq \mathcal{Y}$, $g^{-1}[A]=\left\{x: f(x) \in \pi^{-1}[A]\right\}$.

This is the strongest result we can prove in Zermelo-Fraenkel set theory in this direction. We will see in Chapter 5 that it is consistent with this theory that there exists a function $f: \mathbb{R} \rightarrow \mathbb{R}$ whose graph is $\boldsymbol{\Pi}_{1}^{1}$ and which is not Lebesgue measurable; the graph of $f$, then, is a $\prod_{1}^{1}$ set in the plane which cannot be uniformized by the graph of a Lebesgue measurable function.

By 4E.5, every non-empty $\Pi_{1}^{1}$ set has a $\Delta_{2}^{1}$ member. The next exercise gives another basic result for $\Pi_{1}^{1}$ which is stronger, at least superficially.

For any pointclass $\Gamma$, a point $x$ is a $\Gamma$-singleton if the set $\{x\}$ is in $\Gamma$.
4E.10. Prove that the collection of $\Pi_{1}^{1}$-singletons is a basis for $\Pi_{1}^{1}$.
Hint. Given $P \subseteq \mathcal{X}$ in $\Pi_{1}^{1}$, let

$$
Q(n, x) \Longleftrightarrow P(x)
$$

and let $Q^{*} \subseteq Q$ uniformize $Q$ in $\Pi_{1}^{1}$. The unique $x$ such that $Q^{*}(0, x)$ is a $\Pi_{1}^{1}$-singleton in $P$.

On the other hand, if we impose the weakest natural closure property on a basis for $\Pi_{1}^{1}$, then this basis must include all of $\Delta_{2}^{1}$.

4E.11. Suppose $\mathcal{B}$ is a set of points which is a basis for $\Pi_{1}^{1}$ and which is closed under Turing reducibility $\leq_{T}$, i.e.,

$$
y \in \mathcal{B} \text { and } x \text { is recursive in } y \Longrightarrow x \in \mathcal{B} .
$$

Prove that $\mathcal{B}$ contains every $\Delta_{2}^{1}$ point.
Hint. If $\alpha$ is a $\Delta_{2}^{1}$ irrational, then the set $P=\{\beta: \beta=\alpha\}$ is easily $\Sigma_{2}^{1}$,

$$
P(\beta) \Longleftrightarrow(\exists \gamma)\left\{(\forall s)\left[\gamma \in N_{s} \Longrightarrow \alpha \in N_{s}\right] \& \gamma=\beta\right\}
$$

Let

$$
P(\beta) \Longleftrightarrow(\exists \gamma) Q(\beta, \gamma)
$$

with $Q$ in $\Pi_{1}^{1}$ and let $Q^{*} \subseteq Q$ be in $\Pi_{1}^{1}$ and uniformize $Q$. Now $Q^{*}$ is non-empty, so it must contain a point of $\mathcal{B}$, which must be $(\alpha, \gamma)$ for some $\gamma$. Since $\alpha$ is recursive in $(\alpha, \gamma), \alpha \in \mathcal{B}$. It follows easily that $\mathcal{B}$ contains the $\Delta_{2}^{1}$ points in all spaces.

4E.12. Prove that for each perfect $\mathcal{X}$, the collection of $\Pi_{1}^{1}$-singletons in $\mathcal{X}$ is a $\Pi_{1}^{1}$ pointset - and hence a proper subset of $\Delta_{2}^{1} \cap \mathcal{X}$ by 4D.16.

Hint. Choose a universal $\Pi_{1}^{1}$ pointset $G \subseteq \omega \times \mathcal{X}$, let $G^{*}$ uniformize $G$ and notice that

$$
x \text { is a } \Pi_{1}^{1} \text {-singleton } \Longleftrightarrow(\exists e) G^{*}(e, x) .
$$

## 4F. Additional results about $\Pi_{1}^{1}$

Most of the results in this chapter have been about a general Spector pointclass $\Gamma$, perhaps with an additional hypothesis that $\Gamma$ is closed under $\forall^{\mathcal{N}}$ or that it has the scale property. Here we will look at some very specific properties of $\Pi_{1}^{1}$ which do not follow easily from neat, axiomatic assumptions. These results too will be extended to some of the higher Kleene pointclasses in Chapter 6, using strong set-theoretic hypotheses, but we will need new proofs for them.

First, an effective version of the Perfect Set Theorem 2C.2.
4F.1. The Effective Perfect Set Theorem (Harrison [1967]). If $P \subseteq \mathcal{X}$ is a $\Sigma_{1}^{1}$ pointset which has at least one member not in $\Delta_{1}^{1}$, then $P$ has a non-empty perfect subset.

Similarly, if $P$ is $\Sigma_{1}^{1}(z)$ with some member not in $\Delta_{1}^{1}(z)$, then $P$ has a non-empty perfect subset.

In particular, if $P \subseteq \mathcal{X}$ is $\Sigma_{1}^{1}(z)$ and countable, then $P \subseteq \Delta_{1}^{1}(z) \cap \mathcal{X}$.
Proof (Mansfield [1970]). The argument for $\Sigma_{1}^{1}(z)$ is identical with that for $\Sigma_{1}^{1}$, so we only prove the absolute version.

We may assume that $P$ has no $\Delta_{1}^{1}$ members, since $\left\{x \in P: x \notin \Delta_{1}^{1}\right\}$ is also $\Sigma_{1}^{1}$ by 4D.14. Suppose $\mathcal{X}=\mathcal{N}$, to begin with, choose a recursive $R$ such that

$$
P(\alpha) \Longleftrightarrow(\exists \beta)(\forall t) R(\bar{\alpha}(t), \bar{\beta}(t)),
$$

and let

$$
\begin{aligned}
& T=\left\{\left(a_{0}, b_{0}, \ldots, a_{n-1}, b_{n-1}\right):(\forall i<n) R\left(\left\langle a_{0}, \ldots, a_{i}\right\rangle,\left\langle b_{0}, \ldots, b_{i}\right\rangle\right)\right. \\
& \left.\quad \&\left(\exists \alpha^{\prime}\right)(\exists \beta)(\forall t) R\left(\left\langle a_{0}, \ldots, a_{n-1}\right\rangle * \overline{\alpha^{\prime}}(t),\left\langle b_{0}, \ldots, b_{n-1}\right\rangle * \bar{\beta}(t)\right)\right\} ;
\end{aligned}
$$

clearly $T$ is a tree on $\omega \times \omega$ and in the notation of 2C,

$$
P=\mathfrak{p}[T] .
$$

Look up the proof of the Perfect Set Theorem 2C.2. We claim that in the notation used there,

$$
T=S
$$

because if not, then there is some $u=\left(a_{0}, b_{0}, \ldots, a_{n-1}, b_{n-1}\right) \in T$ with $\mathfrak{p}\left[T_{u}\right]$ a singleton $\{\alpha\}$ and

$$
\begin{aligned}
& \alpha(n)=m \Longleftrightarrow\left(\exists \alpha^{\prime}\right)(\exists \beta)\left\{( \forall t ) R \left(\left\langle a_{0}, \ldots, a_{n-1}\right\rangle * \overline{\alpha^{\prime}}(t),\right.\right. \\
& \left.\left.\qquad\left\langle b_{0}, \ldots, b_{n-1}\right\rangle * \bar{\beta}(t)\right) \& \alpha^{\prime}(n)=m\right\},
\end{aligned}
$$

so easily $\alpha$ is $\Delta_{1}^{1}$.
Now $\mathfrak{p}[S]=\mathfrak{p}[T] \neq \emptyset$, so $P=\mathfrak{p}[T]$ has a perfect non-empty subset as in the proof of 2C.2.

The result follows for arbitrary $\mathcal{X}$ as in 2C.2, using 3E.6.
This theorem implies in particular that Borel sets with countable sections can be uniformized by Borel sets, see 4F.6.
The next result is a converse to 4 D .3 for the case $\Gamma=\Pi_{1}^{1}$. First a lemma.

4F.2. Lemma. There is a $\Pi_{1}^{0}$ relation $S(\alpha, \beta, \gamma)$, such that whenever $\beta \in \mathrm{WO}$ and $\alpha \in \mathrm{LO}$,

$$
\begin{aligned}
\alpha \in \text { WO } \&|\alpha| \leq|\beta| & \Longleftrightarrow(\exists \gamma) S(\alpha, \beta, \gamma) \\
& \Longleftrightarrow\left(\exists \gamma \in \Delta_{1}^{1}(\alpha, \beta)\right) S(\alpha, \beta, \gamma) .
\end{aligned}
$$

Proof. The notation is that of 4 A . As in the proof of 4 A .7 , put

$$
\begin{aligned}
Q(\alpha, \beta, \gamma) \Longleftrightarrow & \gamma \text { maps } \leq_{\alpha} \text { onto an initial segment of } \leq_{\beta} \text { in an order- } \\
& \text { perserving fashion and } \gamma=0 \text { outside the field of } \leq_{\alpha},
\end{aligned}
$$

where we allow "initial segment" to include all of $\leq_{\alpha}$. As in that exercise, $Q$ is easily $\Pi_{2}^{0}$, say

$$
Q(\alpha, \beta, \gamma) \Longleftrightarrow(\forall n)(\exists m) R(\alpha, \beta, \gamma, n, m)
$$

with $R$ recursive. Put further,

$$
Q^{*}(\alpha, \beta, \gamma, \delta) \Longleftrightarrow(\forall n) R(\alpha, \beta, \gamma, n, \delta(n))
$$

and notice that

$$
\begin{aligned}
Q(\alpha, \beta, \gamma) & \Longleftrightarrow(\exists \delta) Q^{*}(\alpha, \beta, \gamma, \delta) \\
& \Longleftrightarrow\left(\exists \delta \in \Delta_{1}^{1}(\alpha, \beta, \gamma)\right) Q^{*}(\alpha, \beta, \gamma, \delta),
\end{aligned}
$$

since if $(\exists \delta) Q^{*}(\alpha, \beta, \gamma, \delta)$, we can choose

$$
\delta(n)=\text { least } m R(\alpha, \beta, \gamma, n, m),
$$

and this $\delta$ is clearly in $\Delta_{1}^{1}(\alpha, \beta, \gamma)$.
Moreover, it is immediate that if $\beta \in \mathrm{WO}$ and $\alpha \in \mathrm{LO}$, then

$$
\begin{aligned}
\alpha \in \text { WO } \&|\alpha| \leq|\beta| & \Longrightarrow \text { there is a unique } \gamma \text { such that } Q(\alpha, \beta, \gamma) \\
& \Longrightarrow\left(\exists \gamma \in \Delta_{1}^{1}(\alpha, \beta)\right) Q(\alpha, \beta, \gamma),
\end{aligned}
$$

since the unique $\gamma$ such that $Q(\alpha, \beta, \gamma)$ is surely in $\Delta_{1}^{1}(\alpha, \beta)$. Thus we have, for $\beta \in$ WO and $\alpha \in \mathrm{LO}$,

$$
\begin{aligned}
\alpha \in \text { WO } \&|\alpha| \leq|\beta| & \Longleftrightarrow(\exists \gamma)(\exists \delta) Q^{*}(\alpha, \beta, \gamma, \delta) \\
& \Longleftrightarrow\left(\exists \gamma \in \Delta_{1}^{1}(\alpha, \beta)\right)\left(\exists \delta \in \Delta_{1}^{1}(\alpha, \beta, \gamma)\right) Q^{*}(\alpha, \beta, \gamma, \delta)
\end{aligned}
$$

with $Q^{*}$ in $\Pi_{1}^{0}$, so by 3 E .17

$$
\begin{aligned}
\alpha \in \text { WO } \&|\alpha| \leq|\beta| & \Longleftrightarrow(\exists \gamma)(\exists \delta) Q^{*}(\alpha, \beta, \gamma, \delta) \\
& \Longrightarrow\left(\exists \gamma \in \Delta_{1}^{1}(\alpha, \beta)\right)\left(\exists \delta \in \Delta_{1}^{1}(\alpha, \beta)\right) Q^{*}(\alpha, \beta, \gamma, \delta) .
\end{aligned}
$$

Finally, take

$$
S(\alpha, \beta, \gamma) \Longleftrightarrow Q^{*}\left(\alpha, \beta,(\gamma)_{0},(\gamma)_{1}\right)
$$

and verify easily that the lemma holds with this $S$.
4F.3. The Spector-Gandy Theorem (Spector [1960], also Gandy [1960]). For every $\Pi_{1}^{1}$ set $P \subseteq \mathcal{X}$, there is a $\Pi_{1}^{0}$ set $R \subseteq \mathcal{X} \times \mathcal{N}$ such that

$$
P(x) \Longleftrightarrow\left(\exists \alpha \in \Delta_{1}^{1}(x)\right) R(x, \alpha) .
$$

Proof. Suppose first that $P$ is $\Delta_{1}^{1}$. By 4A. 7 there is a $\Pi_{1}^{0}$ set $A \subseteq \mathcal{N}$ and a recursive $\pi: \mathcal{N} \rightarrow \mathcal{X}$ which is injective on $A$ and $\pi[A]=P$. Hence,

$$
\begin{aligned}
P(x) & \Longleftrightarrow(\exists \alpha)[\alpha \in A \& \pi(\alpha)=x] \\
& \Longleftrightarrow\left(\exists \alpha \in \Delta_{1}^{1}(x)\right)[\alpha \in A \& \pi(\alpha)=x]
\end{aligned}
$$

where the second equivalence holds because if $\pi(\alpha)=x$ and $\alpha \in A$, then $\alpha$ is the unique irrational satisfying these conditions and it is easily $\Delta_{1}^{1}(x)$. Thus for a $\Delta_{1}^{1}$ set $P$ we have the stronger representation:

$$
\begin{aligned}
P(x) & \Longleftrightarrow(\exists \alpha) R(x, \alpha) \\
& \Longleftrightarrow(\exists \text { a unique } \alpha) R(x, \alpha) \\
& \Longleftrightarrow\left(\exists \alpha \in \Delta_{1}^{1}(x)\right) R(x, \alpha),
\end{aligned}
$$

where $R$ is some $\Pi_{1}^{0}$ set.
Towards proving the result for $\Pi_{1}^{1}$ pointsets of type 0 or 1, recall first 4D. 14 according to which $\left\{(\alpha, x): \alpha \in \Delta_{1}^{1}(x)\right\}$ is $\Pi_{1}^{1}$. Hence, for $\mathcal{X}$ of type 0 or 1 , there is a recursive function $g: \mathcal{N} \times \mathcal{X} \rightarrow \mathcal{N}$ such that for each $\alpha, x, g(\alpha, x) \in \mathrm{LO}$ and

$$
\alpha \in \Delta_{1}^{1}(x) \Longleftrightarrow g(\alpha, x) \in \mathrm{WO} .
$$

For each $x$, let

$$
\omega_{1}^{x}=\operatorname{supremum}\{|\beta|: \beta \text { is recursive in } x, \beta \in \mathrm{WO}\} ;
$$

by the relativized version of 4A.4, easily, for each $x$

$$
\begin{equation*}
\operatorname{supremum}\left\{|g(\alpha, x)|: \alpha \in \Delta_{1}^{1}(x)\right\}=\omega_{1}^{x}, \tag{1}
\end{equation*}
$$

or else $\left\{\alpha: \alpha \in \Delta_{1}^{1}(x)\right\}$ would be $\Delta_{1}^{1}(x)$, contradicting 4D.16.
Suppose now $P \subseteq \mathcal{X}$ is $\Pi_{1}^{1}$, with $\mathcal{X}$ of type 0 or 1 , so there is a recursive $f: \mathcal{X} \rightarrow \mathcal{N}$ such that for each $x, f(x) \in \mathrm{LO}$ and

$$
P(x) \Longleftrightarrow f(x) \in \text { WO. }
$$

From (1) we get immediately

$$
P(x) \Longleftrightarrow\left(\exists \alpha \in \Delta_{1}^{1}(x)\right)[f(x) \in \text { WO } \&|f(x)| \leq|g(\alpha, x)|],
$$

since for each $x, f(x)$ is recursive in $x$. We claim

$$
\begin{equation*}
P(x) \Longleftrightarrow\left(\exists \alpha \in \Delta_{1}^{1}(x)\right)\left(\exists \gamma \in \Delta_{1}^{1}(x)\right) S(f(x), g(\alpha, x), \gamma), \tag{2}
\end{equation*}
$$

where $S$ is the $\Pi_{1}^{0}$ set of the lemma.
To prove direction $(\Longrightarrow)$ of (2), assume $P(x)$; then $f(x) \in$ WO and $f(x)$ is recursive in $x$, so by (1) there is some $\alpha \in \Delta_{1}^{1}(x)$ such that $|f(x)| \leq|g(\alpha, x)|$. By the lemma then, there is some $\gamma \in \Delta_{1}^{1}(f(x), g(\alpha, x))$ such that $S(f(x), g(\alpha, x), \gamma)$; but clearly, $\gamma \in \Delta_{1}^{1}(x)$ by 3E. 17 since $f(x)$ is recursive in $x$ and $g(\alpha, x)$ is recursive in $(\alpha, x)$ and hence $\Delta_{1}^{1}(x)$.

To prove direction ( $\Longleftarrow$ ) of (2), suppose there is an $\alpha \in \Delta_{1}^{1}(x)$ and some $\gamma$ such that $S(f(x), g(\alpha, x), \gamma)$. Now $g(\alpha, x) \in$ WO and $f(x) \in$ LO, so by the lemma we have $f(x) \in$ WO, i.e., $P(x)$.

This completes the proof of (2). From (2) we get the theorem for any pointset of type 0 or 1 by a trivial contraction of quantifiers.

Finally, suppose $P \subseteq \mathcal{X}$ where $\mathcal{X}$ is not of type 0 or 1 , so there is a $\Delta_{1}^{1}$ isomorphism

$$
\pi: \mathcal{N} \hookrightarrow \mathcal{X}
$$

If $P$ is in $\Pi_{1}^{1}$, then the inverse image

$$
Q(\alpha) \Longleftrightarrow P(\pi(\alpha))
$$

is $\Pi_{1}^{1}$, so by the theorem for spaces of type 1 ,

$$
Q(\alpha) \Longleftrightarrow\left(\exists \beta \in \Delta_{1}^{1}(\alpha)\right) R(\alpha, \beta)
$$

with $R$ in $\Pi_{1}^{0}$. Hence

$$
\begin{aligned}
P(x) \Longleftrightarrow Q\left(\pi^{-1}(x)\right) & \Longleftrightarrow\left(\exists \beta \in \Delta_{1}^{1}\left(\pi^{-1}(x)\right)\right) R\left(\pi^{-1}(x), \beta\right) \\
& \Longleftrightarrow\left(\exists \beta \in \Delta_{1}^{1}(x)\right) R\left(\pi^{-1}(x), \beta\right),
\end{aligned}
$$

where $\Delta_{1}^{1}(x)=\Delta_{1}^{1}\left(\pi^{-1}(x)\right)$ holds because both $\pi$ and $\pi^{-1}$ are $\Delta_{1}^{1}$. Continuing the computation, we have

$$
P(x) \Longleftrightarrow\left(\exists \beta \in \Delta_{1}^{1}(x)\right)\left(\exists \gamma \in \Delta_{1}^{1}(x)\right)\left[\gamma=\pi^{-1}(x) \& R(\gamma, \beta)\right]
$$

from which the result follows easily using the same kind of arguments and the fact that $\left\{(\gamma, x): \gamma=\pi^{-1}(x)\right\}$ is $\Delta_{1}^{1}$.

The Spector-Gandy Theorem does not have many applications but it is undoubtedly one of the jewels of the effective theory. It gives a very elegant characterization of $\Pi_{1}^{1}$ in terms of a (restricted) existential quantifier which is particularly significant in the case of relations on $\omega: P \subseteq \omega$ is $\Pi_{1}^{1}$ if and only if there is $a \Pi_{1}^{0}$ set $R \subseteq \omega \times \mathcal{N}$ such that

$$
P(n) \Longleftrightarrow\left(\exists \alpha \in \Delta_{1}^{1}\right) R(n, \alpha) .
$$

This corollary says in effect that the collection of $\Delta_{1}^{1}$ irrationals somehow "determines" the collection of $\Pi_{1}^{1}$ relations on $\omega$.

The third main result of this section is also peculiar to the effective theory, like the Spector-Gandy theorem. It differs from it in that it says something most significant about perfect product spaces.
A set $P \subseteq \mathcal{X}$ is thin if $P$ has no perfect subsets other than $\emptyset$. Countable sets are thin, and by the Perfect Set Theorem, every $\boldsymbol{\Sigma}_{1}^{1}$ thin set is in fact countable. As we will see in the next chapter, it is consistent with the axioms of Zermelo-Fraenkel Set theory that there exist uncountable, thin $\Pi_{1}^{1}$ sets.

4F.4. The Largest Thin $\Pi_{1}^{1}$ Set Theorem (Guaspari [1975?], Kechris [1975], Sacks [1976]). For each perfect product space $\mathcal{X}$, there is a thin, $\Pi_{1}^{1}$ set $C_{1}=C_{1}(\mathcal{X}) \subseteq \mathcal{X}$ which contains every thin, $\Pi_{1}^{1}$ subset of $\mathcal{X}$.

Proof. Fix $\mathcal{X}$ and let $G \subseteq \omega \times \mathcal{X}$ be universal for the $\Pi_{1}^{1}$ subsets of $\mathcal{X}$, let

$$
\varphi: G \rightarrow \text { Ordinals }
$$

be a $\Pi_{1}^{1}$-norm on $G$. Put
(1) $\quad R(n, x) \Longleftrightarrow G(n, x) \&[\{y: G(n, y) \& \varphi(n, y) \leq \varphi(n, x)\}$ is countable].

We claim:
(2) $\quad R(n, x) \Longleftrightarrow G(n, x) \&(\forall y)\left\{[G(n, y) \& \varphi(n, y) \leq \varphi(n, x)] \Longrightarrow y \in \Delta_{1}^{1}(x)\right\}$.

To prove direction $(\Longrightarrow)$ of (2), notice that if $R(n, x)$, then the set

$$
\begin{aligned}
A & =\{y: G(n, y) \& \varphi(n, y) \leq \varphi(n, x)\} \\
& =\left\{y:(n, y) \leq_{\varphi}^{*}(n, x)\right\} \\
& =\left\{y: \neg\left((n, x)<_{\varphi}^{*}(n, y)\right)\right\}
\end{aligned}
$$

is $\Delta_{1}^{1}(x)$, so if $A$ is countable, we must have $A \subseteq \Delta_{1}^{1}(x) \cap \mathcal{X}$ by 4F.1. Conversely, assuming the right hand side of (2) we immediately infer that $A$ is countable, since $\Delta_{1}^{1}(x) \cap \mathcal{X}$ is countable.

Now (2) implies that $R$ is $\Pi_{1}^{1}$, since it yields

$$
R(n, x) \Longleftrightarrow G(n, x) \&(\forall y)\left[(n, x)<_{\varphi}^{*}(n, y) \vee y \in \Delta_{1}^{1}(x)\right] .
$$

We define $C_{1}=C_{1}(\mathcal{X})$ by

$$
C_{1}(x) \Longleftrightarrow(\exists n) R(n, x)
$$

Clearly $C_{1}$ is $\Pi_{1}^{1}$, so it remains to show that $C_{1}$ is thin and that it contains every thin, $\Pi_{1}^{1}$ subset of $\mathcal{X}$.

Assume first that $P \subseteq \mathcal{X}$ is thin and $\Pi_{1}^{1}$, so that for some fixed $n_{0}$,

$$
P(x) \Longleftrightarrow G\left(n_{0}, x\right) .
$$

For each $x$ in $P,\left\{y: G\left(n_{0}, y\right) \& \varphi\left(n_{0}, y\right) \leq \varphi\left(n_{0}, x\right)\right\}$ is $\Delta_{1}^{1}(x)$ as above; in particular, it is Borel, so it must be countable, since it is a subset of $P$ and cannot have a perfect subset. Hence

$$
P(x) \Longrightarrow G\left(n_{0}, x\right) \Longrightarrow R\left(n_{0}, x\right) \Longrightarrow C_{1}(x)
$$

and $P \subseteq C_{1}$.
Suppose now, towards a contradiction, that $F \neq \emptyset, F$ is perfect, $F \subseteq C_{1}$, put

$$
Q(n, x) \Longleftrightarrow F(x) \& R(n, x)
$$

The relation $Q$ is ${\underset{\sim}{\Pi}}_{1}^{1}$ and $(\forall x \in F)(\exists n) Q(x, n)$, so by the $\Delta$-Selection Principle 4B.5, there is a Borel function $g: \mathcal{X} \rightarrow \omega$ such that

$$
(\forall x \in F) R(g(x), x) .
$$

The map

$$
x \mapsto(g(x), x)
$$

is also Borel and maps $F$ into $G$. Now $G$ is not in ${\underset{\sim}{~}}_{1}^{1}$ by 3 E .9 (otherwise every $\Pi_{1}^{1}$ subset of $\mathcal{X}$ would be in $\underset{\sim}{1}$ ), hence by the Covering Lemma 4 C .11 there exists an ordinal $\lambda<|\varphi|$, such that

$$
x \in F \Longrightarrow \varphi(g(x), x) \leq \lambda
$$

The ordinal $\lambda$ is countable, since $|\varphi| \leq \underset{\sim}{\boldsymbol{\delta}}{ }_{1}^{1}=\aleph_{1}$. Letting

$$
A_{n, \xi}=\{x: R(n, x) \& \varphi(n, x)=\xi\},
$$

this means that

$$
F \subseteq \bigcup_{n, \xi \leq \lambda} A_{n, \xi}
$$

However, each $A_{n, \xi}$ is countable, since

$$
A_{n, \xi} \subseteq\{y: G(n, y) \& \varphi(n, y) \leq \varphi(n, x)\}
$$

with any point $x$ such that $R(n, x)$ and $\varphi(n, x)=\xi$, so $F$ is countable, contradicting the assumption that it is perfect and not empty.

This theorem has led to an interesting theory of the structure of countable and thin $\Pi_{1}^{1}$ sets which we will not pursue here beyond 4F. 7 and 4F.8. See Kechris [1975], [1973].

## Exercises

4F.5. Prove that if $P \subseteq \mathcal{N}$ is a countable $\Sigma_{1}^{1}$ set of irrationals, then there exists a $\Delta_{1}^{1}$ irrational $\varepsilon$ such that

$$
P \subseteq\left\{(\varepsilon)_{0},(\varepsilon)_{1},(\varepsilon)_{2}, \ldots\right\} .
$$

Hint. By 4F.1, $P \subseteq \Delta_{1}^{1} \cap \mathcal{N}$ and by 4D. 14 the set $\Delta_{1}^{1} \cap \mathcal{N}$ is $\Pi_{1}^{1}$. It follows from the Separation Theorem 4B. 11 that there exists a $\Delta_{1}^{1}$ set $Q$,

$$
P \subseteq Q \subseteq \Delta_{1}^{1} \cap \mathcal{N} .
$$

Let $\boldsymbol{c}: \mathcal{N} \rightharpoonup \omega$ be the $\Pi_{1}^{1}$-recursive partial function of Exercise 4D. 15 and notice that the set

$$
\begin{aligned}
A & =\{i:(\exists \alpha)[\alpha \in Q \& \boldsymbol{c}(\alpha)=i]\} \\
& =\left\{i:\left(\exists \alpha \in \Delta_{1}^{1}\right)[\alpha \in Q \& \boldsymbol{c}(\alpha)=i]\right\}
\end{aligned}
$$

is easily $\Delta_{1}^{1}$ and the parametrizing partial function $\boldsymbol{d}: \omega \rightarrow \mathcal{N}$ is defined on $A$. Put

$$
\begin{aligned}
\varepsilon(\langle i, j\rangle) & =\boldsymbol{d}(i)(j) & & \text { if } i \in A, \\
\varepsilon(k) & =0 & & \text { if } k \neq\langle i, j\rangle \text { for all } i \in A .
\end{aligned}
$$

4F.6. Prove that if $P \subseteq \mathcal{X} \times \mathcal{Y}$ is a Borel set such that each section $P_{x}=\{y: P(x, y)\}$ is countable, then the projection $\exists^{\mathcal{Y}} P$ is Borel and $P$ can be uniformized by a Borel set $P^{*}$. (Lusin [1930a], Novikoff [1931]. ${ }^{(19-21)}$ )

Hint. Suppose $P$ is $\Delta_{1}^{1}(\varepsilon)$. Each section $P_{x}$ is easily in $\Delta_{1}^{1}(\varepsilon, x)$, so

$$
P_{x} \neq \emptyset \Longrightarrow\left(\exists y \in \Delta_{1}^{1}(\varepsilon, x)\right)\left[y \in P_{x}\right]
$$

by the Effective Perfect Set Theorem 4F.1. Now apply the $\Delta$-Uniformization Criterion 4D.4, taking $\Gamma=\Pi_{1}^{1}(\varepsilon)$.

4F.7. Prove that a set $P$ is thin if and only if every Borel subset of $P$ is countable. Infer that the notion of being thin is preserved by Borel isomorphisms.

Hint. Use Corollary 2C. 3 of the Perfect Set Theorem.
The result implies that if $\pi: \mathcal{X} \hookrightarrow \mathcal{Y}$ is a $\Delta_{1}^{1}$ isomorphism, then

$$
C_{1}(\mathcal{Y})=\pi\left[C_{1}(\mathcal{X})\right] .
$$

Hence all the sets $C_{1}(\mathcal{X})$ for perfect $\mathcal{X}$ are determined by the set

$$
C_{1}=C_{1}(\mathcal{N}),
$$

the largest thin set of irrationals.
4F.8. Let $C \subseteq \mathcal{X}$ be a thin $\Pi_{1}^{1}$ set and on $C$ define

$$
x \leq y \Longleftrightarrow x \text { is } \Delta_{1}^{1}(y)
$$

Prove that $\leq$ is a prewellordering, so $C$ ramifies into a wellordered sequence of sets of points which are $\Delta_{1}^{1}$-equivalent. Prove that the length of $\leq$ is no more than $\aleph_{1}$. (Kechris [1975].)


Figure 4F.1. Neighborhood fan.
Hint. Let $\varphi: C \rightarrow$ Ordinals be a $\Pi_{1}^{1}$-norm on $C$. Suppose $x, y$ are in $C$ and $\varphi(x) \leq \varphi(y)$. Since the set

$$
A=\{z: z \in C \& \varphi(z) \leq \varphi(y)\}
$$

is easily $\Delta_{1}^{1}(y)$ and has no perfect subsets, $A \subseteq \Delta_{1}^{1}(y) \cap \mathcal{X}$ by 4F.1; hence $x$ is $\Delta_{1}^{1}(y)$. This proves comparability and transitivity is already known from 3E.17. To prove that $\leq$ is wellfounded, assume that $x, y$ are in $C$ and $y$ is not $\Delta_{1}^{1}(x)$ and prove as above that $\varphi(x) \leq \varphi(y)$.

In the remaining exercises we outline the proofs of several uniformization theorems of Borel sets.

Let us first recall a simple fact about trees which will be needed below.
4F. 9 (König's Lemma). Let $T$ be a tree on a set $X$ which is finitely splitting, i.e., every sequence $u=\left(x_{0}, \ldots, x_{n-1}\right)$ in $T$ has at most finitely many one-point extensions in $T,\left(x_{0}, \ldots, x_{n-1}, y_{1}\right), \ldots,\left(x_{0}, \ldots, x_{n-1}, y_{k}\right)$. Prove that $T$ is infinite if and only if it has an infinite branch.

Hint. If $\left(x_{0}, x_{1}, \ldots\right)$ is an infinite branch, then for each $n,\left(x_{0}, \ldots, x_{n-1}\right) \in T$, so $T$ is infinite. If $T$ is infinite, then for some $x_{0}$ the subtree $T_{\left(x_{0}\right)}$ must be infinite, since $T=T_{\left(y_{1}\right)} \cup \cdots \cup T_{\left(y_{k}\right)}$ for some $y_{1}, \ldots, y_{k}$. Again, for some $x_{1}$ the subtree $T_{\left(x_{0}, x_{1}\right)}$ must be infinite, so recursively we get an infinite branch $\left(x_{0}, x_{1}, \ldots\right)$.

Fix a product space $\mathcal{X}$ and for simplicity of notation let

$$
N(s)=N(\mathcal{X}, s)
$$

be the $s$ 'th basic nbhd of $\mathcal{X}$. A finitely splitting tree of nbhds of $\mathcal{X}$ is a tree $T$ on $\omega$ which is finitely splitting and such that if $\left(s_{0}, \ldots, s_{n-1}\right) \in T$, then for each $i=0, \ldots, n-1$, $\operatorname{radius}\left(N_{s_{i}}\right) \leq 2^{-i}$. For simplicity we will call these $n b h d$ fans (see Figure 4F.1).

With each nbhd fan $T$ we associate the subset of $\mathcal{X}$

$$
K=K(T)=\{x:(\exists \alpha)(\forall n)[(\alpha(0), \ldots, \alpha(n-1)) \in T \& x \in \bar{N}(\alpha(n-1))]\} .
$$

It is not hard to verify that each $K(T)$ is a compact subset of $\mathcal{X}$ and each compact set $K$ is $K(T)$ with a suitable nbhd fan $T$. In the next result we get an effective version of this.

Let us say that a nbhd fan $T$ is in a pointclass $\Lambda$ if the set of codes of the sequences in $T$ is in $\Lambda$, i.e., if

$$
T^{c}=\left\{\left\langle s_{0}, \ldots, s_{n-1}\right\rangle:\left(s_{0}, \ldots, s_{n-1}\right) \in T\right\}
$$

is in $\Lambda$.
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4F.10. Let $\Gamma$ be a Spector pointclass closed under $\forall^{\mathcal{N}}$ and $\mathcal{X}$ a fixed perfect product space. Prove that a set $K \subseteq \mathcal{X}$ is compact and in $\Delta$ if and only if there exists a nbhd fan $T$ in $\Delta$ such that $K=K(T) .{ }^{(24)}$

Hint. If $T$ is in $\Delta$, then

$$
x \in K(T) \Longleftrightarrow(\forall n)(\exists u)\left[u \in T^{c} \& \operatorname{lh}(u)=n \&(\forall i<n)\left[x \in \bar{N}\left((u)_{i}\right)\right]\right] ;
$$

the implication $(\Longrightarrow)$ is immediate and the converse implication follows easily using König's Lemma. Thus $K(T)$ is in $\Delta$ and its compactness can be proved by a simple topological argument.

Conversely, suppose $K$ is compact and in $\Delta$. Recall from 4C. 13 that there is an irrational $\varepsilon \in \Delta$ such that

$$
\mathcal{X} \backslash K=N(\varepsilon(0)) \cup N(\varepsilon(1)) \cup \cdots
$$

and for each $n$,

$$
\bar{N}(\varepsilon(n)) \subseteq \mathcal{X} \backslash K .
$$

To construct a nbhd fan $T$ such that $K=K(T)$, intuitively we first find $t_{0}, \ldots, t_{k}$ as in Figure 4F.2, such that

$$
K \subseteq N\left(t_{0}\right) \cup \cdots \cup N\left(t_{k}\right), \quad\left\{\bar{N}\left(t_{0}\right) \cup \cdots \cup \bar{N}\left(t_{k}\right)\right\} \cap N(\varepsilon(0))=\emptyset
$$

and each $N\left(t_{i}\right)$ has radius $\leq 1$. Then for each $i$, we find $s_{0}, \ldots, s_{n}$ such that

$$
\begin{gathered}
K \cap \bar{N}\left(t_{i}\right) \subseteq N\left(s_{0}\right) \cup \cdots \cup N\left(s_{n}\right), \\
\left\{\bar{N}\left(s_{0}\right) \cup \cdots \cup \bar{N}\left(s_{n}\right)\right\} \cap\{N(\varepsilon(0)) \cup N(\varepsilon(1))\}=\emptyset
\end{gathered}
$$

and each $N\left(s_{i}\right)$ has radius $\leq \frac{1}{2}$, etc. The key to proving that this can be done in $\Gamma$ is the $\Delta$-Selection Principle 4B.5.

Put

$$
\begin{aligned}
& P(n, s, u) \Longleftrightarrow \operatorname{Seq}(u) \&(\forall i<\operatorname{lh}(u))\left[\operatorname{radius}\left(N\left((u)_{i}\right)\right) \leq 2^{-n}\right] \\
& \&(\forall x)\left[x \in K \cap \bar{N}(s) \Longrightarrow(\exists i<\operatorname{lh}(u))\left[x \in N\left((u)_{i}\right)\right]\right] \\
& \&(\forall x)\left[x \in N(\varepsilon(n)) \Longrightarrow(\forall i<\operatorname{lh}(u))\left[x \notin \bar{N}\left((u)_{i}\right)\right]\right] .
\end{aligned}
$$

Since $K \cap \bar{N}(s)$ is compact and disjoint from $\bar{N}(\varepsilon(n))$, easily

$$
(\forall n)(\forall s)(\exists u) P(n, s, u) .
$$
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Moreover, $P$ is easily in $\Gamma$, so by 4B. 5 there is a $\Delta$-recursive function $f(n, s)$ such that $(\forall n)(\forall s) P(n, s, f(n, s))$. Choose once and for all $t_{0}, \ldots, t_{k}$ such that each $N\left(t_{i}\right)$ had radius $\leq 1$,

$$
K \subseteq N\left(t_{0}\right) \cup \cdots \cup N\left(t_{k}\right), \quad\left\{\bar{N}\left(t_{0}\right) \cup \cdots \cup \bar{N}\left(t_{k}\right)\right\} \cap N(\varepsilon(0))=\emptyset
$$

and put

$$
\begin{aligned}
& T=\left\{\left(s_{0}, \ldots, s_{n-1}\right): s_{0} \text { is one of } t_{0}, \ldots, t_{k}\right. \\
& \left.\qquad \&(\forall i<n-1)\left(\exists j<\operatorname{lh}\left(f\left(i+1, s_{i}\right)\right)\right)\left[s_{i+1}=\left(f\left(i+1, s_{i}\right)\right)_{j}\right]\right\} .
\end{aligned}
$$

Clearly $T^{c}$ is in $\Delta$ and it is simple to check that $K(T)=K$.
This representation of compact sets in $\Delta$ allows us to prove that each of them (if $\neq \emptyset)$ must have a member in $\Delta$.

4F.11. Let $\Gamma$ be a Spector pointclass closed under $\forall^{\mathcal{N}}$. Prove that if $K$ is a compact, non-empty set in $\Delta$, then $K$ has a member in $\Delta$. ${ }^{(24)}$

Hint. Choose $T$ in $\Delta$ such that $K=K(T)$, let

$$
\begin{aligned}
R(u) & \Longleftrightarrow(\forall n)(\exists v)\left[\operatorname{Seq}(v) \& \operatorname{lh}(v)=n \& u * v \in T^{c}\right], \\
P(u, v) & \Longleftrightarrow \neg R(u) \vee[R(u) \& R(v) \& v \text { is a one-point-extension of } u]
\end{aligned}
$$

and by 4 C .12 let $f: \omega \rightarrow \omega$ be in $\Delta$ and such that

$$
\begin{aligned}
& f(0)=1=\text { code of the empty sequence } \\
& \quad(\forall n) P(f(n), f(n+1))
\end{aligned}
$$

It is now easy to check that $\bigcap_{n} \bar{N}(f(n))$ contains a single point in $K$ which is clearly in $\Delta$.

4F.12. Let $\Gamma$ be a Spector pointclass closed under $\forall^{\mathcal{N}}$, suppose $P \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\Delta$ and for each $x$, the section $P_{x}$ is $\emptyset$ or contains a compact set in $\Delta(x)$. Prove that the projection $\exists^{\mathcal{Y}} P$ of $P$ is in $\Delta$ and $P$ can be uniformized by some $P^{*}$ in $\Delta$. Verify that the hypothesis holds if each section $P_{x}$ is compact. ${ }^{(24)}$

Hint. Use 4F. 11 and the $\Delta$-Uniformization Criterion 4D. 4 .
This result implies immediately that Borel sets with compact sections can be uniformized by Borel sets. We proceed to show that for this it is enough to assume that the sections are $\sigma$-compact.

First a purely topological fact.
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4F. 13 (Kunugui's Lemma). Suppose $A \subseteq \mathcal{N}$ is closed, $F: \mathcal{N} \rightarrow \mathcal{X}$ is continuous and

$$
\emptyset \neq F[A] \subseteq \bigcup_{n} K_{n}
$$

with each $K_{n}$ closed. Prove that for some $n$ and for some basic nbhd $N_{s}$ in $\mathcal{N}$,

$$
\emptyset \neq F\left[A \cap N_{s}\right] \subseteq K_{n} .
$$

Hint. Towards a contradiction, suppose no $F\left[A \cap N_{s}\right]$ is contained in some $K_{n}$. In particular, there is some $x=F(\alpha) \notin K_{0}$, so there is a nbhd $M$ of $x$ such that $\bar{M} \cap K_{0}=\emptyset$. We can then find a basic nbhd $N^{0}$ of $\alpha$ such that $F\left[A \cap N^{0}\right] \subseteq M$, in particular

$$
\overline{F\left[A \cap N^{0}\right]} \cap K_{0}=\emptyset
$$

as in Figure 4F.3. Assume now that $F\left[A \cap N^{0}\right]$ is not a subset of $K_{1}$, so there is some $x=F(\alpha)$ with $\alpha \in A \cap N^{0}, x \notin K_{1}$ and repeat the argument. Thus we get a sequence of basic nbhds

$$
N^{0} \supseteq N^{1} \supseteq \cdots
$$

in $\mathcal{N}$ such that each $F\left[A \cap N^{i}\right]$ is non-empty and $\overline{F\left[A \cap N^{i}\right]} \cap K_{i}=\emptyset$. If we also make sure that $N^{i} \supseteq \bar{N}^{i+1}$ and radius $\left(N^{i}\right) \rightarrow 0$ as $i \rightarrow \infty$, we find a point $\alpha \in A \cap N^{i}$ for each $i$, so that $F(\alpha) \notin K_{i}$, for any $i$, which contradicts $F(\alpha) \in \bigcup_{n} K_{n}$.

The next lemma isolates part of the construction that we need for the main result here.

4F.14. Let $\Gamma$ be a Spector pointclass closed under $\forall^{\mathcal{N}}$, let $\mathcal{X}$ be a fixed product space, suppose

$$
A \subseteq K \subseteq B
$$

where $A$ is in $\neg \Gamma, K$ is compact and $B$ is in $\Gamma$. Prove that there is a nbhd fan $T$ in $\Delta$ such that ${ }^{(24)}$

$$
A \subseteq K(T) \subseteq B
$$

Hint. Notice first that the closure $\bar{A}$ of $A$ is also in $\neg \Gamma$ since

$$
x \in \bar{A} \Longleftrightarrow(\forall s)\left[x \in N_{s} \Longrightarrow(\exists y)\left[y \in A \& y \in N_{s}\right]\right]
$$

and of course $\bar{A} \subseteq K$, so $\bar{A}$ is compact.
By the Separation Theorem for $\neg \Gamma$ (4B.11) choose a $\Delta$-set $C$ such that

$$
\bar{A} \subseteq C \subseteq B
$$

Following the method of proof of 4 C .13 , put

$$
P(x, s) \Longleftrightarrow x \notin C \& x \in N_{s} \& \bar{N}_{s} \cap \bar{A}=\emptyset \quad \text { (Figure 4F.4); }
$$
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$P$ is clearly in $\Gamma$ and $(\forall x \notin C)(\exists s) P(x, s)$ since $\bar{A}$ is a closed subset of $C$. By the $\Delta$ Selection Principle, there is a $\Delta$-recursive function $f$ such that $(\forall x \notin C) P(x, f(x))$. The set

$$
\{s:(\exists x \notin C)[s=f(x)]\}
$$

is in $\neg \Gamma$ and it is a subset of the $\Gamma$-set

$$
\left\{s: \bar{N}_{s} \cap \bar{A}=\emptyset\right\}
$$

the separation theorem gives us a $\Delta$ set $I$ between these two such as the open set

$$
G=\bigcup\left\{N_{s}: s \in I\right\}
$$

clearly satisfies

$$
\begin{gathered}
\bar{A} \cap G=\emptyset \\
x \notin C \Longrightarrow x \in G
\end{gathered}
$$

so in particular,

$$
x \notin B \Longrightarrow x \in G
$$

see Figure 4F.5.
We now imitate the construction of 4 F .10 above to get a nbhd fan $T$ such that the associated set $K(T)$ satisfies

$$
\begin{gathered}
\bar{A} \subseteq K(T) \\
K(T) \cap G=\emptyset
\end{gathered}
$$

This will complete the proof, since we evidently have

$$
\bar{A} \subseteq K(T) \subseteq B
$$

Briefly, we first write

$$
G=N(\varepsilon(0)) \cup N(\varepsilon(1)) \cup \cdots
$$

with some $\varepsilon$ in $\Delta$ (by 4C.13) and $\bar{N}(\varepsilon(m)) \subseteq G$, for all $m$, and then we find $t_{0}, \ldots, t_{k}$ such that

$$
\begin{gathered}
\bar{A} \subseteq N\left(t_{0}\right) \cup \cdots \cup N\left(t_{k}\right) \\
\left\{\bar{N}\left(t_{0}\right) \cup \cdots \cup \bar{N}\left(t_{k}\right)\right\} \cap N(\varepsilon(0))=\emptyset
\end{gathered}
$$

and each $N\left(t_{i}\right)$ has radius $\leq 1$. Then for each $i$, we find $s_{0}, \ldots, s_{n}$ such that

$$
\begin{gathered}
\bar{A} \cap \bar{N}\left(t_{i}\right) \subseteq N\left(s_{0}\right) \cup \cdots \cup N\left(s_{n}\right), \\
\left\{\bar{N}\left(s_{0}\right) \cup \cdots \cup \bar{N}\left(s_{n}\right)\right\} \cap\{N(\varepsilon(0)) \cup N(\varepsilon(1))\}=\emptyset
\end{gathered}
$$

and each $N\left(s_{j}\right)$ has radius $\leq \frac{1}{2}$, etc. The proof that this procedure determines a $\Delta$, compact set $K(T)$ is via the $\Delta$-Selection Principle as in 4 F .10 and we omit it.

A set is $\sigma$-compact if it is a countable union of compact sets. (In $\mathbb{R}^{n}$ every ${\underset{\sim}{2}}_{2}^{0}$ set is $\sigma$-compact.)

4F.15. Suppose $L \subseteq \mathcal{X}$ is a non-empty, $\Delta_{1}^{1}$ set which is $\sigma$-compact. Prove that $L$ has a non-empty $\Delta_{1}^{1}$ and compact subset; infer that $L$ has a $\Delta_{1}^{1}$ member.

Similarly with $\Delta_{1}^{1}(x)$ substituted for $\Delta_{1}^{1}$ throughout. ${ }^{(24)}$
Hint. The argument for $\Delta_{1}^{1}(x)$ is identical with that for $\Delta_{1}^{1}$.
Suppose $L=\bigcup_{n} K_{n}$ where each $K_{n}$ is compact. By 4A.7, there is a $\Pi_{1}^{0}$ set $A \subseteq \mathcal{N}$ and a recursive $F: \mathcal{N} \rightarrow \mathcal{X}$, injective on $A$, such that $F[A]=L$. By 4F. 13 then, for some $s$ and some $n$, the set

$$
B=F\left[A \cap N_{s}\right]
$$

is contained in some $K_{n}$. Now $B$ is $\Delta_{1}^{1}$, by 4D.7, $\bar{B}$ is compact and

$$
\emptyset \neq B \subseteq \bar{B} \subseteq L
$$

by the preceding exercise then, there is a compact set $K$ in $\Delta_{1}^{1}$ such that

$$
\emptyset \neq \bar{B} \subseteq K \subseteq L
$$

and then $L$ has a $\Delta_{1}^{1}$ member by 4 F .11 above.
We put down for the record the uniformization theorem that follows from this exercise.

4F.16. Prove that if $P \subseteq \mathcal{X} \times \mathcal{Y}$ is $\Delta_{1}^{1}(z)$ and the section $P_{x}=\{y: P(x, y)\}$ is $\sigma$ compact for every $x \in \mathcal{X}$, then the projection $\exists^{\mathcal{Y}} P$ is $\Delta_{1}^{1}(z)$ and $P$ can be uniformized by some $P^{*}$ in $\Delta_{1}^{1}(z)$.

Similarly, if $P \subseteq \mathcal{X} \times \mathcal{Y}$ is Borel and every section $P_{x}$ is $\sigma$-compact, then $\exists^{\mathcal{Y}} P$ is Borel and $P$ can be uniformized by some Borel $P^{*}$ (Arsenin [1940], Kunugui [1940]; see also Larman [1972]).

Hint. Use 4F. 15 and the $\Delta$-Uniformization Criterion 4D.4. If $P$ is Borel, use the fact that $P$ must be $\Delta_{1}^{1}(\varepsilon)$ in some $\varepsilon, 3 \mathrm{E} .4$.

The uniformization theorems of Lusin-Novikov (4F.6) and Arsenin-Kunugui can be turned into interesting structure theorems about Borel sets with "small" sections which we now proceed to show.

4F.17. Suppose $P \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\Delta_{1}^{1}(z)$ and every section $P_{x}=\{y: P(x, y)\}$ is countable. Prove that there exists a set $P^{*} \subseteq \omega \times \mathcal{X} \times \mathcal{Y}$ in $\Delta_{1}^{1}(z)$ such that

$$
P(x, y) \Longleftrightarrow(\exists n) P^{*}(n, x, y)
$$

and such that for each $n \in \omega$, the set

$$
P_{n}^{*}=\left\{(x, y): P^{*}(n, x, y)\right\} \subseteq P
$$

uniformizes $P$.
In particular, if $P \subseteq \mathcal{X} \times \mathcal{Y}$ is Borel and each section $P_{x}$ is countable, then

$$
P=\bigcup_{n} P_{n}^{*}
$$

where each $P_{n}^{*}$ is Borel and uniformizes $P$. (Lusin [1930a], Novikoff [1931].)

Hint. Let $P^{*} \subseteq P$ uniformize $P$ in $\Delta_{1}^{1}(z)$ by 4 F .6 , and put

$$
Q(x, y, n) \Longleftrightarrow \boldsymbol{d}(n, z, x) \downarrow \& \boldsymbol{d}(n, z, x)=y
$$

where $\boldsymbol{d}$ is the partial function which parametrizes $\Delta_{1}^{1}(z, x) \cap \mathcal{Y}$ by 4D.2. Now $(\forall(x, y) \in P)(\exists n) Q(x, y, n)$, so by the $\Delta$-Selection Theorem 4B. 5 there is a $\Delta_{1}^{1}(z)$ recursive $f: \mathcal{X} \times \mathcal{Y} \rightarrow \omega$ so that

$$
(\forall x)(\forall y)[P(x, y) \Longrightarrow y=\boldsymbol{d}(f(x, y), z, x)] .
$$

Put then

$$
P^{* *}(n, x, y) \Longleftrightarrow[f(x, y)=n \& P(x, y)] \vee\left[\left(\forall y^{\prime}\right)\left[f\left(x, y^{\prime}\right) \neq n\right] \& P^{*}(x, y)\right]
$$

and check that this $P^{* *}$ satisfies the conclusion.
4F. 18 (Louveau). Prove that if $P \subseteq \mathcal{X}$ is $\Delta_{1}^{1}(z)$ and $\sigma$-compact, then

$$
P(x) \Longleftrightarrow(\exists K)\left[K \text { is } \Delta_{1}^{1}(z) \text { and compact, } K \subseteq P, \text { and } x \in K\right] ;
$$

moreover $P$ is $\Sigma_{2}^{0}(\alpha)$ for some $\alpha \in \Delta_{1}^{1}(z)$, in fact $P$ satisfies an equivalence

$$
\begin{equation*}
P(x) \Longleftrightarrow(\forall n) P^{*}(n, x) \tag{*}
\end{equation*}
$$

where $P^{*}$ is in $\Pi_{1}^{0}(\alpha)$ for some $\alpha \in \Delta_{1}^{1}(z)$ and each section $P_{n}^{*}=\left\{x: P^{*}(n, x)\right\}$ is compact. ${ }^{(24)}$

Similarly, if $P \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\Delta_{1}^{1}(z)$ and each section $P_{x}$ is $\sigma$-compact, then there is some $P^{*} \subseteq \omega \times \mathcal{X} \times \mathcal{Y}$ in $\Delta_{1}^{1}(z)$ such that

$$
P(x, y) \Longleftrightarrow(\forall n) P^{*}(n, x, y)
$$

and such that each section $P_{n, x}^{*}$ is compact.
In particular, if $P \subseteq \mathcal{X} \times \mathcal{Y}$ is Borel and each section $P_{x}$ is $\sigma$-compact, then there exist Borel sets $P_{n}^{*}$ such that

$$
P=\bigcup_{n} P_{n}^{*}
$$

and each $P_{n}^{*}$ is Borel with compact sections (Saint Raymond). ${ }^{(24)}$
Hint. To simplify notation suppose $P$ is $\Delta_{1}^{1}$ so that by 4A.7,

$$
P=F[A]
$$

for some $\Pi_{1}^{0}$ set $A \subseteq \mathcal{N}$ and a recursive $F: \mathcal{N} \rightarrow \mathcal{X}$, with $F$ injective on $A$. Put

$$
\begin{aligned}
\alpha \in A^{*} \Longleftrightarrow(\exists s)\{\alpha & \in N_{s} \&(\forall \beta)\left[\beta \in N_{s} \cap A\right. \\
& \left.\left.\Longrightarrow(\exists K)\left[K \text { is compact in } \Delta_{1}^{1}, K \subseteq P \text { and } F(\beta) \in K\right]\right]\right\}
\end{aligned}
$$

It is easy to verify that $A^{*}$ is a $\Pi_{1}^{1}$ set, using the representation of compact $\Delta_{1}^{1}$ sets via nbhd fans and it is obvious that $A^{*}$ is open. We will prove that $A \subseteq A^{*}$.

Assume towards a contradiction that

$$
B=A \backslash A^{*}
$$

is non-empty and notice that $B$ is $\Sigma_{1}^{1}$ and closed. Since

$$
F[B] \subseteq F[A]=\bigcup_{n} K_{n}
$$

with each $K_{n}$ compact, 4F. 13 above implies that for some $s, n$

$$
\emptyset \neq F\left[B \cap N_{s}\right] \subseteq K_{n},
$$

so that for some $s, \overline{F\left[B \cap N_{s}\right]}$ is a non-empty compact subset of $P$. Since $\overline{F\left[B \cap N_{s}\right]}$ is in $\Sigma_{1}^{1}, 4 \mathrm{~F} .14$ then guarantees that there is a $\Delta_{1}^{1}$, compact set $K$ such that

$$
F\left[B \cap N_{s}\right] \subseteq K \subseteq P .
$$

Fix $\alpha \in B \cap N_{s}$ and suppose $\beta \in N_{s} \cap A$. If $\beta \in A^{*}$ then $F(\beta)$ is a member of some $\Delta_{1}^{1}$, compact set by definition; if $\beta \notin A^{*}$, then $\beta \in A \backslash A^{*}=B$, so $F(\beta) \in K$, so again $F(\beta)$ is a member of some $\Delta_{1}^{1}$, compact set. This establishes that $\alpha \in A^{*}$, contradicting $\alpha \in B$. Thus we have shown

$$
A \subseteq A^{*}
$$

It then follows immediately that

$$
x \in P \Longrightarrow \text { for some } \Delta_{1}^{1} \text {, compact set } K \subseteq P, x \in K
$$

Call $\alpha \in \mathcal{N}$ a code of the nbhd fan $T$ if

$$
\left(s_{0}, \ldots, s_{n-1}\right) \in T \Longleftrightarrow \alpha\left(\left\langle s_{0}, \ldots, s_{n-1}\right\rangle\right)=1
$$

and put

$$
\begin{aligned}
Q(x, i) \Longleftrightarrow & x \in P \& \boldsymbol{d}(i) \downarrow \& \boldsymbol{d}(i) \text { codes a nbhd fan } T \text { in } \Delta_{1}^{1} \\
& \text { such that } K(T) \subseteq P \text { and } x \in K(T),
\end{aligned}
$$

where $\boldsymbol{d}$ parametrizes $\Delta_{1}^{1} \cap \mathcal{N}$ by 4D.2. Easily $Q$ is $\Pi_{1}^{1}$ and $(\forall x \in P)(\exists i) Q(x, i)$, so we can find a $\Delta_{1}^{1}$ function $f: \mathcal{X} \rightarrow \omega$ such that $(\forall x \in P) Q(x, f(x))$. Put

$$
R_{1}(i) \Longleftrightarrow(\exists x \in P)[f(x)=i]
$$

Put also

$$
R_{2}(i) \Longleftrightarrow \boldsymbol{d}(i) \downarrow \text { and } \boldsymbol{d}(i) \text { codes a } \Delta_{1}^{1} \text {, compact subset of } P
$$

and notice that $R_{1}$ is $\Sigma_{1}^{1}, R_{2}$ is $\Pi_{1}^{1}$ and $R_{1} \subseteq R_{2}$, so we can find some $\Delta_{1}^{1}$ set $R$ such that

$$
R_{1} \subseteq R \subseteq R_{2} .
$$

It is now obvious that

$$
i \in R \Longrightarrow \boldsymbol{d}(i) \downarrow \text { and } \boldsymbol{d}(i) \text { codes some } \Delta_{1}^{1} \text {, compact set } K_{i}
$$

and

$$
P=\bigcup\left\{K_{i}: i \in R\right\}
$$

so letting

$$
P^{*}(n, x) \Longleftrightarrow R(n) \& x \in K_{n}
$$

we have $(*)$ in the theorem with $P^{*}$ in $\Delta_{1}^{1}$ and such that each section $P_{n}^{*}$ is compact.
The same argument relativized to a fixed but arbitrary $x$ gives the second assertion and then the third assertion follows trivially.

To get the full strength of the first assertion in the theorem choose $\beta \in \Delta_{1}^{1}$ so that

$$
\left\{(\beta)_{n}: n=0,1, \ldots\right\}=\{\boldsymbol{d}(n): R(n)\},
$$

choose $\gamma \in \Delta_{1}^{1}$ so that for each $n$ and $m$

$$
(\gamma)_{n}(m)=\text { largest } u \text { so that } \operatorname{Seq}(u) \& \operatorname{lh}(u)=m \&(\beta)_{n}(u)=1
$$
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and let

$$
\begin{array}{r}
P^{*}(n, x) \Longleftrightarrow x \text { is in } K\left(T_{n}\right) \text { where } T_{n} \text { is the nbhd fan coded by }(\beta)_{n} \\
\Longleftrightarrow(\forall m)\left(\exists u \leq(\gamma)_{n}(m)\right)\left[(\beta)_{n}(u)=1 \& \operatorname{lh}(u)=m\right. \\
\left.\&(\forall i<m)\left[x \in \bar{N}\left((u)_{i}\right)\right]\right] .
\end{array}
$$

Again $(*)$ holds with this $P^{*}$, which is clearly $\Pi_{1}^{0}(\alpha)$ with $\alpha=\langle\beta, \gamma\rangle \in \Delta_{1}^{1}$.
The basic idea in these uniformization results about Borel sets is that we can find a Borel uniformization when the sections of the given set are "topologically small," i.e., $\sigma$-compact. We now proceed to show that we can also find Borel uniformizations when the sections are "topologically large," i.e., not meager.

The key to this type of result is a basic computation of the category of ${\underset{\sim}{\boldsymbol{\Sigma}}}_{n}^{0}$ and $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}$ sets.

4F. 19 (Kechris [1973]). For each set $P \subseteq \mathcal{X} \times \mathcal{Y}$, put

$$
Q(x) \Longleftrightarrow P_{x}=\{y: P(x, y)\} \text { is not meager. }
$$

Prove that if $P$ is $\Sigma_{n}^{0}$, then $Q$ is also $\Sigma_{n}^{0}$, if $P$ is $\Sigma_{1}^{1}$, then $Q$ is $\Sigma_{1}^{1}$ and if $P$ is $\Pi_{1}^{1}$, then $Q$ is also $\Pi_{1}^{1}$.

Hint. If $P$ is $\Sigma_{1}^{0}$ and hence open, then by the Baire category Theorem 2H. 2

$$
P_{x} \text { is not meager } \Longleftrightarrow P_{x} \neq \emptyset \Longleftrightarrow(\exists i) P\left(x, r_{i}\right)
$$

where $\left\{r_{0}, r_{1}, \ldots\right\}$ is the recursive presentation of $\mathcal{Y}$, so $Q$ is $\Sigma_{1}^{0}$. Now if $R$ is $\Pi_{n-1}^{0}$,
$\{y:(\exists m) R(x, y, m)\}$ is not meager

$$
\begin{aligned}
& \Longleftrightarrow(\exists m)[\{y: R(x, y, m)\} \text { is not meager }] \\
& \Longleftrightarrow(\exists m)(\exists s)\left[N_{s} \backslash\{y: R(x, y, m)\} \text { is meager }\right]
\end{aligned}
$$

and by induction hypothesis the relation in the brackets is $\Pi_{n-1}^{0}$, so we are done.
Suppose now

$$
P(x, y) \Longleftrightarrow(\exists \alpha) F(x, y, \alpha)
$$

with $F$ in $\Pi_{1}^{0}$ and fix $x$ for the discussion. By the von Neumann Selection Theorem 4E. 9 we can find a Baire-measurable $f: \mathcal{Y} \rightarrow \mathcal{N}$ which uniformizes $F_{x}$ and then by 2 H .10
we can find a comeager $G_{\delta}$ set $A \subseteq \mathcal{Y}$ such that the restriction $f \upharpoonright A$ of $f$ to $A$ is continuous as in Figure 4F.6. Choose $\varepsilon \in \mathcal{N}$ so that

$$
\begin{equation*}
\varepsilon(\langle s, t\rangle)=1 \Longleftrightarrow f\left[N_{s} \cap A\right] \subseteq N_{t} \& N_{s} \cap A \neq \emptyset \tag{*}
\end{equation*}
$$

and check first that

$$
\begin{equation*}
\varepsilon(\langle s, t\rangle)=1 \Longrightarrow F_{x} \cap\left(N_{s} \times N_{t}\right) \neq \emptyset, \tag{1}
\end{equation*}
$$

since if $y \in N_{s} \cap A$, then $(y, f(y)) \in F_{x} \cap\left(N_{s} \times N_{t}\right)$. Finally put

$$
\begin{align*}
& B_{\varepsilon}=\left\{y \in \mathcal{Y}:(\exists s)(\exists t)\left[\varepsilon(\langle s, t\rangle)=1 \& y \in N_{s}\right]\right.  \tag{2}\\
& \quad \&(\forall s)(\forall t)(\forall k)\left\{\left[\varepsilon(\langle s, t\rangle)=1 \& y \in N_{s}\right]\right. \\
& \quad \Longrightarrow\left(\exists s^{\prime}\right)\left(\exists t^{\prime}\right)\left[\varepsilon\left(\left\langle s^{\prime}, t^{\prime}\right\rangle\right)=1 \& y \in N_{s^{\prime}}\right. \\
& \left.\left.\left.\& N_{s^{\prime}} \subseteq N_{s} \& N_{t^{\prime}} \subseteq N_{t} \& \operatorname{radius}\left(N_{s^{\prime}}\right)<\frac{1}{k+1} \& \operatorname{radius}\left(N_{t^{\prime}}\right)<\frac{1}{k+1}\right]\right\}\right\}
\end{align*}
$$

and check easily that

$$
\begin{equation*}
A \cap P_{x} \subseteq B_{\varepsilon} . \tag{3}
\end{equation*}
$$

If $P_{x}$ is not meager, then (3) implies that $B_{\varepsilon}$ is not meager. Thus we have shown that
$P_{x}$ is not meager $\Longrightarrow(\exists \varepsilon)\{\varepsilon$ satisfies (1) and
the set $B_{\varepsilon}$ defined by (2) is not meager $\}$.
On the other hand, the definition of $B_{\varepsilon}$ makes sense for arbitrary $\varepsilon \in \mathcal{N}$, in fact the relation

$$
B(\varepsilon, y) \Longleftrightarrow y \in B_{\varepsilon}
$$

is easily $\Pi_{3}^{0}$, hence $\Sigma_{4}^{0}$. Moreover, if for some fixed $x$ and $\varepsilon$ the implication (1) holds, then

$$
\begin{aligned}
y \in B_{\varepsilon} \Longrightarrow & \text { there are sequences } s_{0}, s_{1}, \ldots, t_{0}, t_{1}, \ldots \text { such that } \\
& N_{s_{0}} \supseteq N_{s_{1}} \supseteq \cdots, N_{t_{0}} \supseteq N_{t_{1}} \supseteq \cdots, \text { and for each } n, \\
& \left(N_{s_{n}} \times N_{t_{n}}\right) \cap F_{x} \neq \emptyset, \operatorname{radius}\left(N_{s_{n}}\right)<1 /(n+1), \\
& \text { radius }\left(N_{t_{n}}\right)<1 /(n+1) \text { and } y \in N_{s_{n}} \\
\Longrightarrow & \text { there is a sequence of points }\left(y_{n}, \alpha_{n}\right) \text { in } F_{x} \text { such that } \\
& \lim _{n \rightarrow \infty} y_{n}=y \text { and lim } n_{n \rightarrow \infty} \alpha_{n}=\alpha \text { exists } \\
\Longrightarrow & (\exists \alpha)(y, \alpha) \in F_{x} \quad\left(\text { since } F_{x} \text { is closed }\right) \\
\Longrightarrow & y \in P_{x} .
\end{aligned}
$$

Thus

$$
P_{x} \text { is not meager } \Longleftrightarrow(\exists \varepsilon)\{\varepsilon \text { satisfies }(1) \text { and }
$$

the set $B_{\varepsilon}$ defined by (2) is not meager $\}$
and this relation is immediately $\Sigma_{1}^{1}$.
The claim for $\Pi_{1}^{1}$ sets follows from the remark which we have already used, that for any set $P$ with the property of Baire,

$$
P \text { is not meager } \Longleftrightarrow(\exists s)\left[N_{s} \backslash P \text { is meager }\right] .
$$

4F.20. Prove that if $P \subseteq \mathcal{X}$ is $\Pi_{1}^{1}(z)$ and not meager, then $P$ has a member in $\Delta_{1}^{1}(z)$. (Thomason [1967], Hinman [1969]; see Kechris [1973].)

Infer that if $P \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\Delta_{1}^{1}(z)$ and each section $P_{x}$ is not meager in $\mathcal{Y}$, then $P$ can be uniformized by a set in $\Delta_{1}^{1}(z)$; similarly, every Borel set $P \subseteq \mathcal{X} \times \mathcal{Y}$ with non-meager sections can be uniformized by a Borel subset.

Hint. Assume $P$ is $\Pi_{1}^{1}(z)$ and not meager and suppose $\varphi: P \rightarrow \kappa$ is a regular $\Pi_{1}^{1}(z)$-norm on $P$. Now

$$
P=\bigcup_{\xi<\kappa}\{x \in P: \varphi(x)=\xi\},
$$

so if $\kappa<\aleph_{1}$, then by the countable additivity of the collection of meager sets we get
for some $\lambda<\kappa,\{x \in P: \varphi(x)=\lambda\}$ is not meager.
If $\kappa=\aleph_{1}$ then $P$ is not Borel by 4C.10. Choose a $G_{\delta}$, non-meager set $A \subseteq P$ by 2H. 4 (applied to $\mathcal{X} \backslash P$ ) and then use the Covering Lemma 4C. 11 to infer that for some $\xi<\kappa, A \subseteq \bigcup_{\zeta<\xi}\{x \in P: \varphi(x)=\zeta\}$ so that again (*) holds. We have thus shown that for any regular, $\Pi_{1}^{1}(z)$-norm on $P,(*)$ holds.

Fix now a very good $\Pi_{1}^{1}(z)$-scale $\bar{\varphi}=\left\{\varphi_{n}\right\}$ on $P$, with all the norms regular and put for each $n$

$$
\begin{aligned}
\lambda_{n} & =\text { least } \lambda \text { such that }\left\{x \in P: \varphi_{n}(x)=\lambda\right\} \text { is not meager, } \\
P_{n} & =\left\{x \in P: \varphi_{n}(x)=\lambda_{n}\right\} .
\end{aligned}
$$

Putting this another way,

$$
\begin{aligned}
x \in P_{n} \Longleftrightarrow & \left\{y \in P: \varphi_{n}(y)=\varphi_{n}(x)\right\} \text { is not meager } \\
& \&(\forall w)\left[\varphi_{n}(w)<\varphi_{n}(x)\right. \\
& \left.\Longrightarrow\left\{y \in P: \varphi_{n}(y)=\varphi_{n}(w)\right\} \text { is meager }\right] \\
\Longleftrightarrow & \left\{y \in P: \varphi_{n}(y) \leq \varphi_{n}(x)\right\} \text { is not meager } \\
& \&\left\{y \in P: \varphi_{n}(y)<\varphi_{n}(x)\right\} \text { is meager },
\end{aligned}
$$

where in the second equivalence we have used again the countable additivity of the ideal of meager sets and the fact that $\varphi_{n}(x)<\aleph_{1}$.

It is immediate that each $P_{n}$ is non-empty. Notice also that by the the key property of a very good scale given in 4 E , easily

$$
\varphi_{n+1}(y) \leq \varphi_{n+1}(x) \Longrightarrow \varphi_{n}(y) \leq \varphi_{n}(x)
$$

and

$$
\varphi_{n}(y)<\varphi_{n}(x) \Longrightarrow \varphi_{n+1}(y)<\varphi_{n+1}(x)
$$

so that immediately

$$
P_{0} \supseteq P_{1} \supseteq P_{2} \supseteq \cdots .
$$

If $x_{0}, x_{1}, \ldots$ is any sequence of points with $x_{n} \in P_{n}$, then by the definition of a very good scale again, there exists some $x$ such that

$$
\lim _{n \rightarrow \infty} x_{n}=x \text { and } P(x) .
$$

Moreover, if $y_{0}, y_{1}, \ldots$ is another such sequence converging to some $y \in P$, the sequence
would have to converge to a unique point, so that $x=y$. Hence: there is a unique point $x^{*}$ which is the limit of some sequence $x_{0}, x_{1}, x_{2}, \ldots$ with $x_{n} \in P_{n}$ and this $x^{*} \in P$. Since obviously

$$
x=x^{*} \Longleftrightarrow(\forall s)\left\{x \in N_{s} \Longrightarrow(\forall k)(\exists n \geq k)(\exists y)\left[P(n, y) \& y \in N_{s}\right]\right\}
$$

it will be enough to prove that the relation

$$
P^{*}(n, y) \Longleftrightarrow y \in P_{n}
$$

is in $\Sigma_{1}^{1}(z)$, since this would show that $x^{*}$ is $\Sigma_{1}^{1}(z)$-recursive and hence (easily) in $\Delta_{1}^{1}(z)$. Finally this follows easily from the preceding exercise and the equivalence

$$
\begin{aligned}
x \in P_{n} \Longleftrightarrow & \left\{y: \neg\left(x<_{\varphi_{n}}^{*} y\right)\right\} \text { is not meager } \\
& \&\left\{y: y<_{\varphi_{n}}^{*} x\right\} \text { is meager } \\
\Longleftrightarrow & \left\{y: \neg\left(x<_{\varphi_{n}}^{*} y\right)\right\} \text { is not meager } \\
& \&(\forall s)\left[\left(N_{s} \backslash\left\{y: y<_{\varphi_{n}}^{*} x\right\}\right) \text { is not meager }\right]
\end{aligned}
$$

which is easy to verify.
This completes the proof of the first assertion and the rest follows from the $\Delta$ Uniformization Criterion 4D. 4 .

There is a similar result for measure which we will not prove here-that if $P \subseteq \mathcal{X} \times \mathcal{Y}$ is Borel and all sections $P_{x}$ have $\mu$-measure $>0$ for some $\sigma$-finite Borel measure $\mu$ on $\mathcal{Y}$, then $P$ can be uniformized by a Borel set. (The basic lemma for this is due to Tanaka [1968] and Sacks [1969].) Kechris [1973] has an excellent discussion of these and related results as well as additional references.

We will end this section with a negative uniformization result-an obstruction to improving the von Neumann Selection Theorem. First a computation.

Recall from 4F that

$$
\omega_{1}^{x}=\operatorname{supremum}\left\{|\alpha|: \alpha \in \mathrm{WO} \& \alpha \leq_{T} x\right\},
$$

and for any two irrationals $\alpha, \beta$ let $\langle\alpha, \beta\rangle$ be the irrational coding their pair as in 1 E ,

$$
\begin{aligned}
\langle\alpha, \beta\rangle(\langle 0, n\rangle) & =\alpha(n), \\
\langle\alpha, \beta\rangle(\langle 1, n\rangle) & =\beta(n), \\
\langle\alpha, \beta\rangle(t) & =0 \text { if } t \text { is not of the form }\langle 0, n\rangle \text { or }\langle 1, n\rangle .
\end{aligned}
$$

4 F.21. Prove that the relation

$$
P(\alpha, \beta) \Longleftrightarrow \omega_{1}^{\langle\alpha, \beta\rangle}=\omega_{1}^{\alpha}
$$

is $\Sigma_{1}^{1}$ and that for each $\alpha$, there is a perfect non-empty set $C$ such that

$$
\beta \in C \Longrightarrow \omega_{1}^{\langle\alpha, \beta\rangle}=\omega_{1}^{\alpha}
$$

Hint. By a direct relativization of 4A.5, for each $x$,

$$
\omega_{1}^{x}=\delta_{1}^{1}(x)=\operatorname{supremum}\left\{|\alpha|: \alpha \in \mathrm{WO} \& \Delta_{1}^{1}(x)\right\} .
$$

Compute:

$$
\begin{aligned}
& \omega_{1}^{\langle\alpha, \beta\rangle}>\omega_{1}^{\alpha} \Longleftrightarrow[\exists \gamma\left.\in \Delta_{1}^{1}(\alpha, \beta)\right]\left\{\gamma \in \mathrm { WO } \& ( \forall \delta ) \left[\left(\delta \in \mathrm{LO} \& \delta \leq_{T} \alpha\right)\right.\right. \\
& \Longrightarrow\left(\leq_{\gamma}\right. \text { cannot be mapped in an order-preserving } \\
&\text { way onto } \left.\left.\left.\leq_{\delta}\right)\right]\right\}
\end{aligned}
$$

This implies immediately that $\left\{(\alpha, \beta): \omega_{1}^{\langle\alpha, \beta\rangle}>\omega_{1}^{\alpha}\right\}$ is $\Pi_{1}^{1}$ and hence $P$ is $\Sigma_{1}^{1}$.

Since $\beta \in \Delta_{1}^{1}(\alpha) \Longrightarrow P(\alpha, \beta)$, if the converse implication held, we would have that $\Delta_{1}^{1}(\alpha) \cap \mathcal{N}$ is $\Sigma_{1}^{1}(\alpha)$ for each $\alpha$, contradicting 4D.16; thus for each $\alpha$, the $\Sigma_{1}^{1}(\alpha)$ set $\{\beta: P(\alpha, \beta)\}$ has members not in $\Delta_{1}^{1}(\alpha)$ and hence it contains a perfect set by the Effective Perfect Set Theorem 4F.1.

Lusin [1930a] claimed that every $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}$ set can be uniformized by a set which is the difference of two $\underset{\sim}{\Sigma}{ }_{1}^{1}$ sets. This is not true.
4F.22. Prove that there exists a $\Sigma_{1}^{1}$ set which cannot be uniformized by the difference of two ${\underset{\sim}{~}}_{1}^{1}$ sets. (J. Steel, D. A. Martin.)

Hint. Take

$$
P(\alpha, \beta) \Longleftrightarrow \omega_{1}^{\langle\alpha, \beta\rangle}=\omega_{1}^{\alpha} \& \beta \notin \Delta_{1}^{1}(\alpha)
$$

which is $\Sigma_{1}^{1}$ by the preceding exercise and 4D. 14 and suppose that $P$ is uniformized by

$$
P^{*}(\alpha, \beta) \Longleftrightarrow Q(\alpha, \beta) \& \neg R(\alpha, \beta)
$$

where (equivalently with the hypothesis that $P^{*}$ is the difference of two ${\underset{\sim}{\sim}}_{1}^{1}$ sets) we assume that $Q$ and $R$ are $\Pi_{1}^{1}\left(\alpha^{*}\right)$ for some fixed $\alpha^{*}$. Let $\beta^{*}$ be the unique $\beta$ such that

$$
Q\left(\alpha^{*}, \beta^{*}\right) \& \neg R\left(\alpha^{*}, \beta^{*}\right)
$$

holds.
By 4A.3, there is a recursive function $f$ such that

$$
Q(\alpha, \beta) \Longleftrightarrow f(\alpha, \beta) \in \mathrm{WO}
$$

since $Q\left(\alpha^{*}, \beta^{*}\right)$ holds, $f\left(\alpha^{*}, \beta^{*}\right) \in \mathrm{WO}$ so that for some $\xi$,

$$
\left|f\left(\alpha^{*}, \beta^{*}\right)\right| \leq \xi<\omega_{1}^{\left\langle\alpha^{*}, \beta^{*}\right\rangle}=\omega_{1}^{\alpha^{*}},
$$

since $P\left(\alpha^{*}, \beta^{*}\right)$ holds and hence $\omega_{1}^{\left\langle\alpha^{*}, \beta^{*}\right\rangle}=\omega_{1}^{\alpha^{*}}$. The relation

$$
S(\beta) \Longleftrightarrow f\left(\alpha^{*}, \beta\right) \in \operatorname{WO} \&\left|f\left(\alpha^{*}, \beta\right)\right| \leq \xi \& \neg R\left(\alpha^{*}, \beta\right)
$$

is easily in $\Sigma_{1}^{1}\left(\alpha^{*}\right)$ and obviously $S\left(\beta^{*}\right)$ holds; but $\beta^{*} \notin \Delta_{1}^{1}\left(\alpha^{*}\right)$, so by the Effective Perfect Set Theorem 4F.1, $S$ contains a perfect set of irrationals. This contradicts the inclusion

$$
S \subseteq\left\{\beta: P^{*}\left(\alpha^{*}, \beta\right)\right\}=\left\{\beta^{*}\right\} .
$$

## 4G. Historical remarks

${ }^{1}$ The results of this chapter are the hardest to credit, partly because we have presented them in a modern form which is the end product of the work of many researchers. In addition to this, there has been considerable duplication, and rediscovery of ideas, as the recursion theorists often did their work in ignorance of the classical theory. Since the writing of a detailed and documented history of the subject would be a formidable (though fascinating) task, I have confined myself below to a few remarks which indicate the origins of the main ideas (when this is clear from the literature) and point to the most significant papers.
${ }^{2}$ Let us begin with a brief summary (in somewhat modernized terminology) of the results of Lusin and Sierpinski [1923], surely one of the most important early contributions to the theory of analytic sets. Lusin sieves (cribles) were introduced here
and they were used to obtain a representation theorem for ${\underset{\sim}{1}}_{1}^{1}$ sets quite similar to our 4A.3.
${ }^{3} \mathrm{~A}$ sieve is a map $r \mapsto F_{r}$ which assigns to each rational number $r$ a subset $F_{r}$ of a space $\mathcal{X}$. The set sifted by the sieve is defined by

$$
x \in \text { Sieve }_{r} F_{r} \Longleftrightarrow\left\{r: x \in F_{r}\right\} \text { is not well ordered, }
$$

where we use the standard ordering on the rationals. The basic result of Lusin and Sierpinski [1923] is that the sets of the form Sieve $F_{r}$ with each $F_{r}$ closed are precisely the analytic $(\underset{\sim}{\boldsymbol{\Sigma}} 1)$ sets; thus every coanalytic $\left(\underset{\sim}{\boldsymbol{\Pi}}{ }_{1}^{1}\right)$ set $P$ satisfies an equivalence

$$
P(x) \Longleftrightarrow\left\{r: x \in F_{r}\right\} \text { is well ordered }
$$

with a sieve of closed sets-a representation very similar to that of 4A.3.
${ }^{4}$ Lusin and Sierpinski [1923] used this characterization of ${\underset{\sim}{~}}_{1}^{1}$ sets to give a new proof of the Suslin Theorem $\left(\underset{\sim}{\boldsymbol{\Delta}}{ }_{1}^{1}=\right.$ Borel $)$ and also to prove that ${\underset{\sim}{\underset{1}{1}}}_{1}^{1}$ sets are both the union and intersection of $\aleph_{1}$ Borel sets, our 2F.2. (Half of this result was first shown in Lusin and Sierpinski [1918] which anticipated somewhat this later joint paper.) They also established the Boundedness Theorem 4A. 4 for $\underset{\sim}{\underset{~}{1}}{ }_{1}^{1}$ sets with the natural ordinal assignment that comes from their representation.
${ }^{5}$ Fix an enumeration $r_{0}, r_{1}, r_{2}, \ldots$ of the rationals and define the set $\mathrm{WO}^{*} \subseteq \mathbb{C}$ of binary infinite sequences by

$$
\alpha \in \mathrm{WO}^{*}=\left\{r_{n}: \alpha(n)=1\right\} \text { is wellfounded; }
$$

this is (essentially) the set of codes for ordinals introduced in Lusin and Sierpinski [1923] and used extensively in the classical development of the theory. Lusin and Sierpinski showed that WO* $^{*}$ was ${\underset{\sim}{~}}_{1}^{1}$ but not $\underset{\sim}{\Sigma}{ }_{1}^{1}$ and Kuratowski [1966] (§38, Lemmas 2,5) gives the essential content of 4A.2.
${ }^{6}$ The effective version of the Basic Representation Theorem 4A. 3 (for $\mathcal{X}=\omega$ ) was proved in Kleene [1955a], one of the most significant contributions to the effective theory. Kleene's result asserted that each $\Pi_{1}^{1}$ subset of $\omega$ satisfies

$$
P(x) \Longleftrightarrow f(x) \in O,
$$

where $f$ is recursive and $O$ is a set of (integer) notations for the so-called constructive ordinals. (Incidentally, these had been introduced by Church and Kleene and their supremum is $\omega_{1}^{\mathrm{CK}}$, sometimes read "Church-Kleene $\omega_{1}$.") Kleene's main motivation was the study of these ordinals rather than $\Pi_{1}^{1}$ and $\Delta_{1}^{1}$; but he used his representation theorem in his [1955b] and [1955c] to study $\Pi_{1}^{1}$ and $\Delta_{1}^{1}$ and in the second of these papers he established the effective version of the Suslin Theorem (for $\mathcal{X}=\omega$ ). We will prove this result in Chapter 7, where we will also cover in some detail the very fundamental method of definition by effective transfinite recursion introduced in Kleene [1955a].
${ }^{7}$ A representation theorem for $\Pi_{1}^{1}$ (with $\mathcal{X}=\omega$ ) which is much more similar to 4A. 3 was established in Spector [1955], another basic source of ideas for the effective theory. Spector used integer codes of recursive wellorderings of $\omega$ (for ordinals below $\omega_{1}^{\mathrm{CK}}$ ), but other than this, his basic notions were quite close to ours. He also proved 4A. 2 (essentially) and 4A. 4 (for $\mathcal{X}=\omega$ ) as well as 4A. 5 .
${ }^{8}$ Kleene and Spector worked in almost complete ignorance of the classical theory and there is no apparent lead from the classical work to theirs-except (possibly) for one slender thread.
${ }^{9}$ The ordering of finite sequences of integers which we introduced in the proof of 4A. 3 was first defined in Lusin and Sierpinski [1923], where it was used in almost
exactly the same way in which we used it. Kleene [1955a] used the same ordering (essentially for the same purpose) and credits Brouwer [1924] for the definition and some of its basic properties - this is Brouwer's famous intuitionistic proof that every (constructive, totally defined) real function must be uniformly continuous on closed intervals. Now, Brouwer has no list of references in his paper, but he might have seen Lusin and Sierpinski [1923]; the publication dates make this barely possible. In any case, Brouwer's background in topology makes it quite likely that he knew the early papers in descriptive set theory (including Lusin and Sierpinski [1918]) and he might have been led to the ordering along the same path followed by Lusin and Sierpinski.
${ }^{10}$ Recursion theorists are apt to refer to the Kleene-Brouwer ordering, while someone versed in the classical theory would naturally call this the Lusin-Sierpinski ordering.
${ }^{11}$ As we remarked in the introduction, the relationship between classical descriptive set theory and Kleene's theory of the arithmetical and the analytical pointclasses on $\omega$ was first perceived as a list of analogies between the two theories, to begin with by Mostowski and later (and more accurately) by Addison in his Thesis [1954] and later in his [1959a]. (Addison and Spector were graduate students of Kleene during the same general period 1951-1954; it is interesting that Addison's deepening interest in and knowledge of the classical theory at that time was not effectively transmitted to Kleene and Spector.) The general, unified theory which we are studying in this book evolved slowly in the years since 1955 from these analogies.
${ }^{12}$ The prewellordering property was first isolated explicitly by Moschovakis in 1964, in an effort to find common proofs for theorems about $\Pi_{1}^{1}$ and $\Sigma_{2}^{1}$ (on $\omega$ ); see Rogers [1967]. (The original version was somewhat more complicated and this present definition is due to Kechris.) On the other hand, arguments which involve ordinal assignments to points (like the index in Lusin and Sierpinski [1918]) pervade the classical literature both in descriptive set theory and in recursion theory, so many of the results in 4B-4D are best viewed as elegant and strengthened versions of their classical, concrete special cases. The credits given in the text refer to these special cases.
${ }^{13}$ In particular, Novikoff [1935] assigned ordinals to the points of a ${\underset{\sim}{2}}_{2}^{1}$ set precisely as we did in 4B.3, starting with an ordinal assignment from a sieve on the given ${\underset{\sim}{~}}_{1}^{1}$ matrix. Novikoff [1935] used 4B. 3 to settle the problems of separation and nonseparation for $\boldsymbol{\Pi}_{1}^{1}, \boldsymbol{\Sigma}_{2}^{1}$ and $\boldsymbol{\Pi}_{2}^{1}$-the separation theorem for ${\underset{\sim}{1}}_{1}^{1}$ is already in Lusin [1927]. Kuratowski [1936] inferred the separation property for $\underset{\sim}{\underset{2}{2}} \underset{1}{1}$ from the reduction property for $\Sigma_{2}^{1}$ which he introduced and established. Finally, Addison [1959a] put down the lightface results in 4B.10, 4B.11 and 4B.12, following both the classical work and Kleene [1950], where the failure of separation for $\Sigma_{1}^{0}$ was proved.
${ }^{14}$ The further step of using the prewellordering property as the key tool in studying the structure theory of collections of relations was taken in generalized recursion theory, particularly in recursion in higher types and inductive definability; Moschovakis [1967], [1969], [1970], [1974a], [1974b] and the present work are successive stages in the development of what is sometimes called prewellordering theory.
${ }^{15}$ The present notion of a Spector pointclass is the natural generalization to the context of Polish spaces of the Spector classes of Moschovakis [1974a]. Theorems 6B. 3 and 9A. 2 in that monograph correspond to the substitution property and 4C. 2 here.
${ }^{16}$ The study of collections of relations with arguments in several spaces (and especially $\Sigma$-pointclasses and Spector pointclasses) as opposed to studying collections of subsets of a fixed space (often $\sigma$-fields) is one of the chief methodological differences
between our approach to descriptive set theory here and the classical work. We are forced to look at relations since the effective pointclasses are not closed under countable unions but they are closed under projection along $\omega$, to take an example. At the same time, the use of relations makes the logical computations of complexity (which were also used in the classical theory) much simpler, so that there is an advantage, even if one is only interested in the projective pointclasses.
${ }^{17}$ The parametrization theorem for $\Delta, 4 \mathrm{D} .2$ is an abstract version of the various "hierarchies" for the hyperarithmetical sets, for example the sets $H_{a}$ in Kleene [1955b] or the sets $W_{\gamma}$ in Spector [1955]. Similar abstract parametrizations were constructed directly from the prewellordering property in Moschovakis [1967], [1969] and [1974a] whose Theorem 5D. 4 is the basic model for 4D. 2 here.
${ }^{18}$ Kleene [1959b] has the basic version of 4D.3, for $\Pi_{1}^{1}$, with a proof based on the hierarchy of the $H_{a}$-sets. The upper classification of $\Delta$ (4D.14) is a trivial consequence of this. As for the lower classification of $\Delta$ (4D.16), it has been rediscovered by several people at various times, with the proof for $\Delta_{2}^{1}$ usually depending on the Uniformization theorem 4E.4. The simple argument for $\Delta_{2}^{1}$ that we gave is due to Kechris.
${ }^{19}$ Lusin [1930a] introduced the fundamental problem of uniformization and announced four results. I. Every ${\underset{\sim}{1}}_{1}^{1}$ set can be uniformized by the difference of two $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}$ sets. (This is actually false, see 4 F .22 .) II. There is a ${\underset{\sim}{\Sigma}}_{1}^{1}$ set which cannot be uniformized by a ${\underset{\sim}{1}}_{1}^{1}$ set. III. Every Borel set can be uniformized by a $\prod_{1}^{1}$ set (joint result with Sierpinski). IV. If $P \subseteq \mathcal{X} \times \mathcal{Y}$ is Borel and every section $P_{x}$ is countable, then $P$ is the union of countably many Borel sets $P_{n}^{*}$, each of which uniformizes $P$. (There was a similar result for analytic $P$.)
${ }^{20}$ Theorem II is equivalent to 4D.11, which we obtained as an immediate corollary of Kleene's 4D.10. Novikoff [1931] also gave a proof of this result, as well as a proof of a weak version of IV, that for Borel $P$ with countable sections the projection $\exists^{\mathcal{Y}} P$ is Borel and there exists a Borel uniformization, our 4F.6. The complete IV is 4 F .17 here.
${ }^{21}$ Sierpinski [1930] established III and asked whether every ${\underset{\sim}{1}}_{1}^{1}$ set can be uniformized by some projective set. It was a bold question, because Lusin had published an example which purported to show that one could not "effectively" (in what he called "realistic mathematics") uniformize ${\underset{\sim}{1}}_{1}^{1}$ sets. This uniformization problem was soon recognized as the outstanding problem of descriptive set theory, until Kondo [1938] solved it using the basic idea introduced by Novikov and published in Lusin and Novikov [1935]. (Kondo gives additional credit to another Novikov paper where apparently ${\underset{\sim}{1}}_{1}^{1}$ sets with finite sections were uniformized.) The lightface version was worked out by Addison in the late fifties.
${ }^{22}$ Kondo's solution of the uniformization problem was in many ways harder than the problem-his proof appeared to be so complicated that few people ever read it. But the difficulty is only a matter of style, as there is basically only one natural proof of this result. The present treatment in 4E.1-4E.4 via scales was worked out in 1971 by Moschovakis who was attempting to generalize the result using strong axioms. We will look at this generalization in Chapter 6.
${ }^{23}$ For the applications of descriptive set theory to analysis, the most important uniformization result is von Neumann's Selection Theorem 4E.9. This was proved before the war, despite the late publication of Neumann [1949]. Here we obtained it as a direct corollary of the Kleene Basis Theorem for $\Sigma_{1}^{1}, 4 \mathrm{E} .8$.
${ }^{24}$ There are many results in the literature on Borel uniformizations of Borel (or even ${\underset{\sim}{1}}_{1}^{1}$ and ${\underset{\sim}{1}}_{1}^{1}$ ) sets with special properties, many of them set in wider contexts than the category of Polish spaces. We have concentrated on just the basic theorems which illustrate the applicability of the effective theory to this kind of problem-and particularly the usefulness of the $\Delta$-uniformization criterion 4D.4. These "effective proofs of boldface results" have been part of the folklore of the subject for a long time and there is nothing basically new in our treatment here; the final versions of 4F.94F. 18 owe much to the seminar notes of some lectures given by Louveau after he had seen a preliminary version of this chapter.
${ }^{25}$ Louveau [1980] has obtained recently a very beautiful extension of 4F. 18 which in particular implies the following: if $P \subseteq \mathcal{X}$ is $\Delta_{1}^{1}$ and $\Sigma_{n}^{0}$ for some $n$, then $P$ is $\Sigma_{n}^{0}(\alpha)$ for some $\alpha \in \Delta_{1}^{1}$.

## CHAPTER 5

## THE CONSTRUCTIBLE UNIVERSE

We have already referred to several consistency and independence results, e.g., that the continuum hypothesis cannot be settled in Zermelo-Fraenkel set theory and that one cannot prove in this theory that $\Delta_{2}^{1}$ sets of reals are Lebesgue measurable or that uncountable $\underset{\sim}{\Pi}{ }_{1}^{1}$ pointsets have perfect subsets. To prove rigorously theorems of this type, one needs the powerful metamathematical tools of modern logic; we will study some of these quite carefully in Chapter 8. Our main purpose here is to consider briefly a property of pointsets which holds in Gödel's universe of constructible sets and use it to establish the independence of many important propositions of descriptive set theory.

Gödel's aim was to prove the consistency of the axiom of choice and the generalized continuum hypothesis with the classical axioms of Zermelo-Fraenkel set theory (without choice). To do this, he defined a collection $L$ of sets with very special properties, the constructible sets, and showed (first) that if we interpret "set" to mean "constructible set," then all the axioms of Zermelo-Fraenkel set theory become true. In other words, all these assertions about sets hold in the constructible universe $L$; it follows that every logical consequence of these axioms also holds in $L$. Now Gödel went on to establish that the axiom of choice and the generalized continuum hypothesis also hold in $L$, because of the special nature of constructible sets; it follows that the negations of these statements cannot be logical consequences of the axioms of Zermelo-Fraenkel set theory. In other words, the axiom of choice and the generalized continuum hypothesis are consistent with Zermelo-Fraenkel set theory, they cannot be disproved in that theory.

Gödel's work implies that a very strong form of the continuum hypothesis holds in $L$-the set $\mathcal{N}$ of irrationals admits a wellordering of rank $\aleph_{1}$ which is " $\Delta_{2}^{1}$-good" in a technical sense. We will make this proposition precise in 5A and we will abbreviate it by " $\mathcal{N} \subseteq L$," since it is in fact equivalent to the assertion that all points in Baire space (as sets of ordered pairs of integers) are constructible. Thus the hypothesis $\mathcal{N} \subseteq L$ is also consistent with the axioms of Zermelo-Fraenkel set theory and neither it nor any of its logical consequences can be disproved from these axioms.

We will show that the hypothesis $\mathcal{N} \subseteq L$ yields a complete structure theory for the Lusin and Kleene pointclasses, e.g., it implies that all $\Sigma_{n}^{1}(n \geq 2)$ are Spector pointclasses with the uniformization property. It also implies that there are ${\underset{\sim}{~}}_{2}^{1}$ sets of reals which are not Lebesgue measurable, that there are uncountable ${\underset{\sim}{1}}_{1}^{1}$ sets which have no perfect subset, etc. The consistency of $\mathcal{N} \subseteq L$ implies then that all these propositions are also consistent with the axioms of Zermelo-Fraenkel set theory (with the axiom of choice), e.g., we cannot prove in this theory that some ${\underset{\sim}{~}}_{3}^{1}$ set cannot be uniformized by a $\boldsymbol{\sim}_{3}^{1}$ set or that every $\underset{\sim}{1}{ }_{2}^{1}$ set of reals is Lebesgue measurable.

It turns out that the proofs of these results from the hypothesis $\mathcal{N} \subseteq L$ are quite easy. The more difficult metamathematical proof of the consistency of $\mathcal{N} \subseteq L$ will be given in full in Chapter 8.

At the end of this chapter we will also give a brief discussion (without proofs) of various other consistency and independence results which illustrate the limitations of classical, axiomatic set theory. These are proved by Cohen's method of forcing which we will not cover in this book.

Although the statements of theorems and the proofs in this chapter will be completely rigorous, the discussion will be necessarily somewhat vague since we will not say exactly what we mean by "statements about sets" or "logical consequences." These are among the basic notions of logic and they will be defined with complete precision in Chapter 8. The reader who feels uneasy about using these terms intuitively may turn to that chapter now and peruse at least the first few sections. Almost all of Chapter 8 can be read at this point with no knowledge of the intervening Chapters 5, 6 and 7. However, only a rudimentary, intuitive understanding of these metamathematical notions is needed to read the material here, and it is perhaps best to continue in our development of descriptive set theory before we turn to look seriously at logical matters.

## 5A. Descriptive set theory in $L^{(1)}$

Suppose $\leq$ is a wellordering of some product space $\mathcal{X}$ and $\Gamma$ is a pointclass. We say that $\leq$ is $\Gamma$-good if for every $P \subseteq \mathcal{Z} \times \mathcal{X}$ in $\Gamma$ the relations

$$
\begin{aligned}
& Q(z, x) \Longleftrightarrow(\exists y \leq x) P(z, y), \\
& R(z, x) \Longleftrightarrow(\forall y \leq x) P(z, y)
\end{aligned}
$$

are also in $\Gamma$, i.e., if $\Gamma$ is closed under $\leq$-bounded quantification. For example, the natural ordering on $\omega$ is $\Gamma$-good for every adequate pointclass $\Gamma$.

Notice that if $\Gamma$ is adequate and the identity relation $=$ on $\mathcal{X}$ is in $\Delta$, then every $\Gamma$-good wellordering of $\mathcal{X}$ is in $\Delta$, since

$$
\begin{aligned}
z \leq x & \Longleftrightarrow(\exists y \leq x)[z=y], \\
\neg z \leq x & \Longleftrightarrow z \neq x \& x \leq z .
\end{aligned}
$$

We now introduce the abbreviation

$$
\mathcal{N} \subseteq L \Longleftrightarrow \mathcal{N} \text { admits a } \Sigma_{2}^{1} \text {-good wellordering of order type }(\text { rank }) \aleph_{1}
$$

put another way, $\mathcal{N} \subseteq L$ asserts that there is a bijection

$$
\rho: \mathcal{N} \multimap \aleph_{1}
$$

of Baire space with the set of countable ordinals such that the relation

$$
\alpha \leq_{L} \beta \Longleftrightarrow \rho(\alpha) \leq \rho(\beta)
$$

is a $\Sigma_{2}^{1}$-good wellordering of $\mathcal{N}$. In particular, $\leq_{L}$ is a $\Delta_{2}^{1}$ pointset which wellorders $\mathcal{N}$. ${ }^{(2,3)}$

As we mentioned in the introduction, $\mathcal{N}$ admits a $\Sigma_{2}^{1}$-good wellordering of rank $\aleph_{1}$ exactly when every point of Baire space is in the collection $L$ of constructible sets. This motivates our choice of notation.

The hypothesis $\mathcal{N} \subseteq L$ is almost certainly false on the basis of our intuitive understanding of the universe of sets. Not only does it imply the continuum hypothesis $2^{\aleph_{0}}=\aleph_{1}$ which is itself dubious, it further asserts the existence of a definable, $\Delta_{2}^{1}$ wellordering of $\mathcal{N}$, for which we have no evidence at all. It is well known that all proofs of Zermelo's theorem that $\mathcal{N}$ can be wellordered depend heavily on the axiom of choice and fail to produce an explicit, definable wellordering.

The proof that the set of constructible irrationals admits a $\Sigma_{2}^{1}$-good wellordering of rank $\aleph_{1}$ utilizes the very special properties of constructible sets.

Notice that by Corollary 2G. 3 to the Kunen-Martin Theorem, $\mathcal{N}$ does not admit a ${\underset{\sim}{\Delta}}_{1}^{1}$ wellordering. Thus the existence of a $\Delta_{2}^{1}$ wellordering is the strongest hypothesis of this type which can be consistent with the axioms of Zermelo-Fraenkel set theory.

## Exercises

We start with a few simple facts about good analytical wellorderings. If $\leq$ is a wellordering of $\mathcal{N}$ of $\operatorname{rank} \aleph_{1}$, put

$$
\operatorname{IS}(\alpha, \beta) \Longleftrightarrow\left\{(\alpha)_{i}: i \in \omega\right\}=\{\gamma: \gamma \leq \beta\} ;
$$

we read this " $\alpha$ codes the initial segment of $\leq$ with top $\beta$."
5A.1. Let $\leq$ be a wellordering of $\mathcal{N}$ of rank $\aleph_{1}$. Prove that $\leq$ is $\Sigma_{n}^{1}-\operatorname{good}(n \geq 2)$ if and only if the associated relation $\operatorname{IS}(\alpha, \beta)$ is $\Delta_{n}^{1}$.

Hint. Assume first that $\leq$ is $\Sigma_{n}^{1}$-good. Compute:

$$
\begin{aligned}
\operatorname{IS}(\alpha, \beta) & \Longleftrightarrow(\forall i)\left[(\alpha)_{i} \leq \beta\right] \&(\forall \gamma)\left[\gamma \leq \beta \Longrightarrow(\exists i)\left[\gamma=(\alpha)_{i}\right]\right] \\
& \Longleftrightarrow(\forall i)\left[(\alpha)_{i} \leq \beta\right] \&(\forall \gamma \leq \beta)(\exists i)\left[(\alpha)_{i}=\gamma\right],
\end{aligned}
$$

which implies that $\operatorname{IS}(\alpha, \beta)$ is $\Delta_{n}^{1}$, since $\leq$ is $\Sigma_{n}^{1}$-good and in $\Delta_{n}^{1}$. Conversely, if $\operatorname{IS}(\alpha, \beta)$ is $\Delta_{n}^{1}$ and $P(\delta, \gamma)$ is in $\Sigma_{n}^{1}$, then

$$
\begin{aligned}
& (\exists \gamma \leq \beta) P(\delta, \gamma) \Longleftrightarrow(\exists \alpha)\left\{\operatorname{IS}(\alpha, \beta) \&(\exists i) P\left(\delta,(\alpha)_{i}\right)\right\}, \\
& (\forall \gamma \leq \beta) P(\delta, \gamma) \Longleftrightarrow(\exists \alpha)\left\{\operatorname{IS}(\alpha, \beta) \&(\forall i) P\left(\delta,(\alpha)_{i}\right)\right\} .
\end{aligned}
$$

5A.2. Prove that if $\mathcal{N}$ admits a $\Sigma_{n}^{1}$-good wellordering of rank $\aleph_{1}$, then every perfect product space $\mathcal{X}$ admits a wellordering of rank $\aleph_{1}$ which is $\Sigma_{k}^{1}$-good, $\Pi_{k}^{1}$-good and $\Delta_{k}^{1}$-good for every $k \geq n$.

Hint. Suppose $\leq$ is $\Sigma_{n}^{1}$-good of rank $\aleph_{1}$ on $\mathcal{N}$. The equivalences

$$
\begin{aligned}
(\exists \gamma \leq \beta) P(\delta, \gamma) & \Longleftrightarrow(\exists \alpha)\left\{\operatorname{IS}(\alpha, \beta) \&(\exists i) P\left(\delta,(\alpha)_{i}\right)\right\} \\
& \Longleftrightarrow(\forall \alpha)\left\{\operatorname{IS}(\alpha, \beta) \Longrightarrow(\exists i) P\left(\delta,(\alpha)_{i}\right)\right\}
\end{aligned}
$$

and their duals show easily that $\leq$ is $\Sigma_{k}^{1}$-good, $\Pi_{k}^{1}$-good and $\Delta_{k}^{1}$-good for each $k \geq n$. If $\mathcal{X}$ is any perfect product space, let

$$
h: \mathcal{X} \hookrightarrow \mathcal{N}
$$

be a $\Delta_{1}^{1}$ isomorphism of $\mathcal{X}$ with $\mathcal{N}$, put

$$
x \leq^{\prime} y \Longleftrightarrow h(x) \leq h(y)
$$

on $\mathcal{X}$ and verify easily that $\leq^{\prime}$ is $\Sigma_{k}^{1}$-good, $\Pi_{k}^{1}$-good and $\Delta_{k}^{1}$-good on $\mathcal{X}$ for each $k \geq n . \dashv$


Diagram 5A.1. The normed Kleene pointclasses in $L$.
After these preliminary results, we proceed to list the most significant facts about descriptive set theory in $L$.

5A.3. Prove that if $\mathcal{N} \subseteq L$, then for each $n \geq 2, \Sigma_{n}^{1}$ is a Spector pointclass.
Hint. By the remarks following the definition of Spector pointclasses in 4C, it is enough to show that each $\Sigma_{n}^{1}(n \geq 2)$ has the prewellordering property. Suppose $P \subseteq \mathcal{X}$ is $\Sigma_{n}^{1}$, so that for some $\Pi_{n-1}^{1}$ set $Q \subseteq \mathcal{X} \times \mathcal{N}$,

$$
P(x) \Longleftrightarrow(\exists \alpha) Q(x, \alpha) ;
$$

let $\leq_{L}$ be a $\Sigma_{2}^{1}$-good wellordering on $\mathcal{N}$ induced by a rank function

$$
\rho: \mathcal{N} \multimap \aleph_{1}
$$

and put

$$
\varphi(x)=\inf \{\rho(\alpha): Q(x, \alpha)\} \quad(x \in P) .
$$

Now

$$
\begin{aligned}
x \leq_{\varphi}^{*} y & \Longleftrightarrow(\exists \alpha)\left\{Q(x, \alpha) \&\left(\forall \beta \leq_{L} \alpha\right)[\beta=\alpha \vee \neg Q(y, \beta)]\right\}, \\
x<_{\varphi}^{*} y & \Longleftrightarrow(\exists \alpha)\left\{Q(x, \alpha) \&\left(\forall \beta \leq_{L} \alpha\right) \neg Q(y, \beta)\right\},
\end{aligned}
$$

so that by 5 A. 2 , both $\leq_{\varphi}^{*}$ and $<_{\varphi}^{*}$ are $\Sigma_{n}^{1}$ and $\varphi$ is a $\Sigma_{n}^{1}$-norm.
Thus in $L$ the Kleene pointclasses which are normed are exactly those circled in Diagram 5A.1.

The diagram for the boldface pointclasses is identical by 4B.7.
5A.4. Prove that if $\mathcal{N} \subseteq L$ and $n \geq 2$, then $\Sigma_{n}^{1}$ has the uniformization property and $\Delta_{n}^{1}$ is a basis for $\Sigma_{n}^{1}$. (Addison [1959b]. ${ }^{(3)}$ )

Hint. Suppose first that $Q \subseteq \mathcal{X} \times \mathcal{Y}$ is $\Pi_{n-1}^{1}$, let $\leq$ be a $\Sigma_{n}^{1}$-good wellordering of rank $\aleph_{1}$ on $\mathcal{Y}$ (by 5A.2) and put

$$
Q^{*}(x, y) \Longleftrightarrow Q(x, y) \&(\forall z<y) \neg Q(x, z)
$$

clearly $Q^{*}$ is $\Sigma_{n}^{1}$ and it uniformizes $Q$. Now show that every $\Sigma_{n}^{1}$ relation can be uniformized by a $\Sigma_{n}^{1}$ relation as in the proof of 4E.4.

The second assertion follows by the argument we used to prove 4E.5.
5A.5. Prove that if $\mathcal{N} \subseteq L$, then every $\Sigma_{n}^{1}(n \geq 2)$ has the scale property.
Hint. Given $P$ in $\Sigma_{n}^{1}$, suppose

$$
P(x) \Longleftrightarrow(\exists \alpha) Q(x, \alpha)
$$

with $Q$ in $\Pi_{n-1}^{1}$, let $\leq_{1}$ be a $\Sigma_{n}^{1}$-good wellordering of $\mathcal{N}$ and let $\leq_{2}$ be a $\Sigma_{n}^{1}$-good wellordering of $\mathcal{X}$. Define the anti-lexicographic wellordering $\leq$ on $\mathcal{X} \times \mathcal{N}$ (the product of $\mathcal{X}$ and $\mathcal{N}$ ) by

$$
\langle x, \alpha\rangle \leq\langle y, \beta\rangle \Longleftrightarrow \alpha<_{1} \beta \vee\left[\alpha=\beta \& x \leq_{2} y\right]
$$

and let

$$
\pi: \mathcal{X} \times \mathcal{N} \rightarrow \text { Ordinals }
$$

be an order-preserving mapping of $\leq$ into the ordinals. Now put

$$
\varphi(x)=\pi\left(\left\langle x, \leq_{1} \text {-least } \alpha \text { such that } Q(x, \alpha)\right\rangle\right) ;
$$

easily

$$
\begin{aligned}
& x \leq_{\varphi}^{*} y \Longleftrightarrow(\exists \alpha)\{Q(x, \alpha)\left.\&\left(\forall \beta \leq_{1} \alpha\right) \neg Q(y, \beta)\right\} \\
& \vee(\exists \alpha)\{Q(x, \alpha) \& Q(y, \alpha) \\
&\left.\&\left(\forall \beta<_{1} \alpha\right)[\neg Q(x, \beta) \& \neg Q(y, \beta)] \& x \leq_{2} y\right\}
\end{aligned}
$$

and similarly for $<_{\varphi}^{*}$, so $\varphi$ is a $\Sigma_{n}^{1}$-norm. Since $\varphi$ is actually an injection, the sequence $\varphi, \varphi, \varphi, \ldots$ is a $\Sigma_{n}^{1}$-scale on $P$.

We now consider the regularity properties of projective sets in $L$. The key construction is embodied in the following simple fact.

5A.6. Assume $\mathcal{N} \subseteq L$ and let $\mathcal{X}, \mathcal{Y}$ be any two perfect product spaces. Prove that there exists a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ whose graph

$$
\operatorname{Graph}(f)=\{(x, y): f(x)=y\}
$$

is $\Pi_{1}^{1}$ and thin.
Hint. Let $\leq_{L}$ be a $\Sigma_{2}^{1}$-good wellordering of $\mathcal{N}$ of rank $\aleph_{1}$ and put

$$
P(\alpha, \beta) \Longleftrightarrow \alpha \leq_{L} \beta \& \beta \in \mathrm{WO} \&\left(\forall \gamma<_{L} \beta\right) \neg\{\gamma \in \mathrm{WO} \&|\gamma|=|\beta|\}
$$

where WO is the set of ordinal codes of 4 A . Clearly $P$ is $\Sigma_{2}^{1}$, so let

$$
P(\alpha, \beta) \Longleftrightarrow(\exists \gamma) Q(\alpha, \beta, \gamma)
$$

with $Q \in \Pi_{1}^{1}$; considering $Q$ as a subset of $\mathcal{N} \times(\mathcal{N} \times \mathcal{N})$, let $Q^{*}$ uniformize $Q$ in $\Pi_{1}^{1}$, so that for each $\alpha$,

$$
\begin{aligned}
& (\exists \beta)(\exists \gamma) Q(\alpha, \beta, \gamma) \Longleftrightarrow(\exists \beta)(\exists \gamma) Q^{*}(\alpha, \beta, \gamma), \\
& Q^{*}(\alpha, \beta, \gamma) \& Q^{*}\left(\alpha, \beta^{\prime}, \gamma^{\prime}\right) \Longrightarrow \beta=\beta^{\prime} \& \gamma=\gamma^{\prime} .
\end{aligned}
$$

Use 4A. 6 to show that $Q^{*}$ has no non-empty perfect subsets-the key observation is that any uncountable subset of $Q^{*}$ involves uncountable many $\alpha$ 's and hence uncountably many distinct ordinals $|\beta|$ which form an unbounded subset of $\aleph_{1}$.
Since $Q^{*}$ is obviously the graph of a function

$$
f: \mathcal{N} \rightarrow \mathcal{N} \times \mathcal{N},
$$

this proves the result for $\mathcal{X}=\mathcal{N}, \mathcal{Y}=\mathcal{N} \times \mathcal{N}$, from which the general fact follows by taking $\Delta_{1}^{1}$ isomorphisms and using 4F.7.

In 8 G. 12 we will establish the converse of this result-the existence of a function $f: \mathcal{N} \rightarrow \mathcal{N}$ with thin, $\Pi_{1}^{1}$ graph in fact implies that $\mathcal{N} \subseteq L$.

Recall from 2H that a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ is Baire-measurable if for each open $G \subseteq \mathcal{Y}$, the inverse image $f^{-1}[G]$ has the property of Baire. Similarly $f: \mathcal{X} \rightarrow \mathcal{Y}$ is $\mu$-measurable (where $\mu$ is a $\sigma$-finite Borel measure on $\mathcal{X}$ ) if $f^{-1}[G]$ is $\mu$-measurable, for each open $G \subseteq \mathcal{Y}$.

A measure $\mu$ on $\mathcal{X}$ is regular if $\mu(\mathcal{X})>0$ and $\mu(\{x\})=0$ for all $x \in \mathcal{X}$.
5A.7. Suppose $f: \mathcal{X} \rightarrow \mathcal{Y}$ and $\operatorname{Graph}(f)$ is thin; prove that $f$ is not Bairemeasurable or $\mu$-measurable for any regular $\sigma$-finite Borel measure on $\mathcal{X}$.

Thus, if $\mathcal{N} \subseteq L$, then there are functions $f: \mathbb{R} \rightarrow \mathbb{R}$ with $\Pi_{1}^{1}$ graphs which are neither Baire-measurable nor Lebesgue-measurable.

Hint. By 2H.10, if $f$ is Baire-measurable then there is a comeager $G_{\delta}$ set $P$ such that $f \upharpoonright P$ is continuous. Now $P$ is uncountable, so the injective image

$$
P^{*}=\{(x, f(x)): x \in P\}
$$

is also uncountable and a ${\underset{\sim}{\Sigma}}_{1}^{1}$ subset of $\operatorname{Graph}(f)$; but then $P^{*}$ must have a perfect subset by 2 C .3 , contradicting the hypothesis.

The argument for measure is similar.
5A. 8 (Gödel, Addison [1959b]). Prove that if $\mathcal{N} \subseteq L$, then each perfect product space $\mathcal{X}$ has uncountable, thin $\Pi_{1}^{1}$ subsets, it has $\Delta_{2}^{1}$ subsets without the property of Baire and for each regular, $\sigma$-finite measure $\mu$, it has $\Delta_{2}^{1}$ subsets which are not $\mu$-measurable. ${ }^{(1-3)}$

Hint. Take $f: \mathcal{X} \rightarrow \mathbb{R}$ as in 5A.6. For the first assertion use a $\Delta_{1}^{1}$ isomorphism of $\mathcal{X}$ with $\mathcal{X} \times \mathbb{R}$. For the second and third assertions argue that the set $\{x: p<f(x)<q\}$ is $\Delta_{2}^{1}$ for each pair of rationals $p, q$ and that not all these sets can have the property of Baire-or be $\mu$-measurable.

There is another, simpler way of obtaining sets in $L$ which are not measurable and do not have the property of Baire, which depends on the classical theorems of Fubini and Kuratowski-Ulam.

The Fubini Theorem asserts (in part) that if $\mu$ is a Borel measure on $\mathcal{X}$ and if $A \subseteq \mathcal{X} \times \mathcal{X}$ is measurable in the product measure $\mu \times \mu$, then
(i) the section

$$
A^{y}=\{x: A(x, y)\}
$$

is $\mu$-measurable, for almost all $y \in \mathcal{X}$,
(ii) if $\mu\left(A^{y}\right)=0$ for almost all $y \in \mathcal{X}$, then $A$ has measure 0 in the product measure and the section

$$
A_{x}=\{y: A(x, y)\}
$$

has measure 0 , for almost all $x \in \mathcal{X}$.
We will not prove this here.
The corresponding result for category is not as well-known and it is worth putting it down for the record.

5A. 9 (The Kuratowski-Ulam Theorem, see Oxtoby [1971]). Prove that if a set $A \subseteq$ $\mathcal{X} \times \mathcal{Y}$ has the property of Baire, then the section $A^{y}=\{x: A(x, y)\}$ has the property
of Baire for a comeager set of $y$ 's and
$A$ is meager $\Longleftrightarrow A^{y}$ is meager for a comeager set of $y$ 's
$\Longleftrightarrow A_{x}=\{y: A(x, y)\}$ is meager for a comeager set of $x$ 's.
Hint. Suppose first that $A \subseteq \mathcal{X} \times \mathcal{Y}$ is closed and nowhere dense, let $G=\mathcal{X} \times \mathcal{Y} \backslash A$, so $G$ is dense and open. For each basic nbhd $N_{s} \subseteq \mathcal{X}$, put

$$
G_{s}=\left\{y:\left(\exists x \in N_{s}\right) G(x, y)\right\}
$$

and check that each $G_{s}$ is dense, open in $\mathcal{Y}$; hence by the definition

$$
H=\bigcap_{s} G_{s} \subseteq \mathcal{Y}
$$

is comeager. Now if $y \in H$, then easily $G^{y}=\{x: G(x, y)\}$ is dense and hence $A^{y}=\mathcal{X} \backslash G^{y}$ is nowhere dense.

Thus whenever $A$ is closed and nowhere dense, the section $A^{y}$ is nowhere dense for a comeager set of $y$ 's. This implies immediately that if $A$ is meager, then $A^{y}$ is meager for a comeager set of $y$ 's, which yields direction $(\Longrightarrow)$ of the second assertion.

To prove the first assertion, choose an open $G$ and a meager set $P$ such that $A \triangle G=P$ and notice that for each $y, A^{y} \triangle G^{y}=P^{y}$; since each $G^{y}$ is open, this proves that $A^{y}$ has the property of Baire whenever $P^{y}$ is meager, which is true for a comeager set of $y$ 's.

Finally, to prove direction ( $\Longleftarrow$ ) of the second assertion, suppose $A \triangle G$ is meager with $G$ open and $A$ is not meager, so that $G \neq \emptyset$; now $A^{y} \triangle G^{y}$ is meager for a comeager set of $y$ 's and if the same were true for $A^{y}$, it would follow that $G^{y}$ is meager for a comeager set of $y$ 's. But $G$ contains a basic nbhd of the form $N(\mathcal{X}, s) \times N(\mathcal{Y}, t)$ since it is non-empty and $G^{y}$ is not meager for $y \in N(\mathcal{Y}, t)$, which implies that $N(\mathcal{Y}, t)$ is contained in a meager set, contradicting the Baire Category Theorem.

5A.10. Suppose $\rho: \mathcal{X} \rightarrow$ Ordinals maps a perfect product space $\mathcal{X}$ into the ordinals so that for each $\xi$, the set $\rho^{-1}(\xi)=\{x: \rho(x)=\xi\}$ is meager; prove that the prewellordering $\leq$ induced by $\rho$ does not have the property of Baire (as a subset of $\mathcal{X} \times \mathcal{X})$.

Similarly, if each $\rho^{-1}(\xi)$ has $\mu$-measure 0 for some regular Borel measure $\Gamma$, then $\leq$ is not measurable in the product measure $\mu \times \mu$.

In particular, both conclusions hold if each $\rho^{-1}(\xi)$ is countable or a singleton (i.e., if $\leq$ is a wellordering).

Hint. Let $A=\{(x, y): \rho(x) \leq \rho(y)\}$ and suppose first that the set $\{y$ : $A^{y}$ is meager $\}$ is not comeager; choose then a least $y_{0}$ such that $A^{y_{0}}$ has the property of Baire but is not meager, put

$$
B=\left\{(x, y): \rho(x) \leq \rho(y)<\rho\left(y_{0}\right)\right\}
$$

and verify easily that $B$ has the property of Baire. Now $B^{y}$ is meager for a comeager set of $y$ 's by the choice of $y_{0}$, hence $B$ is meager. On the other hand, for each $x \leq y_{0}$, $B_{x}=\left\{y: \rho(x) \leq \rho(y)<\rho\left(y_{0}\right)\right\}$ so that

$$
A^{y_{0}} \subseteq B^{x} \cup B_{x} \cup\left\{y: \rho(y)=\rho\left(y_{0}\right)\right\}
$$

and hence $B_{x}$ cannot be meager or else $A^{y_{0}}$ would be meager.
The argument is a bit simpler if $\left\{y: A^{y}\right.$ is meager $\}$ is comeager and the whole proof goes through word-for-word for the case of measure.

We will end this set of exercises with an interesting alternative version of 5A. 6 which brings in the largest, thin $\Pi_{1}^{1}$ set of 4F.4.

5A.11. Let $C_{1}$ be the largest, thin, $\Pi_{1}^{1}$ subset of $\mathcal{N}$. Prove that if $\mathcal{N} \subseteq L$, then every irrational $\alpha$ is recursive in some $\beta \in C_{1}$.

Hint. Let $f: \mathcal{N} \rightarrow \mathcal{N}$ have thin, $\Pi_{1}^{1}$ graph and notice that (trivially) each $\alpha$ is recursive in the pair $(\alpha, f(\alpha))$. Now let $\pi: \mathcal{N} \times \mathcal{N} \rightarrow \mathcal{N}$ be a recursive homeomorphism and observe that $\pi[\operatorname{Graph}(f)]$ is a thin, $\Pi_{1}^{1}$ subset of $\mathcal{N}$ and $\alpha$ is recursive in $\pi((\alpha, f(\alpha)))$.

## 5B. Independence results obtained by the method of forcing ${ }^{(4)}$

If we can prove a certain statement $\theta$ about sets from the hypothesis $\mathcal{N} \subseteq L$, then we know that $\theta$ is consistent with the axioms of Zermelo-Fraenkel set theory (with choice)-it cannot be disproved from these axioms. This is a particularly nice consistency proof for $\theta$, as it establishes that $\theta$ actually holds in a very natural model of set theory, namely $L$.

The ingenious method of forcing was invented by Cohen in order to prove the independence of the axiom of choice from the remaining Zermelo-Fraenkel axioms as well as the independence of the continuum hypothesis in Zermelo-Fraenkel set theory with choice. This involves constructing models of set theory which are more complicated (and less natural) than $L$. We will not attempt to explain forcing here, but we will simply list a few of the results which are proved using it and which are relevant to descriptive set theory.

By ZFC we understand the classical Zermelo-Fraenkel set theory, with the axiom of choice. (The specific axioms are listed in Chapter 8.) In stating consistency results, it is natural to assume that ZFC itself is consistent-this is surely true since all its axioms hold in its intended model, the universe of sets. We will not bother to make this hypothesis explicit.

5B.1. Theorem (Cohen, Levy). We cannot prove in ZFC that $\mathcal{N}$ admits a projective wellordering; in particular, we cannot prove in $\mathbf{Z F C}$ that $\mathcal{N} \subseteq L$.

An extension of this result asserts that the uniformization problem for the higher Lusin pointclasses is hopeless in ZFC.

5B.2. Theorem (Levy [1965]). We cannot prove in $\mathbf{Z F C}$ that every $\Pi_{2}^{1}$ set in $\mathcal{N} \times \mathcal{N}$ can be uniformized by some projective set.

Even weaker structure properties cannot be proved.
5B.3. Theorem (Harrington). We cannot prove in ZFC that either ${\underset{\sim}{\boldsymbol{\Sigma}}}_{3}^{1}$ or ${\underset{\sim}{~}}_{3}^{1}$ has the separation property; hence, we cannot prove in $\mathbf{Z F C}$ that either ${\underset{\sim}{3}}_{3}^{1}$ or ${\underset{\sim}{3}}_{3}^{1} \widetilde{W}^{1}$ as the prewellordering property.

Martin's Theorem 2G. 4 is also best possible in ZFC-it cannot be extended to the higher Lusin pointclasses. Sample result of this type:

5B.4. Theorem (Harrington [1977]). We may assume consistently with ZFC that $2^{\aleph_{0}}=\aleph_{17}$ and that there are $\Pi_{2}^{1}$ wellfounded relations on $\mathcal{N}$ of rank $\aleph_{17}$.

Similarly, Sierpinski's Theorem 2F. 3 cannot be extended:

5B.5. Theorem (Solovay). We may assume consistently with ZFC that $2^{\aleph_{0}}=\aleph_{17}$ and that there is $a \Pi_{2}^{1}$ set $A$ which cannot be written as the union of fewer than $\aleph_{17}$ Borel sets.

The best result about regularity properties of projective sets needs the additional hypothesis that the existence of inaccessible cardinals is consistent-see Section 6G for a definition of these. In the present context this is surely a reasonable assumption.

5B.6. Theorem (Solovay [1970]). If the theory ZFC+ (there exist inaccessible cardinals) is consistent, then the following statements (taken together) are consistent with ZFC.
(i) Every uncountable projective set has a perfect subset.
(ii) Every projective set has the property of Baire.
(iii) Every projective set is $\mu$-measurable, for every $\sigma$-finite Borel measure $\mu$.
(iv) There is no projective wellordering of the continuum.

Moreover, one may consistently assume (i)-(iv) together with either the continuum hypothesis or its negation.

We will say something about the proofs of these results in Chapter 8, after we have studied the metamathematical method. Suffice it to say here that they are deep and intricate arguments which involve a detailed analysis of both set theory and the "axiomatic method."

## 5C. Historical remarks

${ }^{1}$ The results in 5A are all due basically to Gödel, except for some of the refinements and generalizations.
${ }^{2}$ Gödel [1938] proved that the collection $L$ of constructible sets is a model of Zermelo-Fraenkel set theory which further satisfies the axiom of choice and the generalized continuum hypothesis. He also announced there without proof that in $L$ there are non-Lebesgue measurable ${\underset{\sim}{2}}_{2}^{1}$ sets and uncountable ${\underset{\sim}{1}}_{1}^{1}$ sets with no perfect subsets. In the later, second printing of the monograph Gödel [1940] (which apparently appeared in 1951) he also added a note announcing that in $L$, the set $\mathcal{N}$ admits a $\boldsymbol{\Sigma}_{2}^{1}$ wellordering.
${ }^{3}$ Addison [1959b] formulated the notion of a $\sum_{2}^{1}$-good wellordering of rank $\aleph_{1}$ and gave the first published proof that $L \cap \mathcal{N}$ admits such a wellordering. He also derived most of the corollaries of this proposition that we have listed here, including the uniformization and basis results 5A. 4 as well as 5A.8. According to his introduction in [1959b], Addison was building on earlier papers of Kuratowski and Novikov and on some very early, unpublished work of Mostowski.
${ }^{4}$ For the results using forcing which we will not cover here, we refer the reader to Jech [1971] and Kunen [1980].

## CHAPTER 6

## THE PLAYFUL UNIVERSE

The results of Chapter 5 witness clearly the basic inadequacy of the Zermelo-Fraenkel axioms for descriptive set theory. It is simply impossible to extend the classical results about $\Pi_{1}^{1}$ and $\Sigma_{2}^{1}$ to the higher Lusin and Kleene pointclasses on the basis of $\mathbf{Z F C}$.

One way to go, at this point, would be to adopt the hypothesis $\mathcal{N} \subseteq L$ as an additional axiom of set theory. As we saw, this gives (almost trivially) a complete structure theory for projective sets. The defect of this approach is that there is not much evidence in favor of the hypothesis $\mathcal{N} \subseteq L$, and many set theorists tend to believe that it is false.

Another possibility is to give up developing a theory for the higher Lusin pointclasses and concentrate on consistency and independence results. Many logicians do this, but it is not our approach here.

Instead, we will study hypotheses which go beyond ZFC, which yield a rich theory of projective sets and which appear to be (at least) plausible. We should caution the reader that this "plausibility" will not be obvious on first reading; evidence for it will flow (we claim) precisely from the results which we will prove in this chapter.

Solovay [1969] was first to use strong set theoretic hypotheses (unprovable in ZFC and inconsistent with $\mathcal{N} \subseteq L$ ) to solve problems in descriptive set theory. Specifically, he assumed that there exist measurable cardinals (MC); granting this, he proved that every $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2}^{1}$ pointset has the property of Baire, is measurable relative to every $\sigma$-finite Borel measure and is either countable or has a non-empty perfect subset.

We will define measurable cardinals and prove Solovay's results in Section 6G. Before this, however, we will study another strong hypothesis which yields a rich structure theory for projective sets. Besides its power, this hypothesis also has some advantages over MC because it is simpler to state and easier to use.

This is where games come in: the hypothesis of projective determinacy ( $\mathbf{P D}$ ) asserts that in certain two-person, infinite games of perfect information, one of the two players must have a winning strategy. We will give precise definitions of these notions in Section 6A.

There is no doubt that this introduction of powerful and unfamiliar hypotheses poses serious foundational questions. Our discussion of these problems here will be somewhat vague and tentative; we will come back to them (better equipped) in Chapter 8. In the meantime, the reader who wants to go beyond the classical theory of the first four chapters should put aside his doubts about our approach, open himself to new ideas and plunge into the mathematics of the subject. If he can do this, he will be amply rewarded.

## 6A. Infinite games of perfect information ${ }^{(1,2)}$

Let $X$ be a fixed non-empty set. With each set $A \subseteq{ }^{\omega} X$ of infinite sequences from $X$, we associate a two-person game $G=G_{X}(A)$ as follows. Players I and II alternatively choose members of $X$ ad infinitum, as in Diagram 6A.1, so that a sequence

$$
f=\left(a_{0}, a_{1}, a_{2}, \ldots\right) \in{ }^{\omega} X
$$

is specified; I wins if $f \in A$, otherwise II wins.


Diagram 6A.1. Playing the game.
It is understood here that before I chooses $a_{n}$ (for $n$ even) he is allowed to see $a_{0}, a_{1}, \ldots, a_{n-1}$, and similarly with II. This is why we call these games of perfect information.

We have described a run of the game $G$ which resulted in a particular play $f$. The set $A$ is the payoff for $G_{X}(A)$, but we will often identify $A$ with $G_{X}(A)$ and talk of the game $A$.

A strategy for player I is any function $\sigma$ with domain all finite sequences from $X$ of even length (including the empty sequence) and values in $X$. We say that I follows (or plays) $\sigma$ in a run of the game $G$, if the resulting play

$$
f=\left(a_{0}, a_{1}, a_{2}, \ldots\right)
$$

satisfies

$$
\begin{aligned}
& a_{0}=\sigma(\emptyset) \\
& a_{2}=\sigma\left(a_{0}, a_{1}\right) \\
& \ldots \\
& a_{n}=\sigma\left(a_{0}, a_{1}, \ldots, a_{n-1}\right) \quad(n \text { even }) .
\end{aligned}
$$

Dually, a strategy for player II is any function $\tau$ on the finite sequences from $X$ of odd length, with values in $X$.

When I plays $\sigma$ against II's $\tau$, the resulting play

$$
\sigma * \tau=\left(a_{0}, a_{1}, a_{2}, \ldots\right)
$$

is completely specified,

$$
\begin{aligned}
& a_{0}=\sigma(\emptyset), \quad a_{1}=\tau\left(a_{0}\right), \\
& a_{n}=\sigma\left(a_{0}, \ldots, a_{n-1}\right) \quad(n \text { even }), \\
& a_{n}=\tau\left(a_{0}, \ldots, a_{n-1}\right) \quad(n \text { odd }) .
\end{aligned}
$$

We naturally call $\sigma$ a winning strategy for I if for every $\tau, \sigma * \tau \in A$-i.e., if I always wins when he plays $\sigma$, no matter what II plays; dually $\tau$ is winning for II if for every $\sigma$, $\sigma * \tau \notin A$.

Finally, the game $G=G_{X}(A)$ (or the set $A$ ) is determined if either I or II has a winning strategy-or wins the game, as we will say.

Not all games are determined, but simple ones are. The first result of this type is fundamental for the subject.

First a definition: if $A \subseteq{ }^{\omega} X$ and $u=\left(a_{0}, \ldots, a_{n-1}\right)$ is a sequence of even length, the subgame of $A$ at $u$ is

$$
A(u)=\left\{f \in{ }^{\omega} X:\left(a_{0}, a_{1}, \ldots, a_{n-1}, f(0), f(1), \ldots\right) \in A\right\} .
$$

6A.1. Lemma (AC). Let $A \subseteq{ }^{\omega} X$ and suppose $u=\left(a_{0}, a_{1}, \ldots, a_{n-1}\right)$ is a finite sequence from $X$ of even length. If II does not win the game $A(u)$, then there is some a such that for all $b$, II does not win $A\left(u^{\wedge}(a, b)\right)$.

Proof. Towards a contradiction, suppose II does not win $A(u)$, but that for each $a$, there is some $b$ and a strategy $\tau$ which is winning for II in $A\left(u^{\wedge}(a, b)\right)$. Using the axiom of choice, let

$$
a \mapsto\left(b^{a}, \tau^{a}\right)
$$

be a function which assigns to each $a$ some $b^{a}$ and $\tau^{a}$ with these properties. Now II can win $A(u)$ by answering I's first move $a_{0}$ by $b^{a_{0}}$ and then following $\tau^{a_{0}}$, as if he were playing in $A\left(u^{\wedge}\left(a_{0}, b^{a_{0}}\right)\right)$.

In more detail, define $\tau$ by

$$
\begin{aligned}
\tau\left(a_{0}\right) & =b^{a_{0}}, \\
\tau\left(a_{0}, \ldots, a_{n-1}\right) & =\tau^{a_{0}}\left(a_{2}, \ldots, a_{n-1}\right) \quad(\operatorname{odd} n)
\end{aligned}
$$

and suppose that I plays $f=\left(a_{0}, a_{1}, \ldots\right)$ in $A(u)$ while II responds by $\tau$. Then $\left(a_{2}, a_{3}, \ldots\right) \notin A\left(u^{\wedge}\left(a_{0}, a_{1}\right)\right)$, since II has been following $\tau^{a_{0}}$ after the first two moves hence $\left(a_{0}, a_{1}, a_{2}, \ldots\right) \notin A(u)$, i.e., II has won this run of $A(u)$.

We will customarily describe in an informal way how I or II can play to win a certain game, as in the first paragraph of this proof, without bothering to define formally a winning strategy.

6A.2. The Gale-Stewart Theorem (AC, Gale and Stewart [1953]). For each $X \neq \emptyset$, every closed subset of ${ }^{\omega} X$ is determined.

Proof. Of course we use the product topology on ${ }^{\omega} X$ (with $X$ discrete) as in Chapter 2.

Suppose then that $A \subseteq{ }^{\omega} X$ and II does not have a winning strategy in $A$. We describe how I can play to win.

By the lemma, there is some $a_{0}$ such that for every $b$, II cannot win the subgame $A\left(a_{0}, b\right)$; let I start the game by playing some $a_{0}$ with this property and suppose II answers by some $a_{1}$. Now II cannot win $A\left(a_{0}, a_{1}\right)$.

By the lemma again, there is some $a_{2}$ such that for every $b$, II cannot win the subgame $A\left(a_{0}, a_{1}, a_{2}, b\right)$; let I play one such $a_{2}$ and continue in the same fashion.

At the end of this run of the game, we have a play

$$
f=\left(a_{0}, a_{1}, a_{2}, \ldots\right)
$$

and for every even $n$, II cannot win $A\left(a_{0}, \ldots, a_{n-1}\right)$. This implies that there is some $f_{n} \in{ }^{\omega} X$ with

$$
f_{n}(0)=a_{0}, \ldots, f_{n}(n-1)=a_{n-1}, \quad f_{n} \in A,
$$

otherwise II could win $A\left(a_{0}, \ldots, a_{n-1}\right)$ by moving randomly. Now $\lim _{n \rightarrow \infty} f_{n}=f$, and hence $f \in A$, since $A$ is closed, so that I has won.

Proofs of determinacy can become very complicated, but their basic idea is always the same: to reduce in some way the problem of winning a given game to winning various associated closed games. We give here one more proof of this type.

First extend to all spaces ${ }^{\omega} X(X \neq \emptyset)$ the basic definitions for the Borel subsets of ${ }^{\omega} \omega=\mathcal{N}$ :

$$
\begin{aligned}
& \underset{\sim}{\boldsymbol{\Sigma}}=\text { all open subsets of }{ }^{\omega} X, \\
& \underset{\sim}{\boldsymbol{\Pi}}=\left\{{ }^{\omega} X \backslash A: A \in \underset{\tilde{\xi}}{\boldsymbol{\Sigma}}\right\},
\end{aligned}
$$

and for $\xi>1$,

$$
A \in{\underset{\sim}{\mathbf{\Sigma}}}_{\xi}^{0} \Longleftrightarrow A=\bigcup_{i \in \omega} A_{i} \text { for suitable } A_{0}, A_{1}, \ldots
$$

$$
\text { where each } A_{i} \text { is in }{\underset{\sim}{\eta}}_{\eta}^{0} \text { for some } \eta<\xi \text {. }
$$

The Borel subsets of ${ }^{\omega} X$ are the sets which occur in some ${\underset{\sim}{~}}_{\dot{\xi}}^{0}$ or $\underset{\sim}{\boldsymbol{\Pi}} 0$-they obviously form the smallest collection of subsets of ${ }^{\omega} X$ which contains the open sets and is closed under complementation and countable union.

Most of the trivial results about the Borel subsets of $\mathcal{N}$ extend to the Borel subsets of ${ }^{\omega} X$, but one must be careful; if $X$ is uncountable, then ${ }^{\omega} X$ is not separable and theorems which depend on the separability of $\mathcal{N}$ must fail. (For example, it is not always the case that open sets are countable unions of closed sets.)
6A.3. Theorem (AC, Wolfe [1955]). For each $X \neq \emptyset$, every ${\underset{\sim}{2}}_{2}^{0}$ subset of ${ }^{\omega} X$ is determined.

Proof. Suppose

$$
A=\bigcup_{i \in \omega} F_{i}
$$

with each $F_{i}$ closed and by 2C. 1 choose trees $T^{i}$ on $X$ such that

$$
F_{i}=\left[T^{i}\right]=\left\{f \in{ }^{\omega} X:(\forall k)(f(0), \ldots, f(k-1)) \in T^{i}\right\} .
$$

The idea of the proof is to define a set of sure winning positions for I in $A$, i.e., a set $W$ of sequences from $X$ such that I wins $A(u)$ in a particularly obvious way, if $u \in W$. We will subsequently show that if $\emptyset \notin W$, then in fact II wins $A$, thus establishing the determinacy of $A$.

Put first

$$
u \in W^{0} \Longleftrightarrow(\exists i)\left[I \text { wins } F^{i}(u)\right] ;
$$

if $u \in W^{0}$, then I wins $A(u)$ almost trivially, by playing to get into a specific closed set $F_{i}$.

Suppose now that $W^{\eta}$ has been defined for each $\eta<\xi$ and for $i \in \omega$ put

$$
f \in H^{\xi, i} \Longleftrightarrow(\forall \text { even } k)\left[(f(0), \ldots, f(k-1)) \in \bigcup_{\eta<\xi} W^{\eta} \cup T^{i}\right] ;
$$

clearly $H^{\xi, i}$ is a closed set. Let

$$
u \in W^{\xi} \Longleftrightarrow(\exists i)\left[\text { I wins the game } H^{\xi, i}(u)\right]
$$

and

$$
W=\bigcup_{\xi} W^{\xi} .
$$

We now prove by induction on $\xi$ that

$$
\begin{equation*}
u \in W^{\xi} \Longrightarrow \mathrm{I} \text { wins } A(u) \tag{*}
\end{equation*}
$$

Granting (*) for all $\eta<\xi$ and assuming that $u \in W^{\xi}$, choose $i$ so that I wins $H^{\xi, i}(u)$ and let I play in $A(u)$ following this winning strategy in $H^{\xi, i}(u)$. As the game progresses, if $c_{0}, \ldots, c_{k-1}$ have been played after $k$ steps, we know that

$$
u^{\wedge}\left(c_{0}, \ldots, c_{k-1}\right) \in \bigcup_{\eta<\xi} W^{\eta} \cup T^{i} .
$$

Case 1. For some $k$, we actually have

$$
u^{\wedge}\left(c_{0}, \ldots, c_{k-1}\right) \in \bigcup_{\eta<\xi} W^{\eta} .
$$

By the induction hypothesis then I can switch to a strategy which will produce from then on some $f \in A\left(u^{\wedge}\left(c_{0}, \ldots, c_{k-1}\right)\right)$, so that the whole play $\left(c_{0}, \ldots, c_{k-1}, f(0), f(1), \ldots\right)$ is in $A(u)$ and I has won.

Case 2. For every $k, u^{\wedge}\left(c_{0}, \ldots, c_{k-1}\right) \notin \bigcup_{\eta<\xi} W^{\eta}$.. Now the play $f=\left(c_{0}, c_{1}, \ldots\right)$ satisfies

$$
(\forall k)\left[u^{\wedge}\left(c_{0}, c_{1}, \ldots, c_{k-1}\right) \in T^{i}\right]
$$

so that $u^{\wedge}(f(0), f(1), \ldots) \in\left[T^{i}\right]=F^{i}$ and $f \in F^{i}(u) \subseteq A(u)$, so that again I has won $A(u)$.

In particular, (*) implies that

$$
\emptyset \in W \Longrightarrow \mathrm{I} \text { wins } A
$$

To show that if $\emptyset \notin W$, then II wins $A$, notice first that for each $i$,

$$
\eta \leq \xi \Longrightarrow H^{\eta, i} \subseteq H^{\xi, i},
$$

and hence trivially

$$
\eta \leq \xi \Longrightarrow W^{\eta} \subseteq W^{\xi}
$$

Since the sequence $W^{\xi}$ ( $\xi$ an ordinal) cannot increase for ever, there is some ordinal $\kappa$ such that

$$
W^{\kappa+1}=W^{\kappa}=W .
$$

Suppose now that $\emptyset \notin W^{\kappa+1}$. We describe how II can play to win $A$.
By the definition of $W^{\kappa+1}$ and the determinacy of each closed game $H^{\kappa+1, i}$, II can actually win every $H^{\kappa, i}$. Let him start by playing to win $H^{\kappa, 0}$; after a while then, a finite sequence $\left(c_{0}, \ldots, c_{k-1}\right)$ has been played and

$$
\left(c_{0}, \ldots, c_{k-1}\right) \notin W^{\kappa} \&\left(c_{0}, \ldots, c_{k-1}\right) \notin T^{0}
$$

no matter how the game continues, we know at this stage that the final play will not be in $F^{0}$.

Let $k_{0}$ be the first $k$ at which this happens and using $W^{\kappa}=W^{\kappa+1}$, let II switch to a strategy so he can win $H^{\kappa+1,1}\left(c_{0}, \ldots, c_{k_{0}-1}\right)$; again, some $k>k_{0}$ is reached so that

$$
\left(c_{0}, \ldots, c_{k_{0}-1}, c_{k_{0}}, \ldots, c_{k-1}\right) \notin W^{\kappa} \&\left(c_{0}, \ldots, c_{k-1}\right) \notin T^{1} .
$$

At this point we have insured that the final play will not be in $F^{1}$.
Clearly II can continue to play in this manner and guarantee that the final play will not be in any of the sets $F^{0}, F^{1}, F^{2}, \ldots$ thereby winning $A$.

If $\Lambda$ is a collection of sets, put

$$
\begin{aligned}
\operatorname{Det}_{X}(\Lambda) \Longleftrightarrow & \text { for every set } A \subseteq{ }^{\omega} X \text { in } \Lambda, \\
& \text { the game } G_{X}(A) \text { is determined. }
\end{aligned}
$$

We will be particularly interested in the hypotheses $\operatorname{Det}_{\omega}(\Lambda)$ and $\operatorname{Det}_{2}(\Lambda)$, with $\Lambda$ one of the pointclasses we have been studying.

Thus far we have shown $\operatorname{Det}_{X}\left({\underset{\sim}{\Sigma}}_{2}^{0}\right)$, for every $X$. The determinacy of the dual class follows from the following trivial result.

6A.4. Theorem. Suppose $\Lambda$ is a collection of subsets of some ${ }^{\omega} X$ which is closed under continuous substitution; then

$$
\operatorname{Det}_{X}(\Lambda) \Longleftrightarrow \operatorname{Det}_{X}(\neg \Lambda) .
$$

If $X=\omega$ or $X=2$, then closure under recursive substitution is a sufficient hypothesis.
Proof. Given $A \subseteq{ }^{\omega} X$ in $\Lambda$, let

$$
B=\{(x, f(0), f(1), \ldots): x \in X, f \in A\}
$$

and verify easily that

$$
\begin{aligned}
\text { I wins } B & \Longrightarrow \text { II wins }{ }^{\omega} X \backslash A, \\
\text { II wins } B & \Longrightarrow \text { I wins }{ }^{\omega} X \backslash A,
\end{aligned}
$$

so that if $B$ is determined, $A$ must be determined too.
6A.5. Corollary. For each $X, \operatorname{Det}_{X}\left({\underset{\sim}{\Pi}}_{2}^{0}\right)$.
Martin has shown that all Borel games are determined-we will prove this in Section 6 F . For the moment we consider the significance for descriptive set theory of some specific types of games. The main content of the exercises below is that for adequate $\Lambda$ closed under Borel substitution, $\operatorname{Det}_{\omega}(\Lambda)$ implies that all sets in $\Lambda$ have the property of Baire, they are absolutely measurable and if uncountable, they have non-empty perfect subsets.

## Exercises

Let us first put down for the record that not every set is determined.
6A. 6 (AC). Prove that there is a set $A \subseteq{ }^{\omega} 2$ which is not determined. (Gale and Stewart [1953].)

Hint. Notice that there are $2^{\aleph_{0}}$ possible strategies for player I (and also player II) on $2=\{0,1\}$ and choose wellorderings $\left\{\alpha_{\xi}\right\},\left\{\sigma_{\xi}\right\},\left\{\tau_{\xi}\right\}$ of rank $2^{\aleph_{0}}$ for the set $\mathbb{C}$ of binary sequences and the sets of strategies for I and II respectively. Now define by induction sets $A_{\xi}, B_{\xi}$ such that for $\xi<2^{\aleph_{0}}$,

$$
\begin{gathered}
A_{\xi} \cap B_{\xi}=\emptyset \\
\operatorname{card}\left(A_{\xi}\right)<2^{\aleph_{0}}, \quad \operatorname{card}\left(B_{\xi}\right)<2^{\aleph_{0}} \\
(\exists \tau)\left[\sigma_{\xi} * \tau \in B_{\xi}\right] \\
(\exists \sigma)\left[\sigma * \tau_{\xi} \in A_{\xi}\right]
\end{gathered}
$$

and take $A=\bigcup_{\xi} A_{\xi}$.
The proof of course depends on a blatant application of the axiom of choice. No one has been able to prove without using the axiom of choice that there exist non determined games on $\omega$ or 2; neither has anyone defined a specific set $A \subseteq{ }^{\omega} 2$ or $A \subseteq{ }^{\omega} \omega$ and then proved (in ZFC) that $A$ is not determined.

It is often easier to study games on 2 instead of games on $\omega$, but there is little difference in the results.

6A.7. Prove that if $\Lambda$ is a pointclass closed under recursive substitution, then

$$
\operatorname{Det}_{\omega}(\Lambda) \Longrightarrow \operatorname{Det}_{2}(\Lambda)
$$

Hint. Given $A \subseteq{ }^{\omega} 2$ in $\Lambda$, define $g: \mathcal{N} \rightarrow \mathbb{C}$ by

$$
g(\alpha)(n)= \begin{cases}0 & \text { if } \alpha(n)=0 \\ 1 & \text { if } \alpha(n)>0,\end{cases}
$$

let

$$
\alpha \in B \Longleftrightarrow g(\alpha) \in A
$$

and show that the player who wins $B$ (playing on $\omega$ ) also wins $A$ (playing on 2).
The converse implication is a bit awkward to state but it makes the point.
6A.8. Prove that there is an operation

$$
A \mapsto H(A)
$$

which takes subsets of ${ }^{\omega} \omega$ into subsets of ${ }^{\omega} 2$ such that the following hold.
(i) If $\Lambda$ is closed under $H$, then

$$
\operatorname{Det}_{2}(\Lambda) \Longrightarrow \operatorname{Det}_{\omega}(\Lambda)
$$

(ii) $\Sigma_{n}^{0}, \Pi_{n}^{0}, \Delta_{n}^{0}$ and the corresponding boldface pointclasses are closed under $H$, if $n \geq 3$.
(iii) If $\Lambda$ is adequate, $\Lambda \supseteq \Pi_{2}^{0}$ and $\Lambda$ is closed under $\Delta_{1}^{1}$ substitution, then $\Lambda$ is closed under $H$; in particular this holds if $\Lambda$ is $\Sigma_{n}^{1}, \Pi_{n}^{1}, \Delta_{n}^{1}$, etc.
Hint. The idea is to simulate games on $\omega$ by games on 2 .
Think of a sequence $\alpha$ as the play in some game on $\omega$, where $\alpha(0), \alpha(2), \alpha(4), \ldots$ are contributed by I and $\alpha(1), \alpha(3), \alpha(5), \ldots$ are contributed by II; we will code this by a play $h(\alpha)$ of an associated game on 2 which looks like this:

$$
h(\alpha)=(\underbrace{1, \mathrm{II}, 1, \mathrm{II}, \ldots, 1, \mathrm{II}}_{\alpha(0) \text { 1's }}, 0, \underbrace{1, \mathrm{I}, 1, \mathrm{I}, \ldots, 1, \mathrm{I}}_{\alpha(1) \text { 1's }}, 0, \underbrace{1, \mathrm{II}, 1, \mathrm{II}, \ldots, 1, \mathrm{II}}_{\alpha(2) \text { 1's }}, 0, \ldots) .
$$

(Here I stands for arbitrary digits played by I and similarly for II.) Call sequences of this form good and give a precise $\Pi_{2}^{0}$ definition of goodness. Notice also that if $\beta$ fails to be good, this is because one of the players first gives infinitely many 1's when it is his turn to code an integer by playing finitely many l's and then a 0 . For each $A \subseteq{ }^{\omega} \omega$ and $\alpha \in{ }^{\omega} 2$, put then

$$
\begin{aligned}
\alpha \in H(A) \Longleftrightarrow & \alpha \text { is not good on account of II } \\
& \text { or } \alpha \text { is good and } h^{-1}(\alpha) \in A .
\end{aligned}
$$

It is easy to verify that whichever player wins $H(A)$ also wins $A$, so we have proved (i).
(ii) is immediate, since $h$ is recursive and hence the inverse function $h^{-1}(=(t \mapsto 0)$ on bad arguments) is $\Delta_{1}^{1}$.

To prove (iii), check first that there is a recursive relation $Q(u, \alpha, t)$ such that whenever $\alpha$ is good,

$$
Q(u, \alpha, t) \Longleftrightarrow(\exists \beta)\{h(\beta)=\alpha \& \bar{\beta}(t)=u\} .
$$

Suppose now that $A$ is in $\Pi_{3}^{0}$, so that

$$
\alpha \in A \Longleftrightarrow(\forall n)(\exists m)(\forall t) R(\bar{\alpha}(t), n, m),
$$



Diagram 6A.2. The $G_{X}^{*}(A)$-game.
with $R$ recursive, by 4A.1. Hence,
$\alpha \in H(A) \Longleftrightarrow \alpha$ is not good on account of II or

$$
\alpha \text { is good \& }(\forall n)(\exists m)(\forall t)(\forall u)\{Q(u, \alpha, t) \Longrightarrow R(u, n, m)\} .
$$

The argument is similar for the other pointclasses involved.
We now consider some special games which have topological or measure-theoretic significance.

Given $A \subseteq{ }^{\omega} X$, the game $G_{X}^{*}(A)$ is played as follows (see Diagram 6A.2): I chooses a finite (non-empty) sequence from $X$, then II chooses a single member from $X$, then I chooses a finite (non-empty) sequence from $X$, etc. ad infinitum. I wins if the play

$$
f=\left(a_{0}, a_{1}, \ldots\right)
$$

is in $A$, otherwise II wins. ${ }^{(5)}$
In this game I is favored, since he is allowed to play more than one point from $X$ if he wishes; in particular, if I wins $G_{X}(A)$, he obviously wins $G_{X}^{*}(A)$ too.

Strategies and winning strategies for these games are defined in the obvious way. We put
$\operatorname{Det}_{X}^{*}(\Lambda) \Longleftrightarrow$ for each $A \subseteq{ }^{\omega} X$ is $\Lambda$, either I or II wins the game $G_{X}^{*}(A)$.
Let us first notice the obvious.
6A.9. Prove that if $\Lambda$ is a pointclass closed under recursive substitution, then

$$
\operatorname{Det}_{\omega}(\Lambda) \Longrightarrow \operatorname{Det}_{\omega}^{*}(\Lambda) \Longrightarrow \operatorname{Det}_{2}^{*}(\Lambda)
$$

Hint. For the first implication, associate with each $A \subseteq{ }^{\omega} \omega$ the set

$$
B=\left\{\alpha: \text { for every } n, \operatorname{Seq}(\alpha(n)) \text { and } \alpha(0)^{\wedge}(\alpha(1))^{\wedge} \alpha(2) \wedge(\alpha(3))^{\wedge} \cdots \in A\right\}
$$

and check that the player who wins $B$ also wins $A$.
The second implication is proved by the method of 6A.7.
The topological significance of the *-game is evidenced in the next two results.
6A. 10 (Davis [1964]). Prove that I has a winning strategy for $G_{2}^{*}(A)$ if and only if $A \subseteq{ }^{\omega} 2$ has a non-empty, perfect subset.

Hint. If $\sigma$ is a winning strategy for I , then the set

$$
B=\left\{\alpha \in{ }^{\omega} 2: \alpha \text { is the play in some run of } G^{*}(A), \text { where I plays by } \sigma\right\}
$$

is easily a perfect subset of $A$. Conversely, if $C$ is a perfect subset of $A$, choose a tree $T$ on 2 such that $C=[T]=\{\alpha:(\forall n)(\alpha(0), \ldots, \alpha(n-1)) \in T\}$ and have I start playing in $G_{2}^{*}(A)$ by moving some $\left(a_{0}, \ldots, a_{n-1}\right) \in T$ such that both $\left(a_{0}, \ldots, a_{n-1}, 0\right)$ and $\left(a_{0}, \ldots, a_{n-1}, 1\right)$ are in $T$; such a sequence exists, otherwise $C$ would be a singleton. No matter what II moves, have I play $\left(a_{n+1}, \ldots, a_{k-1}\right)$ such that,
with $u=\left(a_{0}, \ldots, a_{n-1}, a_{n}, a_{n+1}, \ldots, a_{k-1}\right)$, both $u^{\wedge}(0)$ and $u^{\wedge}(1)$ are in $T$, which is always possible, since $[T]$ is perfect.

6A. 11 (Davis [1964]). Prove that II has a winning strategy in $G_{2}^{*}(A)$ is and only if $A$ is countable.

Hint. If $A$ is countable, then II has an obvious winning strategy-he simply plays in his $n$ 'th turn to make the play different from $\alpha_{n}$, where $A=\left\{\alpha_{0}, \alpha_{1}, \ldots\right\}$.

Suppose now that II wins via $\tau$ and let $\alpha$ be a fixed binary sequence. Call a sequence

$$
s_{0}, k_{0}, s_{1}, k_{1}, \ldots, s_{l-1}, k_{l-1}
$$

$\operatorname{good}\left(\right.$ for $\tau$ and $\alpha$ ) if each $s_{i}$ is a non-empty, finite binary sequence, each $k_{i}$ is 0 or 1 , the sequence

$$
w=s_{0} \wedge\left(k_{0}\right) \wedge s_{1} \uparrow\left(k_{1}\right) \wedge \cdots s_{l-1} \wedge\left(k_{l-1}\right)
$$

is an initial segment of $\alpha$, and $s_{0}, k_{0}, \ldots, s_{l-1}, k_{l-1}$ is the beginning of a run of $G_{2}^{*}(A)$ played according to $\tau$, i.e., for $j<l$,

$$
k_{j}=\tau\left(s_{0}, k_{0}, \ldots, s_{j}\right)
$$

the empty sequence ( $l=0$, by convention) is automatically good. If every good sequence has a good proper extension, then $\alpha$ is the play in a run of $G_{2}^{*}(A)$ where II has followed $\tau$, and hence $\alpha \notin A$; thus if $\alpha \in A$, there must exist some $s_{0}, k_{0}, \ldots, s_{l-1}, k_{l-1}$ (possibly the empty sequence) which is good for $\tau$ and $\alpha$ and has no proper, good extension. If

$$
s_{0} \uparrow\left(k_{0}\right) \wedge \ldots s_{l-1} \uparrow\left(k_{l-1}\right)=\alpha(0), \alpha(1), \ldots, \alpha(n-1),
$$

then, easily, for $i>n$ we must have

$$
\alpha(i)=1-\tau\left(s_{0}, k_{0}, \ldots, s_{l-1}, k_{l-1},(\alpha(n), \ldots, \alpha(n-i))\right)
$$

and so $\alpha$ is completely determined (recursively) by the value $\alpha(n)$ and the maximal good sequence $s_{0}, k_{0}, \ldots, s_{l-1}, k_{l-1}$. Since there are only countably many possible good sequences, $A$ must be countable.

From these two simple facts we obtain the first connection between determinacy hypotheses and structural properties of pointsets.

6A.12. Prove that if $\Lambda$ is an adequate pointclass closed under $\Delta_{1}^{1}$ substitution, then

$$
\operatorname{Det}_{2}^{*}(\Lambda) \Longleftrightarrow \underset{\text { perfect subset }}{\text { every uncountable pointset in } \Lambda \text { has a non-empty }}
$$

and hence ${ }^{(6,7)}$

$$
\operatorname{Det}_{\omega}(\Lambda) \Longrightarrow \underset{ }{\text { perfect subset. }} \text { every uncountable pointset in } \Lambda \text { has a non-empty }
$$

Infer $\operatorname{Det}_{2}^{*}\left(\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}\right)$. Infer also that $\operatorname{Det}_{2}^{*}(\underset{\sim}{\boldsymbol{\Pi}})$ and $\operatorname{Det}_{\omega}\left(\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}\right)$ cannot be proved in $\mathbf{Z F C}$.
Hint. If $A \subseteq \mathcal{X}$ is uncountable in $\Lambda$, let $\pi: \mathcal{X} \nrightarrow{ }^{\omega} 2$ be a $\Delta_{1}^{1}$ isomorphism, infer that $\pi[A]$ has a perfect subset $\pi[C]$ and argue that the uncountable Borel set $C \subseteq A$ has a perfect subset.

The other assertions follow immediately using 6A.9, 5A. 8 and 6A.4.


Figure 6A.3. The Banach-Mazur game $G^{* *}(A)$.
The next game we will study can be used to prove that determinacy implies the Baire property. It is easier here to work directly on arbitrary pointsets rather than prove the result for subsets of ${ }^{\omega} 2$ and then transfer it.

Given $A \subseteq \mathcal{X}$, the ${ }^{* *}$-game or Banach-Mazur game) $G^{* *}=G^{* *}(A)$ is played as follows: I chooses an integer $s_{0}$, II chooses $s_{1}$, I chooses $s_{2}$, and so on. If $N(0), N(1), \ldots$ is the standard enumeration of a nbhd basis for $\mathcal{X}$, then each player must move some $s_{i}$ such that (see Figure 6A.3)

$$
\begin{gathered}
\bar{N}\left(s_{i-1}\right) \supseteq \bar{N}\left(s_{i}\right) \\
\operatorname{radius}\left(N\left(s_{i}\right)\right) \leq \frac{1}{2} \operatorname{radius}\left(N\left(s_{i-1}\right)\right)
\end{gathered}
$$

-otherwise the first player who does not follow this restriction loses. If they both follow the restriction, at the end they have defined a point $x$, the unique point in all the $\bar{N}\left(s_{i}\right)$; now I wins if $x \in A$, otherwise II wins. ${ }^{(1)}$

6A.13. Prove that if $\Lambda$ is adequate and closed under $\Delta_{1}^{1}$ substitution, then
$\operatorname{Det}_{\omega}(\Lambda) \Longrightarrow$ for each $A \in \Lambda, G^{* *}(A)$ is determined.
Hint. The payoff set $A^{* *} \subseteq{ }^{\omega} \omega$ for $G^{* *}(A)$ is easily in $\Lambda$.
6A. 14 (Banach, see Oxtoby [1957]. ${ }^{(1)}$ ). Prove that for a fixed $A \subseteq \mathcal{X}$,
(i) II wins $G^{* *}(A) \Longleftrightarrow A$ is meager,
(ii) I wins $G^{* *}(A) \Longleftrightarrow$ for some $s, \bar{N}(s) \backslash A$ is meager.

Hint. (i) If $A$ is meager, then $A \subseteq \bigcup_{n} F_{n}$ with each $F_{n}$ closed and having no interior. If I plays $s_{0}$, have II play $s_{1}$ such that the restrictions are satisfied and $\bar{N}\left(s_{1}\right) \cap F_{0}=\emptyset$, and in general let II play so that $\bar{N}\left(s_{2 n+1}\right) \cap F_{n}=\emptyset$; then the point $x$ determined at the end will not be in $A$.

Suppose now that II wins $G^{* *}(A)$ via some strategy $\sigma$ and let $x \in \mathcal{X}$. Call a sequence $s_{0}, \ldots, s_{n}$ of even length good if it is the initial part of some play in $G^{* *}(A)$, where the restrictions have been followed, II plays by $\sigma$ and $x \in \bar{N}\left(s_{n}\right)$-the empty sequence is good by definition. If every good sequence has a good extension, then (easily) $x$ is the point determined by some play where II plays $\sigma$, hence $x \notin A$; thus

Now if $s_{0}, \ldots, s_{n}$ is any even sequence, put

$$
\begin{aligned}
B\left(s_{0}, \ldots, s_{n}\right)=\cap\left\{\bar{N}\left(s_{n}\right) \backslash N\left(\sigma\left(s_{0}, \ldots, s_{n}, s\right)\right)\right. & : \bar{N}(s) \subseteq \bar{N}\left(s_{n}\right) \\
& \left.\& \operatorname{radius}(N(s)) \leq \frac{1}{2} \operatorname{radius}\left(N\left(s_{n}\right)\right)\right\}
\end{aligned}
$$

each $B\left(s_{0}, \ldots, s_{n}\right)$ is easily closed and nowhere dense and we have shown

$$
x \in A \Longrightarrow \text { for some } s_{0}, \ldots, s_{n}, x \in B\left(s_{0}, \ldots, s_{n}\right)
$$

which establishes that $A$ is meager.
(ii) suppose I wins $G^{* *}(A)$ via a strategy $\sigma$ whose first move is $s=s_{0}$; it is now easy to check that II wins the game $G^{* *}(\bar{N}(s) \backslash A)$ by following $\sigma$, so that $\bar{N}(s) \backslash A$ is meager by (i). Conversely, if $\bar{N}(s) \backslash A$ is meager for some $s$, then I can easily win $G^{* *}(A)$ by playing $s$ to begin with and then staying out of $\bar{N}(s) \backslash A$ as in the first part of the argument above.

6A.15. Suppose $\Lambda$ is adequate, $\prod_{\sim}^{0} \subseteq \Lambda$, and for each $A$ in $\Lambda$, either $A$ is meager or there is a nbhd $N(s)$ such that $\bar{N}(s) \backslash A$ is meager. Prove that every pointset in $\Lambda$ has the property of Baire.

Hint. Given $A$ in $\Lambda$, let

$$
A^{*}=\cup\{N(s): \bar{N}(s) \backslash A \text { is meager }\} ;
$$

$A^{*}$ is open so it is enough to show that $A \triangle A^{*}$ is meager.
To begin with, $A^{*} \backslash A \subseteq \cup\{\bar{N}(s) \backslash A: \bar{N}(s) \backslash A$ is meager $\}$, so $A^{*} \backslash A$ is meager.
If $A \backslash A^{*}$ is not meager, since $A \backslash A^{*} \in \Lambda$ by the hypotheses, there must be some $s$ such that $\bar{N}(s) \backslash\left(A \backslash A^{*}\right)$ is meager. Clearly then the smaller set $\bar{N}(s) \backslash A$ is also meager so that $N(s) \subseteq A^{*}$ by the definition of $A^{*}$ and easily $\bar{N}(s) \backslash\left(A \backslash A^{*}\right) \supseteq N(s)$; thus $N(s)$ is meager, contradicting the Baire Category Theorem.

6A.16. Prove that if $\Lambda$ is adequate and closed under Borel substitution, then the following two conditions are equivalent:
(i) For each $A \in \Lambda, G^{* *}(A)$ is determined.
(ii) Every pointset in $\Lambda$ has the property of Baire.

Hence for such $\Lambda,{ }^{(6,7)}$

$$
\operatorname{Det}_{\omega}(\Lambda) \Longrightarrow \text { every pointset in } \Lambda \text { has the property of Baire. }
$$

Hint. One direction is immediate from 6A. 14 and 6A.15. For the other direction, check easily that if $A$ has the property of Baire, then in fact either $A$ is meager or some $\bar{N}(s) \backslash A$ is meager.

Let us now go to $\sigma$-finite Borel measures or simply measures for this discussion. The definitions are given in 2 H .

First recall a few simple facts.
If $\mu$ is a measure on the Borel subsets of $\mathcal{X}$, then for each Borel $P \subseteq \mathcal{X}$,

$$
\pi(P)=\operatorname{infimum}\{\mu(G): G \text { is open, } P \subseteq G\} .
$$

This is immediate for open $P$ and follows for closed $P$ because closed sets are countable intersections of open sets. Inductively, if $P=\bigcup_{n} P_{n}$ and for each $n, P_{n} \subseteq G_{n}$ with $\mu\left(G_{n} \backslash P_{n}\right)<\varepsilon / 2^{n}$, then $P \subseteq G=\bigcup_{n} G_{n}$ and $\mu(P \backslash G)=\mu\left(\bigcup_{n} G_{n} \backslash \bigcup_{n} P_{n}\right) \leq$ $\sum_{n} \mu\left(G_{n} \backslash P_{n}\right) \leq \varepsilon$. The argument is even simpler when $P=\bigcap_{n} P_{n}$ with $P_{n}$ of smaller Borel order.


Diagram 6A.4. The covering game $G^{\mu}(A, \varepsilon)$.

It follows that $\mu(P)=0$ precisely when we can find for each $\varepsilon>0$ an open set $G \supseteq P$ with $\mu(G) \leq \varepsilon$.

We now describe the covering game $G^{\mu}(A, \varepsilon)$ associated with the measure $\mu$ on the space ${ }^{\omega} 2$ and each set $A \subseteq{ }^{\omega} 2$. This is a game on $\omega$, invented by Harrington.

Player I plays integers $s_{0}, s_{1}, s_{2}, \ldots$, with each $s_{i}=0$ or $s_{i}=1$. Thus he determines at the end a binary sequence $\alpha \in{ }^{\omega} 2$.

Player II plays integers $t_{0}, t_{1}, \ldots$ where each $t_{n}$ codes in some canonical way a finite union of basic open sets $G_{n}$, such that

$$
\mu\left(G_{n}\right) \leq \varepsilon / 2^{2 n+2}
$$

For example, we may insist that $\operatorname{Seq}\left(t_{n}\right)$ and

$$
G_{n}=N\left(\left(t_{n}\right)_{0}\right) \cup \cdots \cup N\left(\left(t_{n}\right)_{\ln \left(t_{n}\right)-1}\right) .
$$

Here $\varepsilon>0$ is fixed and if II does not play the right kind of $t_{n}$ he loses. The moves are made in the obvious order, as in Diagram 6A.4.

If II follows the rules, at the end he defines an open set

$$
G=\bigcup_{n} G_{n},
$$

and we set

$$
\text { I wins } \Longleftrightarrow \alpha \in A \backslash G
$$

6A.17. Suppose $\mu$ is a $\sigma$-finite Borel measure on ${ }^{\omega} 2, A \subseteq{ }^{\omega} 2$ has no Borel subsets of $\mu$-measure $>0$ and for each $\varepsilon>0$ the game $G^{\mu}(A, \varepsilon)$ is determined. Prove that $\mu(A)=0$.

Hint. Suppose first I wins $G^{\mu}(A, \varepsilon)$ via $\sigma$ and let

$$
B=\{\sigma * \tau: \tau \text { is a strategy for II }\}
$$

Now $B$ is a ${\underset{\sim}{1}}_{1}^{1}$ subset of $A$, so it is $\mu$-measurable by 2 H .8 and then easily $\mu(B)=0$, since $B \subseteq A$. We can easily find $G_{0}, G_{1}, G_{2}, \ldots$ all finite unions of basic nbhds with $\mu\left(G_{n}\right) \leq \varepsilon / 2^{2 n+2}$ and $B \subseteq \bigcup_{n} G_{n}$, which determines a strategy for II that beats $\sigma$ contrary to hypothesis. Thus I cannot win $G^{\mu}(A, \varepsilon)$.

It follows that II wins, say by $\tau$. Put

$$
\begin{aligned}
& G=\bigcup\left\{G\left(s_{0}, \ldots, s_{n}\right):\left(s_{0}, \ldots, s_{n}\right)\right. \text { is a finite binary sequence } \\
& \text { and } G\left(s_{0}, \ldots, s_{n}\right) \text { is the finite union of basic nbhds } \\
&\text { coded by II's move } \left.\left.t_{n} \text { (playing by } \tau\right) \text { when I plays } s_{0}, \ldots, s_{n}\right\} .
\end{aligned}
$$

It is immediate that $A \subseteq G$ and $G$ is open. But

$$
\begin{aligned}
\mu(G) & \leq \sum\left\{\mu\left(G\left(s_{0}, \ldots, s_{n}\right)\right):\right. \\
& \left.\left(s_{0}, \ldots, s_{n}\right) \text { is a binary sequence }\right\} \\
& =\sum_{n} \sum\left\{\mu\left(G\left(s_{0}, \ldots, s_{n}\right)\right):\right. \\
& \left.\quad\left(s_{0}, \ldots, s_{n}\right) \text { a binary sequence of length } n+1\right\} \\
\leq & \sum_{n}\left(\sum_{0<t \leq 2^{n+1}} \varepsilon / 2^{2 n+2}\right) \\
& =\sum_{n} 2^{n+1} \cdot \varepsilon / 2^{2 n+2}=\varepsilon .
\end{aligned}
$$

6A. 18 (Mycielski and Swierczkowski [1964]. ${ }^{(6,7)}$ ). Suppose $\Lambda$ is an adequate pointclass closed under Borel substitution and let $\mu$ be a $\sigma$-finite Borel measure on some $\mathcal{X}$. Prove that

$$
\operatorname{Det}_{\omega}(\Lambda) \Longrightarrow \text { every set } A \subseteq \mathcal{X} \text { in } \Lambda \text { is } \mu \text {-measurable. }
$$

Hint. Suppose first $\mathcal{X}={ }^{\omega} 2$, let $A \subseteq \mathcal{X}$. By 2 H. 7 there is a Borel set $\tilde{A}$ such that $A \subseteq \tilde{A}$ and $\tilde{A} \backslash A$ contains no Borel set of $\mu$-measure $>0$. Let $B=\tilde{A} \backslash A$; clearly $B$ is in the dual class $\neg \Lambda$. The game $G^{\mu}(B, \varepsilon)$ is easily in $\neg \Lambda$, hence it is determined by 6 A .4 ; by $6 \mathrm{~A} .17, \mu(B)=0$, so $A$ is $\mu$-measurable.

Every perfect space $\mathcal{X}$ is Borel isomorphic with ${ }^{\omega} 2$ and we can establish the result for $\mathcal{X}$ by carrying to ${ }^{\omega} 2$ any given measure on $\mathcal{X}$.

## 6B. The First Periodicity Theorem

We saw in 6A that if $\Lambda$ is a reasonable pointclass, then the hypothesis $\operatorname{Det}_{\omega}(\Lambda)$ implies that all the sets in $\Lambda$ are "nice": they have the property of Baire, they are absolutely measurable and they are uncountable precisely when they have perfect subsets. Put

$$
\mathbf{P D} \Longleftrightarrow \text { every projective set } A \subseteq \mathcal{N} \text { is determined; }
$$

this hypothesis of projective determinacy implies then that all projective sets are nice in this sense.

In this section we will show that if PD holds, then the prewellordering property oscillates between the $\Sigma$ and the $\Pi$ sides of the analytical hierarchy, i.e., the normed analytical pointclasses are those circled in Diagram 6B.6. These are Sector pointclasses then, and the structure theory of Chapter 4 applies to them.

Since we will be playing games on $\omega$ almost exclusively from now on, we will skip the subscript and abbreviate

$$
\begin{aligned}
\operatorname{Det}(\Lambda) & \Longleftrightarrow \operatorname{Det}_{\omega}(\Lambda) \\
& \Longleftrightarrow \text { every set } A \subseteq \mathcal{N} \text { in } \Lambda \text { is determined. }
\end{aligned}
$$

In describing games on $\omega$, it is often convenient to think of I and II as playing distinct sequences $\alpha, \beta$, as we did in some of the exercises of the preceding section, see Diagram 6B.1. The play then is the sequence

$$
a_{0}, b_{0}, a_{1}, b_{1}, \ldots,
$$



Diagram 6B.1.
but we often say that I plays $\alpha$ and II plays $\beta$ in this run. We also describe games in this way, e.g., we may say that if I plays $\alpha$ and II plays $\beta$, then

$$
\text { I wins } \Longleftrightarrow P(\alpha, \beta)
$$

where $P \subseteq \mathcal{N} \times \mathcal{N}$; this is obviously the game $G_{\omega}(A)$, where

$$
A=\{(\alpha(0), \beta(0), \alpha(1), \beta(1), \ldots): P(\alpha, \beta)\}
$$

Clearly $A$ and $P$ can be obtained by recursive substitutions from each other.
We identify a strategy $\sigma$ for I in a game with the irrational $\sigma$ defined by

$$
\sigma(u)= \begin{cases}\sigma\left((u)_{0}, \ldots,(u)_{n-1}\right), & \text { if } \operatorname{Seq}(u) \& \operatorname{lh}(u)=n \text { is even } \\ 0, & \text { otherwise }\end{cases}
$$

and similarly for strategies for II. If $\sigma$ instructs I to play $\alpha$ when II plays $\beta$, we write

$$
\alpha=\sigma *[\beta] ;
$$

similarly, if $\tau$ instructs II to play $\beta$ when I plays $\alpha$, we write

$$
\beta=[\alpha] * \tau
$$

Clearly both functions

$$
(\sigma, \beta) \mapsto \sigma *[\beta], \quad(\alpha, \tau) \mapsto[\alpha] * \tau
$$

are recursive on $\mathcal{N} \times \mathcal{N}$ to $\mathcal{N}$.
The key result is the following theorem, dual to 4B.3. (For the definitions see 4B and the exercises of 4C.)

6B.1. The First Periodicity Theorem (Martin, Moschovakis ${ }^{(9)}$ ). Assume that $\Gamma$ is adequate and $\operatorname{Det}(\underset{\mathcal{N}}{\boldsymbol{\Delta}})$ holds; if $P \subseteq \mathcal{X} \times \mathcal{N}$ is in $\Gamma$ and admits $a \Gamma$-norm, then the set $\forall{ }^{\mathcal{N}} P$ admits $a \forall^{\mathcal{N}} \exists{ }^{\mathcal{N}} \Gamma$-norm.

Proof. Assume the hypotheses and let $\varphi$ be a $\Gamma$-norm on $P$ and

$$
Q(x) \Longleftrightarrow(\forall \alpha) P(x, \alpha)
$$

We will define a prewellordering $\leq$ on $Q$ and then take $\psi$ to be the associated norm, such that $\leq_{\psi}=\leq$.

Given $x, y \in \mathcal{X}$, consider the game $G(x, y)$ on $\omega$, where I plays $\alpha$, II plays $\beta$ and

$$
\text { I wins } \Longleftrightarrow(y, \beta)<_{\varphi}^{*}(x, \alpha)
$$

equivalently,

$$
\begin{aligned}
\text { II wins } & \Longleftrightarrow \neg(y, \beta)<_{\varphi}^{*}(x, \alpha) \\
& \Longleftrightarrow \neg P(y, \beta) \vee(x, \alpha) \leq_{\varphi}^{*}(y, \beta) .
\end{aligned}
$$

Put

$$
\begin{equation*}
x \leq y \Longleftrightarrow \text { II has a winning strategy in } G(x, y) \tag{1}
\end{equation*}
$$



Diagram 6B.2.
We will prove that the restriction of $\leq$ to $Q$ is a prewellordering with the desired properties.

The motivation for the proof comes from the natural attempt to define a norm $\psi$ on $Q$ by

$$
\psi(x)=\operatorname{supremum}\{\varphi(x, \alpha): \alpha \in \mathcal{N}\} .
$$

This is a norm of course, but more often than not it is a trivial norm-e.g., if $\varphi$ is a $\aleph_{1}$-norm, then we are likely to have $\psi(x)=\aleph_{1}$ for almost all $x \in Q$. Definition (1) can be interpreted as saying that $x \leq y$ holds when supremum $\{\varphi(x, \alpha): \alpha \in \mathcal{N}\}$ is "effectively" $\leq \operatorname{supremum}\{\varphi(y, \beta): \beta \in \mathcal{N}\}$, for $y \in Q$, in the sense that we have a strategy $\tau$ which correlates with each $\alpha$ (given bit by bit) some $\beta$ such that $\varphi(x, \alpha) \leq \varphi(y, \beta)$. Because of this picture, we call $G(x, y)$ the sup game for the norm $\varphi$.

We now establish the properties of $\leq$ in a sequence of lemmas.
Lemma 1. For every $x \in Q, x \leq x$.
Proof. Have II play in $G(x, x)$ simply by copying the moves of I, as in Diagram 6B.2. Since $x \in Q$, we have $P(x, \alpha)$, hence $(x, \alpha) \leq_{\varphi}^{*}(x, \alpha)$, and II wins. $\quad \dashv$ (Lemma 1)

Lemma 2. If $x, y, z$ are all in $Q$, then

$$
(x \leq y \& y \leq z) \Longrightarrow x \leq z .
$$

Proof. We are assuming that II has winning strategies in both $G(x, y)$ and $G(y, z)$, and we must describe how II can play to win in $G(x, z)$. Consider Diagram 6B.3.


Diagram 6B.3.


DiAgram 6B. 4.
Suppose I plays $a_{0}$ in $G(x, z)$. Then I copies $a_{0}$ in $G(x, y)$ and II answers $b_{0}$ in that game by his winning strategy. Then I copies this $b_{0}$ in $G(y, z)$ and II answers $c_{0}$ in that game by his winning strategy. Now II responds with this $c_{0}$ to $a_{0}$ in $G(x, z)$.

Next I plays $a_{1}$ in $G(x, z)$ and II responds by $c_{1}$ which is determined in the same way, as indicated in the diagram, and similarly for the moves after that. In effect II plays in $G(y, z)$ by simulating runs of $G(x, y)$ and $G(y, z)$ on the side and watching the moves of the second players in these games, which follow winning strategies.

It is a simple matter to give a formal definition of this strategy for II in $G(x, z)$ in terms of the given strategies for II in $G(x, y)$ and $G(y, z)$ and we will not bother.

At the end of the run, sequences $\alpha, \beta, \gamma$ have been played as in the diagram and we know $P(x, \alpha), P(y, \beta), P(z, \gamma)$ (since $x, y, z$ are all in $Q$ ) and also $\varphi(x, \alpha) \leq \varphi(y, \beta)$, $\varphi(y, \beta) \leq \varphi(z, \gamma)$, since II wins $G(x, y)$ and $G(y, z)$. Hence $\varphi(x, \alpha) \leq \varphi(z, \gamma)$ and II has also won $G(x, z)$.

This describes a winning strategy for II in $G(x, z)$, hence $x \leq z . \quad \dashv$ (Lemma 2)
Lemma 3. For all $x, y G(x, y)$ is determined.
Proof. If $y \notin Q$, then II can win by playing any $\beta$ such that $\neg P(y, \beta)$. If $y \in Q$, then $P(y, \beta)$ holds for each $\beta$, so that

$$
\begin{aligned}
\text { I wins } & \Longleftrightarrow(y, \beta)<_{\varphi}^{*}(x, \alpha) \\
& \Longleftrightarrow \neg(x, \alpha) \leq_{\varphi}^{*}(y, \beta)
\end{aligned}
$$

and the payoff set is in $\underset{\sim}{\boldsymbol{\Delta}}$, hence the game is determined by the hypothesis of the theorem.
$\dashv$ (Lemma3)
Put

$$
x<y \Longleftrightarrow x \leq y \& \neg(y \leq x)
$$

Lemma 4. If $x, y$ are in $Q$, then

$$
x<y \Longleftrightarrow \mathrm{I} \text { wins } G(y, x) ;
$$

thus for $x, y \in Q$,

$$
x \leq y \vee y \leq x .
$$

Proof. If $x<y$ then $\neg(y \leq x)$, so II does not $\operatorname{win} G(y, x)$ by definition, hence I wins $G(y, x)$ by Lemma 3 .

Conversely, suppose I wins $G(y, x)$; then certainly II does not win $G(y, x)$, so to establish $x<y$ it is enough to show that II wins $G(x, y)$.
Fix a winning strategy for I in $G(y, x)$ and consider Diagram 6B.4.


Diagram 6B.5.
We describe a strategy for II in $G(x, y)$ as follows. Suppose I plays $a_{0}$ in $G(x, y)$; II disregards the value of $a_{0}$ and answers by $b_{0}$, the first winning move of I in $G(y, x)$. He then copies $a_{0}$ in $G(y, x)$ and observes that I answers this move of II by $b_{1}$ in that game. Suppose now I plays $a_{1}$ in $G(x, y)$; again II disregards the value of $a_{1}$ and responds $b_{1}$, but then copies $a_{1}$ in $G(y, x)$ and observes the response $b_{2}$, etc.

At the end of the game, $\alpha, \beta$ have been played and I has won $G(y, x)$, i.e., $(x, \alpha)<_{\varphi}^{*}$ $(y, \beta)$; in particular $(x, \alpha) \leq_{\varphi}^{*}(y, \beta)$, and so II has won $G(x, y) . \quad \dashv($ Lemma 4)

Lemma 5. The relation $\leq$ is wellfounded.
Proof. We must show that there are no infinite descending chains, so assume towards a contradiction that

$$
x_{0}>x_{1}>x_{2}>\cdots
$$

i.e., by Lemma 4, I wins $G\left(x_{i}, x_{i+1}\right)$ for every $i$. Fix winning strategies for I in all these games and consider Diagram 6B.5. Here player I follows the fixed winning strategies in all the games and the moves of II are filled in by copying along the dotted arrows. At the end of the run, sequences $\alpha^{0}, \alpha^{1}, \alpha^{2}, \ldots$ have been played and since I wins all these games we have

$$
\varphi\left(x_{0}, \alpha^{0}\right)>\varphi\left(x_{1}, \alpha^{1}\right)>\varphi\left(x_{2}, \alpha^{2}\right)>\cdots
$$

which is absurd.
We have now shown that $\leq$ is a prewellordering on $Q$, so let $\psi: Q \rightarrow$ Ordinals be the regular norm associated with it, i.e.,

$$
x \leq y \Longleftrightarrow \psi(x) \leq \psi(y) \quad(x, y \in Q)
$$

Lemma 6. The norm $\psi$ is $a \forall^{\mathcal{N}} \exists^{\mathcal{N}} \Gamma$-norm on $Q$.


Diagram 6B.6. The normed Kleene pointclasses under PD.
Proof. From the definition,

$$
\begin{aligned}
x \leq_{\psi}^{*} y & \Longleftrightarrow Q(x) \& \operatorname{II} \text { wins } G(x, y) \\
& \Longleftrightarrow Q(x) \& \operatorname{I} \text { does not } \operatorname{win} G(x, y) \\
& \Longleftrightarrow Q(x) \&(\forall \sigma)(\exists \beta)\left[(x, \sigma *[\beta]) \leq_{\varphi}^{*}(y, \beta)\right] .
\end{aligned}
$$

Similarly, using Lemma 4,

$$
\begin{aligned}
x<_{\varphi}^{*} y & \Longleftrightarrow Q(x) \& \operatorname{I} \text { wins } G(y, x) \\
& \Longleftrightarrow Q(x) \& \text { II does not } \operatorname{win} G(y, x) \\
& \Longleftrightarrow Q(x) \&(\forall \tau)(\exists \alpha)\left[(x, \alpha)<_{\varphi}^{*}(y,[\alpha] * \tau)\right] . \quad \dashv(\text { Lemma } 6)
\end{aligned}
$$

This completes the proof of the theorem.
6B.2. Corollary. If $\Gamma$ is adequate, normed and $\exists^{\mathcal{N}} \Gamma \subseteq \Gamma$ and if $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Delta}})$ holds, then $\forall^{\mathcal{N}} \Gamma$ is normed.

In particular, PD implies that $\Pi_{1}^{1}, \Sigma_{2}^{1}, \Pi_{3}^{1}, \Sigma_{4}^{1}, \ldots, \Pi_{n}^{1}(n$ odd $), \Sigma_{k}^{1}$ ( $k$ even) are all Spector pointclasses.

Proof is immediate from 6B. 1 and 4B.3.
We often refer to this corollary instead of 6B. 1 as the (first) Periodicity Theorem for the obvious reason. Recall from 4B. 13 that $\Sigma_{n}^{1}$ and $\Pi_{n}^{1}$ cannot both be normed, so that the oscillating picture of the analytical pointclasses we get from PD is in fact totally different from the picture when we assume $\mathcal{N} \subseteq L$.

At this point, one should go back to sections 4B-4D and recall the structure theory for Spector pointclasses developed there: these results have now been established for all $\Pi_{n}^{1}$ ( $n$ odd) and $\Sigma_{k}^{1}$ ( $k$ even), under the hypothesis of projective determinacy.

We should also point out here that the first periodicity theorem gives a new and interesting proof of the prewellordering theorem for $\Pi_{1}^{1}, 4 \mathrm{~B} .2$, as follows.

By 4B.8, every pointset of type 1 in $\Sigma_{1}^{0}$ admits a $\Sigma_{1}^{0}$-norm. Now 3C. 14 implies immediately that

$$
\forall^{\mathcal{N}} \exists^{\mathcal{N}} \Sigma_{1}^{0}=\forall^{\mathcal{N}} \Sigma_{1}^{0}=\Pi_{1}^{1}
$$

hence by 6 B .1 every $\Pi_{1}^{1}$ pointset of type 1 admits a $\Pi_{1}^{1}$-norm, using the determinacy of ${\underset{\sim}{1}}_{1}^{0}$ (clopen) sets. This yields immediately that $\Pi_{1}^{1}$ is normed, by 4B. 9 .

This is one of the characteristic features of the game-theoretic proofs that we will construct in this chapter; when we apply them to pointclasses whose determinacy is known (like ${\underset{\sim}{1}}_{0}^{0},{\underset{\sim}{1}}_{1}^{0}$ or ${\underset{\sim}{2}}_{2}^{0}$ ), we obtain new proofs of classical results about $\Pi_{1}^{1}$ and $\Sigma_{2}^{1}$.

It is convenient to introduce the notations

$$
\Sigma_{0}^{1}=\Sigma_{1}^{0} ; \quad \Pi_{0}^{1}=\Pi_{1}^{0} ; \quad \Delta_{0}^{1}=\Delta_{1}^{0}
$$

together with their boldface companions, so that e.g., ${\underset{0}{\boldsymbol{~}}}_{0}^{1}$ is the class of all clopen sets. In many of the results below we will use the hypothesis $\operatorname{Det}\left(\boldsymbol{\Delta}_{2 n}^{1}\right)$; now this makes sense even when $n=0$, in which case it is simply true, by the Gale-Stewart Theorem.

## 6C. The Second Periodicity Theorem; uniformization

The next obvious question is whether the hypothesis of projective determinacy settles the uniformization problem: must each projective set be uniformizable by some projective set? We show here that it does, but in a precise way which differs from the situation in $L$ and which reveals further the periodicity phenomenon we uncovered in 6B.

We will show that if PD holds, then the scale property oscillates between the $\Sigma$ and $\Pi$ sides of the Kleene hierarchy together with the prewellordering property. Consider first the analog for scales of 4B. 3 which we did not establish in 4E—we had no use for it then.

6C.1. Lemma (Moschovakis [1971a]). Suppose $\Gamma$ is adequate, $\mathcal{X}$ is a space of type 1 , $P \subseteq \mathcal{X} \times \mathcal{N}$ is in $\Gamma$ and $P$ admits a $\Gamma$-scale; then $\exists^{\mathcal{N}} P$ admits a $\exists^{\mathcal{N}} \forall^{\mathcal{N}} \Gamma$-scale.

Proof. By 4E.2, let $\bar{\varphi}=\left\{\varphi_{n}\right\}$ be a very good $\Gamma$-scale on $P$ and put

$$
P^{*}(x, \alpha) \Longleftrightarrow(\forall n)(\forall \beta)\left[(x, \alpha) \leq_{\varphi_{n}}^{*}(x, \beta)\right] ;
$$

we showed in 4E. 3 that $P^{*}$ uniformizes $P$. Let

$$
\begin{aligned}
Q(x) & \Longleftrightarrow(\exists \alpha) P(x, \alpha) \\
& \Longleftrightarrow(\exists \alpha) P^{*}(x, \alpha)
\end{aligned}
$$

and define $\bar{\psi}=\left\{\psi_{n}\right\}$ on $Q$ by

$$
\psi_{n}(x)=\varphi_{n}(x, \alpha) \text { for the unique } \alpha \text { such that } P^{*}(x, \alpha) .
$$

We verify that $\bar{\psi}$ is a scale on $Q$.
If $x_{0}, x_{1}, \ldots$ are all in $Q$ and $\psi_{n}\left(x_{i}\right)=\lambda_{n}$ for each $n$ and all large $i$, choose $\alpha_{0}, \alpha_{1}, \ldots$ such that $P^{*}\left(x_{i}, \alpha_{i}\right)$, so that by definition

$$
\varphi_{n}\left(x_{i}, \alpha_{i}\right)=\psi_{n}\left(x_{i}\right) .
$$

Thus $\varphi_{n}\left(x_{i}, \alpha_{i}\right)=\lambda_{n}$ for each $n$ and all large $i$, and since $\bar{\varphi}$ is a very good scale, we have $x_{i} \rightarrow x, \alpha_{i} \rightarrow \alpha$ and

$$
\varphi_{n}(x, \alpha) \leq \lambda_{n}, \text { all } n
$$

In particular of course, $Q(x)$. Now choose $\alpha^{*}$ such that $P^{*}\left(x, \alpha^{*}\right)$ and notice that for each $n$,

$$
\psi_{n}(x)=\varphi_{n}\left(x, \alpha^{*}\right) \leq \varphi_{n}(x, \alpha) \leq \lambda_{n},
$$

where the inequality $\varphi_{n}\left(x, \alpha^{*}\right) \leq \varphi_{n}(x, \alpha)$ follows from the definition of $P^{*}$. Thus $\bar{\psi}$ is a scale.

That $\bar{\psi}$ is a $\exists^{\mathcal{N}} \forall^{\mathcal{N}} \Gamma$-scale follows from the easy equivalence

$$
x \leq_{\psi_{n}}^{*} y \Longleftrightarrow(\exists \alpha)(\forall \beta)\left[P^{*}(x, \alpha) \&(x, \alpha) \leq_{\varphi_{n}}^{*}(y, \beta)\right]
$$

and the similar one for $<_{\psi_{n}}^{*}$.
6C.2. Theorem (Moschovakis [1971a]). If $\Sigma_{1}^{0} \subseteq \Gamma$ and $\Gamma$ is adequate, closed under $\forall^{\mathcal{N}}$ and scaled, then $\exists^{\mathcal{N}} \Gamma$ is also scaled.

In particular, $\Sigma_{2}^{1},{\underset{\sim}{2}}_{1}^{1}$ are scaled.


Diagram 6C.1. The sup game on $u(n)$.
Proof is immediate from 6C.1.
There is no immediate use at this point for the fact that $\Sigma_{2}^{1}$ is scaled, but we will apply it later. For now, 6 C .2 will serve only as an induction loading device, in conjunction with the next result.

6C.3. The Second Periodicity Theorem (Moschovakis [1971a]). Suppose $\Gamma$ is adequate and $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Delta}})$ holds. If $P \subseteq \mathcal{X} \times \mathcal{N}$ is in $\Gamma$ of type 1 and admits $a \Gamma$-scale, then the set $\forall^{\mathcal{N}} P$ admits $a \forall^{\mathcal{N}} \exists^{\mathcal{N}} \Gamma$-scale.

Proof. Let $\bar{\varphi}=\left\{\varphi_{n}\right\}$ be a fixed very good $\Gamma$-scale on $P$ and put

$$
Q(x) \Longleftrightarrow(\forall \alpha) P(x, \alpha) .
$$

It will be convenient to have an effective enumeration of all finite sequences of integers, so put

$$
\begin{aligned}
& u(0)=\text { the empty sequence } \\
& u(i)=\text { the sequence coded by the } i \text { 'th number } v \text { such that } \operatorname{Seq}(v) .
\end{aligned}
$$

It is immediate from this definition that if $u(i)$ is a proper initial segment of $u(j)$, then $i<j$.

If $u$ is a finite sequence and $\alpha \in \mathcal{N}$, let

$$
u \prec \alpha \Longleftrightarrow u \text { is an initial segment of } \alpha
$$

and put

$$
x \in Q_{n} \Longleftrightarrow(\forall \alpha \succ u(n)) P(x, \alpha)
$$

Clearly $Q_{0}=Q$ and $Q \subseteq Q_{n}$ for every $n$. We will define a norm $\psi_{n}$ on each $Q_{n}$ by considering a game $G_{n}(x, y)$, very much as in the proof of the First Periodicity Theorem 6B.1.

Suppose I and II play sequences $\alpha^{\prime}, \beta^{\prime}$ in the usual fashion. We let

$$
\begin{aligned}
\alpha & =u(n)^{\wedge} \alpha^{\prime}
\end{aligned}=u(n)^{\wedge}\left(a_{0}, a_{1}, \ldots\right) .
$$

and we put

$$
\mathrm{I} \text { wins } G_{n}(x, y) \Longleftrightarrow(y, \beta)<_{\varphi_{n}}^{*}(x, \alpha)
$$

or equivalently,

$$
\text { II wins } G_{n}(x, y) \Longleftrightarrow \neg P(y, \beta) \vee(x, \alpha) \leq_{\varphi_{n}}^{*}(y, \beta) .
$$

We can think of $G_{n}(x, y)$ as a subgame of the sup game for the norm $\varphi_{n}$ as we defined this in 6B.1, where both players have been saddled with the same first few moves-those in the sequence $u(n)$. It will be useful to think of $\alpha$ and $\beta$ as the plays in $G_{n}(x, y)\left(\right.$ instead of $\alpha^{\prime}$ and $\left.\beta^{\prime}\right)$.

## Put now

$$
x \leq_{n} y \Longleftrightarrow \text { II has a winning strategy in } G_{n}(x, y)
$$

Using the arguments in 6B.1, one easily checks that each $\leq_{n}$ is a prewellordering on $Q_{n}$ and that the associated norm $\psi_{n}$ on $Q_{n}$ is a $\forall^{\mathcal{N}} \exists^{\mathcal{N}} \Gamma$-norm. Moreover, the relations

$$
\begin{aligned}
R(n, x, y) & \Longleftrightarrow x \in Q_{n} \& x \leq_{\psi_{n}}^{*} y \\
S(n, x, y) & \Longleftrightarrow x \in Q_{n} \& x<_{\psi_{n}}^{*} y
\end{aligned}
$$

are also in $\forall^{\mathcal{N}} \exists^{\mathcal{N}} \Gamma$.
It will be very easy to turn the sequence $\bar{\psi}=\left\{\psi_{n}\right\}$ into a $\forall^{\mathcal{N}} \exists^{\mathcal{N}} \Gamma$-scale on $Q$, after we prove the following key fact.

Lemma. Suppose $x_{0}, x_{1}, \ldots$ are all in $Q, \lim _{i \rightarrow \infty} x_{i}=x$ and for each $n$ and all large $i, \psi_{n}\left(x_{i}\right)=\lambda_{n}$; then $x \in Q$ and for each $n, \psi_{n}(x) \leq \lambda_{n}$.

Proof. By passing to a subsequence if necessary, we may assume that

$$
i \geq n \Longrightarrow \psi_{n}\left(x_{i}\right)=\lambda_{n} .
$$

To show first that $x \in Q$, we must verify that for each fixed $\alpha, P(x, \alpha)$ holds. Choose $n_{i}$ so that

$$
u\left(n_{i}\right)=(\alpha(0), \ldots, \alpha(i-1))
$$

and consider the subsequence

$$
x_{n_{0}}, x_{n_{1}}, x_{n_{2}}, \ldots .
$$

Now $n_{i}<n_{i+1}$, and hence

$$
\psi_{n_{i}}\left(x_{n_{i}}\right)=\psi_{n_{i}}\left(x_{n_{i+1}}\right)=\lambda_{n_{i}},
$$

so that

$$
x_{n_{i+1}} \leq n_{n_{i}} x_{n_{i}}
$$

and II has a winning strategy in all the games $G_{n_{i}}\left(x_{n_{i+1}}, x_{n_{i}}\right)$. Fix winning strategies for II in all these games and consider Diagram 6C.2 which is constructed by the following rules.

To begin with, I plays $\alpha(i)$ in $G_{n_{i}}\left(x_{n_{i+1}}, x_{n_{i}}\right)$. After II responds to this (by his winning strategy) with a move that we have labeled $\alpha_{i}(i)$, I plays by copying $\alpha_{i}(i)$ into the preceding game $G_{n_{i-1}}\left(x_{n_{i}}, x_{n_{i-1}}\right)$, as we have indicated by the dotted lines. Now II plays again to win and I corresponds by copying, etc. ad infinitum.

At the end, plays $\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots$ have been determined and it is obvious that

$$
\lim _{i \rightarrow \infty} \alpha_{i}=\alpha,
$$

since in fact

$$
\alpha_{i}(j)=\alpha(j) \text { for } j<i .
$$

Moreover, II wins all these runs, so we have for every $i$,

$$
\varphi_{n_{i}}\left(x_{n_{i+1}}, \alpha_{i+1}\right) \leq \varphi_{n_{i}}\left(x_{n_{i}}, \alpha_{i}\right) .
$$

Since the scale $\bar{\varphi}$ is very good, this implies that for each fixed $k$ and all $i$ which are large enough (so that $k \leq n_{i}$ ),

$$
\varphi_{k}\left(x_{n_{i+1}}, \alpha_{i+1}\right) \leq \varphi_{k}\left(x_{n_{i}}, \alpha_{i}\right),
$$

so that in fact there are ordinals $\mu_{k}$ and

$$
\varphi_{k}\left(x_{n_{i}}, \alpha_{i}\right)=\mu_{k}
$$



## Diagram 6C. 2

for all large $i$; hence $P(x, \alpha)$, since $\bar{\varphi}$ is a scale on $P$. Thus $P(x, \alpha)$ holds for every $\alpha$ and $x \in Q$.

We now prove that for each $n$,

$$
\psi_{n}(x) \leq \lambda_{n} .
$$

If $k \leq m$, then $\psi_{k}\left(x_{k}\right)=\psi_{k}\left(x_{m}\right)$, hence $x_{m} \leq_{k} x_{k}$ and II has a winning strategy in each of the games $G_{k}\left(x_{m}, x_{k}\right)(k \leq m)$. Fix winning strategies for II in each of these games and fix the number $n$. We will describe how II can play to win $G_{n}\left(x, x_{n}\right)$, thus showing $x \leq_{n} x_{n}$, i.e., $\psi_{n}(x) \leq \psi_{n}\left(x_{n}\right)=\lambda_{n}$.

Player II will win by utilizing many of the strategies in the games $G_{k}\left(x_{m}, x_{k}\right)$. In fact, he will construct on the side a diagram of games much like the one above, and his moves in $G_{n}\left(x, x_{n}\right)$ will be copied from the appropriate places in that diagram. The only additional complication in this argument is that II does not know ahead of time which of the games $G_{k}\left(x_{m}, x_{k}\right)$ he wants to play on the side; these will depend on the moves I makes in $G_{n}\left(x, x_{n}\right)$.

Consider then Diagram 6C. 3 which is constructed as follows.
Let $n_{0}=n$ and suppose that the sequence $u(n)$ has length $l$-these are useful notation conventions.

Suppose that I starts by playing $a_{l}$ in $G_{n}\left(x, x_{n}\right)$. Choose $n_{1}$ so that $u\left(n_{1}\right)=$ $u\left(n_{0}\right)^{\wedge}\left(a_{l}\right)$, so that $n_{0}<n_{1}$ and start the game $G_{n_{0}}\left(x_{n_{1}}, x_{n_{0}}\right)$ with I playing $a_{l}$ in it. Have II respond by his winning strategy by some $\alpha_{0}(l)$ ( $\alpha_{0}$ will be his eventual play in this game) and have II play the same $\alpha_{0}(l)$ in $G_{n}\left(x, x_{n}\right)$.

Suppose now that I plays $a_{l+1}$ in $G_{n}\left(x, x_{n}\right)$. Let $u\left(n_{2}\right)=u\left(n_{0}\right)^{\wedge}\left(a_{l}, a_{l+1}\right)$ so that $n_{1}<n_{2}$ and start the game $G_{n_{1}}\left(x_{n_{2}}, x_{n_{1}}\right)$ with $I$ playing $a_{l+1}$; II responds to win by $\alpha_{1}(l+1)$, we copy this move in $G_{n_{0}}\left(x_{n_{1}}, x_{n_{0}}\right)$, II responds by $\alpha_{0}(l+1)$ and finally II plays this $\alpha_{0}(l+1)$ in $G_{n}\left(x, x_{n}\right)$.


Continuing in this fashion as in the diagram, we determine successively games $G_{n_{i}}\left(x_{n_{i+1}}, x_{n_{i}}\right)$ and plays $\alpha_{i}$, so that if $\alpha$ is the play of I in $G_{n}\left(x, x_{n}\right)$, then

$$
\lim _{i \rightarrow \infty} \alpha_{i}=\alpha,
$$

since in fact

$$
j<l+i \Longrightarrow a_{i}=\alpha(j)=\alpha_{i}(j) .
$$

Moreover, II wins all these games, so that

$$
\varphi_{n_{i}}\left(x_{n_{i+1}}, \alpha_{i+1}\right) \leq \varphi_{n_{i}}\left(x_{n_{i}}, \alpha_{i}\right) .
$$

We now argue very much as in the first part of this proof: since $\bar{\varphi}$ is a very good scale, we have

$$
\begin{equation*}
\varphi_{k}\left(x_{n_{i+1}}, \alpha_{i+1}\right) \leq \varphi_{k}\left(x_{n_{i}}, \alpha_{i}\right) \tag{*}
\end{equation*}
$$

for all $i$ large enough so that $k \leq n_{i}$, hence all the norms $\varphi_{k}\left(x_{n_{i}}, \alpha_{i}\right)$ are eventually constant, and hence we have $P(x, \alpha)$ and for each $k$,

$$
\begin{equation*}
\varphi_{k}(x, \alpha) \leq \lim _{i \rightarrow \infty} \varphi_{k}\left(x_{n_{i}}, \alpha_{i}\right) . \tag{**}
\end{equation*}
$$

Taking $k=n=n_{0}$ in ( $*$ ) for $i=0,1,2, \ldots$, we have

$$
\varphi_{n_{0}}\left(x_{n_{0}}, \alpha_{0}\right) \geq \varphi_{n_{0}}\left(x_{n_{1}}, \alpha_{1}\right) \geq \varphi_{n_{0}}\left(x_{n_{2}}, \alpha_{2}\right) \geq \cdots \geq \lim _{i \rightarrow \infty} \varphi_{n_{0}}\left(x_{n_{i}}, \alpha_{i}\right),
$$

so that by ( $* *$ )

$$
\varphi_{n_{0}}\left(x_{n_{0}}, \alpha_{0}\right) \geq \varphi_{n_{0}}(x, \alpha)
$$

and II wins the game $G_{n}\left(x, x_{n}\right)$.
$\dashv$ (Lemma)
Going back to the proof of the theorem, suppose all the norms $\psi_{n}$ are into the ordinal $\kappa$, let

$$
(\xi, \eta) \mapsto\langle\xi, \eta\rangle
$$

be an order-preserving map of $\kappa \times \kappa$ (ordered lexicographically) into the ordinals and put

$$
\psi_{n}^{\prime}(x)=\left\langle\psi_{0}(x), \psi_{n}(x)\right\rangle .
$$

It is easy to check (as in the proof of 4E.1) that $\overline{\psi^{\prime}}=\left\{\psi_{n}^{\prime}\right\}$ is a $\forall^{\mathcal{N}} \exists^{\mathcal{N}} \Gamma$-scale on $Q . \nvdash$
6 C .4 . Corollary. If $\Pi_{1}^{0} \subseteq \Gamma$ and $\Gamma$ is adequate, scaled and $\exists^{\mathcal{N}} \Gamma \subseteq \Gamma$, and if $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Delta}})$ holds, then $\forall^{\mathcal{N}} \Gamma$ is also scaled.

In particular, PD implies that $\Pi_{1}^{1}, \Sigma_{2}^{1}, \Pi_{3}^{1}, \Sigma_{4}^{1}, \ldots, \Pi_{n}^{1}(n$ odd $), \Sigma_{k}^{1}$ ( $k$ even) are all scaled.

6C.5. The Uniformization Theorem (Moschovakis [1971a]). If PD holds, then every projective set can be uniformized by a projective set and every analytical set can be uniformized by an analytical set.

More specifically, $\operatorname{Det}\left(\underset{\sim}{\underset{2}{1}}{ }_{2}^{1}\right)$ implies that $\prod_{2 n+1}^{1}, \Sigma_{2 n+2}^{1}, \underset{\sim}{\boldsymbol{\Pi}}{ }_{2 n+1}^{1}, \underset{\sim}{\boldsymbol{\Sigma}}{ }_{2 n+2}^{1}$ all have the uniformization property.

Proof is immediate from 6C. 3 and 4E.7.
6C.6. The Basis Theorem (Moschovakis [1971a]). If PD holds, then every nonempty analytical pointset contains an analytical point.

More specifically, $\operatorname{Det}\left(\boldsymbol{\Delta}_{2 n}^{1}\right)$ implies that $\Delta_{2 n+2}^{1}$ is a basis for $\Sigma_{2 n+2}^{1}$ and $\Delta_{2 n+2}^{1}(x)$ is a basis for $\Sigma_{2 n+2}^{1}(x)$.

Proof is immediate as in 4E.5.

These two results are the most obvious and significant consequences of the Second Periodicity Theorem, but there are others. We will consider some of them in the exercises here and in the next two sections.

Recall the notational convention

$$
\Sigma_{0}^{1}=\Sigma_{1}^{0}
$$

which we introduced in page 234. Many of the results in the exercises depend on the hypothesis $\operatorname{Det}\left(\underset{\sim}{\boldsymbol{\Delta}}{ }_{2 n}^{1}\right)$ which is true when $n=0$.

## Exercises

Let us take up first a few facts about bases which complement 6C.6.
6C.7. Prove that if $\operatorname{Det}\left(\boldsymbol{\Delta}_{2 n}^{1}\right)$ holds, then $\Delta_{2 n+1}^{1}$ is not a basis for $\Pi_{2 n}^{1}$-i.e., there is a non-empty $\Pi_{2 n}^{1}$ set $A \subseteq \mathcal{N}$ which has no $\Delta_{2 n+1}^{1}$-recursive member.

Hint. See 4D. 10.
6 C.8. Prove that if $\operatorname{Det}\left({\underset{2}{\Delta}}_{2 n}^{1}\right)$ holds, then there exists a $\Pi_{2 n}^{1}$ set $P \subseteq \mathcal{N} \times \mathcal{N}$ which cannot be uniformized by any ${\underset{\sim}{2}}_{1}^{1}$ set.

Hint. See 4D.11.
Kleene's Basis Theorem for $\Sigma_{1}^{1}$ (4E.8) does not extend to all $\Sigma_{2 n+1}^{1}$, but Martin and Solovay have found a better basis for this pointclass than $\Delta_{2 n+2}^{1}$. In our presentation of their results here we will use the important notion of the $\left(\Delta_{k}^{1}\right)$-hull of a pointset introduced in Kechris [1975],

$$
\operatorname{Hull}_{k}(A)=\left\{\alpha \in \mathcal{N}:(\forall x)\left[x \in A \Longrightarrow \alpha \in \Delta_{k}^{1}(x)\right]\right\} .
$$

Recall the definition of $\alpha_{p}$ (for $P$ a pointset of type 0 ) on page 180 .
6C.9. (a) Assume $\operatorname{Det}\left(\underset{\sim}{2}{ }_{2 n}^{1}\right)(n \geq 1)$ and prove the following three properties of hulls.
(i) If $A$ is $\Sigma_{2 n+1}^{1}$, then $\operatorname{Hull}_{2 n+1}(A)$ is $\Pi_{2 n+1}^{1}$.
(ii) If $A \neq \emptyset$ and $A$ is $\Sigma_{2 n+1}^{1}$, then there exists a $\Pi_{2 n}^{1}$ set $B \neq \emptyset, B \subseteq \mathcal{N}$ such that $B \cap \operatorname{Hull}_{2 n+1}(A)=\emptyset$.
(iii) If $P$ is a $\Sigma_{2 n+1}^{1}$ pointset of type 0 and $\alpha_{P}$ is its contracted characteristic function, then there is a non-empty $\Sigma_{2 n+1}^{1}$ set $A$ such that $\alpha_{P} \in \operatorname{Hull}_{2 n+1}(A)$.
(b) (Martin-Solovay, cf. Kechris, Martin, and Solovay [1983]). Infer that for any $\Sigma_{2 n+1}^{1}$ set $P$ of type $0,\left\{x: x \in \Delta_{2 n+1}^{1}\left(\alpha_{P}\right)\right\}$ is not a basis for $\Pi_{2 n}^{1}$.

Hint. (i) is a trivial computation using 4D.14.
To prove (ii) check first that it is enough to find a $\Sigma_{2 n+1}^{1}$ set $B \subseteq \mathcal{N}$ such that $B \neq \emptyset$ but $B \cap \operatorname{Hull}_{2 n+1}(A)=\emptyset$ and then (assuming for simplicity that $A \subseteq \mathcal{N}$ ) take

$$
B=\left\{\langle\alpha, \beta\rangle: \alpha \in A \& \beta \notin \Delta_{2 n+1}^{1}(\alpha)\right\} .
$$

Clearly $B \neq \emptyset$ if $A \neq \emptyset$, and if $\langle\alpha, \beta\rangle \in B \cap \operatorname{Hull}_{2 n+1}(A)$, then $\alpha \in A$ and hence $\langle\alpha, \beta\rangle \in \Delta_{2 n+1}^{1}(\alpha)$ contradicting $\langle\alpha, \beta\rangle \in B$.

For (iii), assume for simplicity that $P \subseteq \omega$, let $\varphi: Q \rightarrow$ Ordinals be a $\Pi_{2 n+1}^{1}$-norm on $Q=\omega \backslash P$ and put
$\alpha \in A \Longleftrightarrow\{(n, m): \alpha(\langle n, m\rangle)=1\}$ is a prewellordering

$$
\&(\forall m)[Q(m) \Longrightarrow(\forall n)[(Q(n) \& \varphi(n) \leq \varphi(m)) \Longleftrightarrow \alpha(\langle n, m\rangle)=1]]
$$

If $\alpha \in A$, then obviously $\{(n, m): \alpha(\langle n, m\rangle)=1\}$ is a prewellordering which extends the prewellordering $\leq^{*}$ induced by $\varphi$; thus
$\alpha \in A \Longrightarrow\{(n, m): Q(n) \& Q(m) \& \varphi(n) \leq \varphi(m)\}$ is recursive in $\alpha$ $\Longrightarrow a_{Q}$ is recursive in $\alpha \Longrightarrow a_{P}$ is recursive in $\alpha$
so that $a_{P} \in \operatorname{Hull}_{2 n+1}(A)$.
The last assertion follows immediately from (ii) and (iii).
6C. 10 (Martin-Solovay, cf. Kechris, Martin, and Solovay [1983]). Assume Det $\left(\underset{\sim}{2}{ }_{2 n}^{1}\right)$ and suppose $\alpha_{0}$ is a $\Pi_{2 n+1}^{1}$ singleton but $\alpha_{0} \notin \Delta_{2 n+1}^{1}$; prove that $\left\{x: x \in \Delta_{2 n+1}^{1}\left(\alpha_{0}\right)\right\}$ is a basis for $\sum_{2 n+1}^{1}$.

Hint. It is of course enough to prove that if $A$ is $\Pi_{2 n}^{1}$ and $\emptyset \neq A \subseteq \mathcal{N}$, then there is some $\alpha \in A \cap \Delta_{2 n+1}^{1}\left(\alpha_{0}\right)$. Given such an $A$, let

$$
B=\left\{\alpha: \alpha \in A \& \alpha_{0} \notin \Delta_{2 n+1}^{1}(\alpha)\right\}
$$

and check first that $B \neq \emptyset$; because $B=\emptyset$ means precisely that $\alpha_{0} \in \operatorname{Hull}(A)$, and then

$$
\alpha_{0} \wedge(s)=t \Longleftrightarrow(\forall \beta)\left[\beta \in A \Longrightarrow\left(\exists \alpha \in \Delta_{2 n+1}^{1}(\beta)\right)\left[\alpha=\alpha_{0} \& \alpha(s)=t\right]\right]
$$

which implies directly that $\alpha_{0}$ has $\prod_{2 n+1}^{1}$ graph and hence it is $\Delta_{2 n+1}^{1}$ (recall that $\left\{\alpha: \alpha=\alpha_{0}\right\}$ is $\Pi_{2 n+1}^{1}$ by hypothesis). Check also that $B$ is $\Sigma_{2 n+1}^{1}$ since

$$
\alpha \in B \Longleftrightarrow \alpha \in A \&\left[\forall \beta \in \Delta_{2 n+1}^{1}(\alpha)\right]\left[\beta \neq \alpha_{0}\right] .
$$

Fix a very good $\Pi_{2 n+1}^{1}$-scale $\bar{\varphi}$ on $A$ and check that it is in fact a $\Delta_{2 n+1}^{1}$-scale since $A$ is $\Pi_{2 n}^{1}$. The idea is to pick some $\alpha_{B}$ in $A$ by choosing the leftmost branch on the tree determined by $\bar{\varphi}$ on $B$; it will not in general be true that $\alpha_{B} \in B$, but of course we only need some $\alpha_{B} \in A$.

As in the proof of 4F. 20 then, put

$$
\begin{aligned}
\lambda_{s} & =\text { least } \lambda \text { such that }(\exists \beta)\left[\beta \in B \& \varphi_{s}(\beta)=\lambda\right], \\
B_{s} & =\left\{\beta \in B: \varphi_{s}(\beta)=\lambda_{s}\right\}
\end{aligned}
$$

and check by a simple very-good-scale argument that each $B_{s} \neq \emptyset$ and that there is a unique $\alpha_{B} \in A$ such that if $\alpha_{0} \in B_{0}, \alpha_{1} \in B_{1}, \ldots$, then $\lim _{s \rightarrow \infty} \alpha_{s}=\alpha_{B}$. It remains to show that $\alpha_{B} \in \Delta_{2 n+1}^{1}\left(\alpha_{0}\right)$.

Computing,

$$
\alpha_{B}(s)=t \Longleftrightarrow(\exists \beta)\left\{(\forall i)\left[(\beta)_{i} \in B_{i}\right] \&(\forall i)(\exists j \geq i)\left[(\beta)_{j}(s)=t\right]\right\}
$$

so that it is enough to check that the relation

$$
P(s, \beta) \Longleftrightarrow \beta \in B_{s}
$$

is in $\Sigma_{2 n+1}^{1}\left(\alpha_{0}\right)$.
Put

$$
Q(s, \beta) \Longleftrightarrow(\forall \gamma)\left[\gamma \in B \Longrightarrow \beta \leq_{\varphi_{s}}^{*} \gamma\right]
$$

so that

$$
\beta \in B_{s} \Longleftrightarrow \beta \in B \& Q(s, \beta)
$$

and $Q$ is obviously $\Pi_{2 n+1}^{1}$; so is $\left\{(0, \alpha): \alpha=\alpha_{0}\right\}$ by hypothesis, so let $G \subseteq \omega \times(\omega \times \mathcal{N})$ be universal in $\Pi_{2 n+1}^{1}$, let $\psi$ be a $\Pi_{2 n+1}^{1}$-norm on $G$ and choose $k_{0}, l_{0}$, so that

$$
\begin{aligned}
\alpha=\alpha_{0} & \Longleftrightarrow G\left(k_{0}, 0, \alpha\right) \\
Q(s, \beta) & \Longleftrightarrow G\left(l_{0}, s, \beta\right) .
\end{aligned}
$$

Suppose that there is some $\beta \in B$ so that $Q(s, \beta)$ and $\psi\left(k_{0}, 0, \alpha_{0}\right)<\psi\left(l_{0}, s, \beta\right)$ for some $s$; then

$$
\alpha_{0}(m)=w \Longleftrightarrow(\forall \alpha)\left[\left(l_{0}, s, \beta\right) \leq_{\psi}^{*}\left(k_{0}, 0, \alpha\right) \vee \alpha(m)=w\right]
$$

and hence $\alpha_{0} \in \Delta_{2 n+1}^{1}(\beta)$ which contradicts $\beta \in B$. Hence for each $s$ and each $\beta \in B$,

$$
\begin{aligned}
Q(s, \beta) & \Longleftrightarrow G\left(l_{0}, s, \beta\right) \& \psi\left(l_{0}, s, \beta\right) \leq \psi\left(k_{0}, 0, \alpha_{0}\right) \\
& \Longleftrightarrow \neg\left(k_{0}, 0, \alpha_{0}\right)<_{\psi}^{*}\left(l_{0}, s, \beta\right)
\end{aligned}
$$

so that finally

$$
\beta \in B_{s} \Longleftrightarrow \beta \in B \& \neg\left(k_{0}, 0, \alpha_{0}\right)<_{\psi}^{*}\left(l_{0}, s, \beta\right) .
$$

This result takes a more interesting form if we add to it a simple observation.
6C. 11 (Kechris, Martin, and Solovay [1983]). Assume $\operatorname{Det}\left(\boldsymbol{\Delta}_{2 n}^{1}\right)$ and prove that the collection of $\Pi_{2 n+1}^{1}$-singletons in $\mathcal{N}$ is prewellordered by the relation

$$
\alpha \leq_{2 n+1} \beta \Longleftrightarrow \alpha \in \Delta_{2 n+1}^{1}(\beta) .
$$

Thus if $\alpha_{0}$ is $\leq_{2 n+1}$-minimal among the non- $\Delta_{2 n+1}^{1}$ singletons in $\Pi_{2 n+1}^{1}$, then the set $\left\{x: x \in \Delta_{2 n+1}^{1}\left(\alpha_{0}\right)\right\}$ is a basis for $\Sigma_{2 n+1}^{1}$.

Hint. Let $G(e, \alpha)$ be $\Pi_{2 n+1}^{1}$-universal, suppose $\beta_{0}, \gamma_{0}$ are $\Pi_{2 n+1}^{1}$-singletons and choose $m, n$ so that

$$
\begin{aligned}
\beta=\beta_{0} & \Longleftrightarrow G(m, \beta), \\
\gamma=\gamma_{0} & \Longleftrightarrow G(n, \gamma) .
\end{aligned}
$$

Let $\varphi$ be a $\Pi_{2 n+1}^{1}$-norm on $G$ and suppose that $\varphi\left(m, \beta_{0}\right) \leq \varphi\left(n, \gamma_{0}\right)$; then

$$
\beta_{0}(s)=t \Longleftrightarrow(\exists \beta)\left[\neg\left(n, \gamma_{0}\right)<_{\varphi}^{*}(m, \beta) \& \beta(s)=t\right],
$$

so that $\beta_{0} \in \Delta_{2 n+1}^{1}\left(\gamma_{0}\right)$.
In 7 C .7 we will show that the $\Sigma_{1}^{1}$ set $P$ of type 0 in Kleene's Basis Theorem 4E. 8 can be chosen so that $\alpha_{P}$ is a $\Pi_{1}^{1}$-singleton; in this sense, the Martin-Solovay theorem above gives a natural generalization to all odd $n$ of the result of Kleene.

Recall the definition of the ordinals $\boldsymbol{\delta}_{n}^{1}$ on page 162. The next few results are easy, but they are interesting as they reveal the nature of the second periodicity theorem as a structure theorem for projective pointsets.

6C.12. Assume $\operatorname{Det}\left(\underset{\sim}{\boldsymbol{\Delta}}{ }_{2 n}^{1}\right)$; prove that every pointset in ${\underset{\sim}{2}}_{2 n+2}^{1}$ is $\underset{\sim}{\boldsymbol{\delta}}{ }_{2 n+1}^{1}$-Suslin and every pointset in ${\underset{\sim}{2}}_{2 n+1}^{1}$ is $\lambda$-Suslin for some $\lambda<{\underset{\sim}{\boldsymbol{\delta}}}_{2 n+1}^{1}$. (Moschovakis, Kechris.)

Hint. For the first assertion it is enough to show that $\underset{\sim}{\boldsymbol{\prod}}{ }_{2 n+1}^{1}$ sets are $\underset{\sim}{\boldsymbol{\delta}}{ }_{2 n+1}^{1}$-Suslin (by 2B.2) and this follows immediately from 6C.4, 4C. 9 and 2B.1.
For the second assertion, again it is enough to show that ${\underset{\sim}{~}}_{2 n}^{1}$ sets are $\lambda$-Suslin for some $\lambda<\underset{\underset{2 n+1}{\boldsymbol{\delta}}}{1}$. If $A$ is in $\underset{\sim}{\boldsymbol{\Pi}}{ }_{2 n}^{1}$ then it admits a $\underset{\sim}{\underset{2}{\mid}}{ }_{2 n+1}^{1}$-scale $\bar{\varphi}=\left\{\varphi_{i}\right\}$ by 6C.4. Putting together all the prewellorderings $\leq \varphi_{i}$ into one, we easily see that for some $\lambda=$ order type of a $\underset{\sim}{\Delta}{ }_{2 n+1}^{1}$ prewellordering $<\underset{\sim}{\boldsymbol{\delta}} \underset{2 n+1}{1}$ and each $i,\left|\varphi_{i}\right| \leq \lambda$; hence $A$ is $\lambda$-Suslin. $\dashv$

6C. 13 (Moschovakis [1971a]). Assume $\operatorname{Det}\left(\underset{\sim}{2}{ }_{2 n}^{1}\right)$; prove that every ${\underset{\sim}{2}}_{2 n+1}^{1}$ set is $\underset{\sim}{\boldsymbol{\delta}}{ }_{2 n+1}^{1}$-Borel, and every $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2 n+2}^{1}$ set is the union of $\underset{\sim}{\boldsymbol{\delta}}{ }_{2 n+1}^{1}$ sets, each of which is $\underset{\sim}{\boldsymbol{\delta}}{ }_{2 n+1^{-}}^{1}$ Borel.

Hint. The first assertion is immediate from 6C. 12 and the Suslin Theorem 2E.2. The second follows easily as in 2F. 2 and 2F. 3 .

This last exercise generalizes part of the Suslin Theorem 2E. 2 and the Sierpinski Theorem 2F. 3 to all the odd levels of the hierarchy. How good this generalization is depends on how large the ordinals $\underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1}$ are; this turns out to be a very difficult problem and we will come back to it in the next two chapters.

## 6D. The game quantifier 9

With each pointset $P \subseteq \mathcal{X} \times \mathcal{N}$ we associate the set $9 P$,

$$
x \in \supset P \Longleftrightarrow(\supset \alpha) P(x, \alpha)
$$

$$
\Longleftrightarrow \text { I wins the game }\{\alpha: P(x, \alpha)\}
$$

$\supset$ is a set operation, a quantifier like $\exists^{\mathcal{N}}$ and $\forall^{\mathcal{N}}$. We read $\supset \alpha$ as "game $\alpha$ " or "gee $\alpha$."

Our main result here is that under reasonable closure and determinacy hypotheses, the prewellordering property transfers from a pointclass $\Gamma$ to

$$
Э \Gamma=\{Э P: P \subseteq \mathcal{X} \times \mathcal{N}, P \in \Gamma\} .
$$

We will also show that if $\Gamma$ is adequate and $\operatorname{Det}(\underset{\sim}{\Gamma})$ holds, then

$$
\begin{aligned}
& \forall^{\mathcal{N}} \Gamma \subseteq \Gamma \Longrightarrow 9 \Gamma=\exists^{\mathcal{N}} \Gamma, \\
& \exists^{\mathcal{N}} \Gamma \subseteq \Gamma \Longrightarrow 9 \Gamma=\forall^{\mathcal{N}} \Gamma,
\end{aligned}
$$

so that

$$
\supset \Sigma_{1}^{0}=\Pi_{1}^{1}, \quad \supset \Pi_{1}^{1}=\Sigma_{2}^{1}, \quad \supset \Sigma_{2}^{1}=\Pi_{3}^{1}, \quad \supset \Pi_{3}^{1}=\Sigma_{4}^{1},
$$

Thus the transfer theorem gives an "explanation" of the periodicity phenomenon. It will also have several concrete applications in the next section.

It is often very useful to think of $\supset \alpha$ as an infinite string of alternating quantifiers.

$$
\begin{equation*}
(\supset \alpha) P(x, \alpha) \Longleftrightarrow\left\{\left(\exists a_{0}\right)\left(\forall a_{1}\right)\left(\exists a_{2}\right)\left(\forall a_{3}\right) \cdots\right\} P\left(x,\left(a_{0}, a_{1}, a_{2}, \ldots\right)\right) ; \tag{*}
\end{equation*}
$$

intuitively, I wins $\{\alpha: P(x, \alpha)\}$ if there is a beginning move $a_{0}$ for I such that whatever move $a_{1}$ II makes, there is a next move $a_{2}$ for I, such that $\ldots$ etc. ... eventually, $P\left(x,\left(a_{0}, a_{1}, a_{2}, \ldots\right)\right)$ is true. Formally, (*) defines the expression on the right in terms of $\bigcirc$, for which we have a perfectly precise definition via strategies:

$$
(Э \alpha) P(x, \alpha) \Longleftrightarrow(\exists \sigma)(\forall \tau) P(x, \sigma * \tau) .
$$

More generally, suppose

$$
\bar{Q}=\left(Q_{0}, Q_{1}, Q_{2}, \ldots\right)
$$

is an infinite string, where for each $i$,

$$
Q_{i}=\exists \text { or } Q_{i}=\forall
$$

and let $A \subseteq \mathcal{N}$. We associate with $\bar{Q}$ and $A$ a game $G$ with two players call them $\exists$ and $\forall$; a run of $G$ consists of their choosing an infinite sequence $a_{0}, a_{1}, a_{2}, \ldots$ with $\exists$ choosing $a_{i}$ if $Q_{i}=\exists$ and $\forall$ choosing $a_{i}$ if $Q_{i}=\forall$. When the play $\alpha=\left(a_{0}, a_{1}, a_{2}, \ldots\right)$ is determined, we put

$$
\exists \text { wins } \Longleftrightarrow \alpha \in A
$$

The notions of strategy, winning strategy, etc. are defined for these more general games in the obvious way. Of course the game $G_{\omega}(A)$ which we defined in 6A corresponds to the infinite alternating string

$$
\exists, \forall, \exists, \forall, \ldots
$$

Now each such infinite string defines in a natural way a set operation,

$$
\left\{\left(Q_{0} a_{0}\right)\left(Q_{1} a_{1}\right)\left(Q_{2} a_{2}\right) \cdots\right\} P\left(x,\left(a_{0}, a_{1}, a_{2}, \ldots\right)\right)
$$

$\Longleftrightarrow \exists$ has a winning strategy in the game $G$.
Let us call the string $\bar{Q}=\left(Q_{0}, Q_{1}, Q_{2}, \ldots\right)$ recursive if the function

$$
f(i)= \begin{cases}0, & \text { if } Q_{i}=\exists \\ 1, & \text { if } Q_{i}=\forall\end{cases}
$$

is recursive.
6D.1. Lemma. Suppose $\Gamma$ is a pointclass closed under recursive substitution, $\bar{Q}=$ $\left(Q_{0}, Q_{1}, Q_{2}, \ldots\right)$ is a recursive infinite string of quantifiers and $P \subseteq \mathcal{X} \times \mathcal{N}$ is in $\Gamma$. Then the relation

$$
R(x) \Longleftrightarrow\left\{\left(Q_{0} a_{0}\right)\left(Q_{1} a_{1}\right)\left(Q_{2} a_{2}\right) \cdots\right\} P\left(x,\left(a_{0}, a_{1}, \ldots\right)\right)
$$

is in $Э \Gamma$.
Moreover, if $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Gamma}})$ holds, then for each $x$, the game $G$ determined by $\bar{Q}$ and the set $\{\alpha: P(x, \alpha)\}$ is determined.

Proof. Define $g: \omega \rightarrow \omega$ by

$$
g(i)= \begin{cases}2 i, & \text { if } Q_{i}=\exists \\ 2 i+1, & \text { if } Q_{i}=\forall\end{cases}
$$

so that $g$ is recursive and (easily)

$$
\begin{aligned}
\left\{\left(Q_{0} a_{0}\right)\right. & \left.\left(Q_{1} a_{1}\right) \cdots\right\} P\left(x,\left(a_{0}, a_{1}, \ldots\right)\right) \\
& \Longleftrightarrow\left\{\left(\exists a_{0}\right)\left(\forall a_{1}\right)\left(\exists a_{2}\right)\left(\forall a_{3}\right) \cdots\right\} P\left(x,\left(a_{g(0)}, a_{g(1)}, \ldots\right)\right) \\
& \Longleftrightarrow(\supset \alpha) P(x, i \mapsto \alpha(g(i)))
\end{aligned}
$$

This simple lemma implies directly all the closure properties of the pointclass $\supset \Gamma$.
6D.2. Theorem. If $\Gamma$ is an adequate pointclass, then the following hold.
(i) $\supset \Gamma$ is adequate and closed under $\exists^{\omega}$ and $\forall^{\omega}$.
(ii) $\exists^{\mathcal{N}} \Gamma \subseteq \supset \Gamma ; \forall^{\mathcal{N}} \Gamma \subseteq \supset \Gamma$.
(iii) $\supset \Gamma \subseteq \exists^{\mathcal{N}} \forall^{\mathcal{N}} \Gamma$.


## Diagram 6D.1. The game $H(x, y)$.

(iv) If $\operatorname{Det}(\underset{\sim}{\Gamma})$ holds, then $\supset \Gamma \subseteq \forall^{\mathcal{N}} \exists^{\mathcal{N}} \Gamma$.
(v) $\forall^{\mathcal{N}} \Gamma \subseteq \Gamma \Longrightarrow \supset \Gamma=\exists^{\mathcal{N}} \Gamma$.
(vi) If $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Gamma}})$ holds and $\exists^{\mathcal{N}} \Gamma \subseteq \Gamma$, then $\supset \Gamma=\forall^{\mathcal{N}} \Gamma$.
(vii) If $\Gamma$ is $\widetilde{\mathcal{Y}}$-parametrized, then so is $Э \Gamma$.

Proof. For (i) we use the lemma and the obvious equivalences

$$
\begin{aligned}
(\exists t)(\supset \alpha) P(x, t, \alpha) & \Longleftrightarrow\left\{(\exists t)\left(\exists a_{0}\right)\left(\forall a_{1}\right)\left(\exists a_{2}\right) \cdots\right\} P\left(x, t,\left(a_{0}, a_{1}, \ldots\right)\right), \\
(\forall t)(\supset \alpha) P(x, t, \alpha) & \Longleftrightarrow\left\{(\forall t)\left(\exists a_{0}\right)\left(\forall a_{1}\right)\left(\exists a_{2}\right) \cdots\right\} P\left(x, t,\left(a_{0}, a_{1}, \ldots\right)\right) .
\end{aligned}
$$

For (ii):

$$
\begin{aligned}
& (\exists \beta) P(x, \beta) \Longleftrightarrow\left\{\left(\exists b_{0}\right)\left(\exists b_{1}\right)\left(\exists b_{2}\right) \cdots\right\} P\left(x,\left(b_{0}, b_{1}, b_{2}, \ldots\right)\right), \\
& (\forall \beta) P(x, \beta) \Longleftrightarrow\left\{\left(\forall b_{0}\right)\left(\forall b_{1}\right)\left(\forall b_{2}\right) \cdots\right\} P\left(x,\left(b_{0}, b_{1}, b_{2}, \ldots\right) .\right.
\end{aligned}
$$

For (iii) and (iv) we use the codings of strategies by irrationals,

$$
\begin{aligned}
(\supset \alpha) P(x, \alpha) & \Longleftrightarrow(\exists \sigma)(\forall \tau) P(x, \sigma * \tau) \\
& \Longleftrightarrow(\forall \tau)(\exists \sigma) P(x, \sigma * \tau),
\end{aligned}
$$

where the second equivalence depends of the determinacy of $\{\alpha: P(x, \alpha)\}$.
Finally, (v) and (vi) follow immediately from (ii) and (iii) and (vii) is trivial.
We now come to the main result of this section. This is stated in a strong and detailed form because it will have applications later beyond the transfer of the prewellordering property from $\Gamma$ to $\supset \Gamma$ which concerns us here.

6D.3. The Norm-Transfer Theorem for 9 (Moschovakis). Suppose $\Gamma$ is an adequate pointclass, $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Gamma}})$ holds, $P \subseteq \mathcal{X} \times \mathcal{N}$ is in $\Gamma$ and

$$
Q(x) \Longleftrightarrow\left\{\left(\forall a_{0}\right)\left(\exists a_{1}\right)\left(\forall a_{2}\right) \cdots\right\} P\left(x,\left(a_{0}, a_{1}, \ldots\right)\right) .
$$

If $\varphi$ is a $\Gamma$-norm on $P$, then there exists a $Г$-norm $\psi$ on $Q$ such that

$$
\begin{array}{r}
x \leq_{\psi}^{*} y \Longleftrightarrow\left\{\left(\forall a_{0}\right)\left(\exists b_{0}\right)\left(\forall b_{1}\right)\left(\exists a_{1}\right)\left(\forall a_{2}\right)\left(\exists b_{2}\right)\left(\forall b_{3}\right)\left(\exists a_{3}\right) \cdots\right\} \\
\left(x,\left(a_{0}, a_{1}, \ldots\right)\right) \leq_{\varphi}^{*}\left(y,\left(b_{0}, b_{1}, \ldots\right)\right), \\
x<_{\psi}^{*} y \Longleftrightarrow\left\{\left(\exists b_{0}\right)\left(\forall a_{0}\right)\left(\exists a_{1}\right)\left(\forall b_{1}\right)\left(\exists b_{2}\right)\left(\forall a_{2}\right)\left(\exists a_{3}\right)\left(\forall b_{3}\right) \cdots\right\} \\
\left(x,\left(a_{0}, a_{1}, \ldots\right)\right)<_{\varphi}^{*}\left(y,\left(b_{0}, b_{1}, \ldots\right)\right) .
\end{array}
$$

In particular, if $\Gamma$ is adequate and normed and if $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Gamma}})$ holds, then $Э \Gamma$ is also normed.
Proof. Assume the hypothesis and for each $x, y$ define the game $H(x, y)$ which is played as in Diagram 6D.1. There are two players, as usual, whom we have named $F$ (first) and $S$ (second). We have also indicated in the diagram which player makes each move. At the end of the game, plays $\alpha$ and $\beta$ have been determined and

$$
S \text { wins the run } \Longleftrightarrow(x, \alpha) \leq_{\varphi}^{*}(y, \beta)
$$



## Diagram 6D.2.

i.e.,

$$
F \text { wins the run } \Longleftrightarrow \neg P(x, \alpha) \vee(y, \beta)<_{\varphi}^{*}(x, \alpha) .
$$

Put

$$
\begin{aligned}
& x \leq^{*} y \Longleftrightarrow S \text { wins } H(x, y) \\
& \Longleftrightarrow\left\{\left(\forall a_{0}\right)\left(\exists b_{0}\right)\left(\forall b_{1}\right)\left(\exists a_{1}\right) \cdots\right\} \\
& \quad\left[\left(x,\left(a_{0}, a_{1}, \ldots\right)\right) \leq_{\varphi}^{*}\left(y,\left(b_{0}, b_{1}, \ldots\right)\right)\right] .
\end{aligned}
$$

By Lemma 6D. 1 each $H(x, y)$ is determined and the relation $\leq^{*}$ is in $9 \Gamma$.
In $H(x, y)$ we are (in effect) playing simultaneously two games, the one corresponding to the assertion

$$
\begin{equation*}
Q(x) \Longleftrightarrow\left\{\left(\forall a_{0}\right)\left(\exists a_{1}\right)\left(\forall a_{2}\right) \cdots\right\} P\left(x,\left(a_{0}, a_{1}, \ldots\right)\right) \tag{1}
\end{equation*}
$$

on the top board and on the bottom board the game associated with the assertion

$$
\begin{equation*}
Q(y) \Longleftrightarrow\left\{\left(\forall b_{0}\right)\left(\exists b_{1}\right)\left(\forall b_{2}\right) \cdots\right\} P\left(y,\left(b_{0}, b_{1}, \ldots\right)\right) . \tag{2}
\end{equation*}
$$

Player $S$ makes the moves of $\exists$ on the top board and the moves of $\forall$ on the bottom board; to win he must win on the top board, producing some $\alpha$ such that $P(x, \alpha)$, and either win also on the bottom board so that $\neg P(y, \beta)$ or at least insure $\varphi(x, \alpha) \leq$ $\varphi(y, \beta)$.

The sequence of moves by which we have interweaved these two games in defining $H(x, y)$ is important for the argument.

We now verify in a sequence of lemmas that there is a norm $\psi$ on $Q$ such that

$$
\leq^{*}=\leq_{\psi}^{*}
$$

and such that $<_{\psi}^{*}$ satisfies the equivalence in the statement of the theorem.
Lemma 1. The relation $\leq *$ is transitive.


## Diagram 6D.3.

Proof. Assume $x \leq^{*} y$ and $y \leq^{*} z$ and consider Diagram 6D. 2 which describes a strategy of $S$ in $H(x, z)$, given winning strategies of $S$ in $H(x, y)$ and $H(y, z)$. As usual, broken arrows indicate copies of moves and solid arrows show responses by the fixed winning strategies.

It is clear that this strategy is winning for $S$ in $H(x, z)$ since at the end of the run we have plays $\alpha, \beta, \gamma$ and

$$
(x, \alpha) \leq_{\varphi}^{*}(y, \beta) ; \quad(y, \beta) \leq_{\varphi}^{*}(z, \gamma)
$$

Lemma 2. There is no infinite sequence of points $x_{0}, x_{1}, x_{2}, \ldots$ such that $Q\left(x_{0}\right)$ and for every $i, F$ wins $H\left(x_{i}, x_{i+1}\right)$.

Proof. Assume towards a contradiction that there were such a sequence and fix winning strategies for $F$ in all the games $H\left(x_{i}, x_{i+1}\right)$. Fix also a winning strategy for $\exists$ in the game that verifies the assertion

$$
Q\left(x_{0}\right) \Longleftrightarrow\left\{\left(\forall a_{0}\right)\left(\exists a_{1}\right)\left(\forall a_{2}\right) \cdots\right\} P\left(x_{0},\left(a_{0}, a_{1}, \ldots\right)\right)
$$

and consider Diagram 6D.3; as usually, the moves of $S$ (and $\forall$ in the game for $Q\left(x_{0}\right)$ ) are obtained by copying along the broken arrows and the moves for $F$ and $\exists$ are by the fixed winning strategies.

At the end of the games plays $\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots$ have been determined and $\exists$ wins the game on the bottom line, so that we have $P\left(x, \alpha_{0}\right)$; however, $F$ wins each $H\left(x_{i}, x_{i+1}\right)$, so that we have

$$
\neg\left[\left(x_{0}, \alpha_{0}\right) \leq_{\varphi}^{*}\left(x_{1}, \alpha_{1}\right)\right], \neg\left[\left(x_{1}, \alpha_{1}\right) \leq_{\varphi}^{*}\left(x_{2}, \alpha_{2}\right)\right], \ldots
$$

and successively $P\left(x_{1}, \alpha_{1}\right), P\left(x_{2}, \alpha_{2}\right), \ldots$ so that

$$
\varphi\left(x_{0}, \alpha_{0}\right)>\varphi\left(x_{1}, \alpha_{1}\right)>\varphi\left(x_{2}, \alpha_{2}\right)>\cdots,
$$



Diagram 6D.4. The game $H^{\prime}(x, y)$.
which is absurd.
Lemma 3. The restriction of $\leq^{*}$ to $Q$ is a prewellordering.
Proof. We already know that $\leq^{*}$ is transitive. If $x, y \in Q$ and we do not have $x \leq^{*} y$, we have that $F$ wins $H(x, y)$; if $F$ also won $H(y, x)$, then the infinite sequence $x, y, x, y, \ldots$ would violate Lemma 2 , so that $S$ wins $H(y, x)$ and $y \leq^{*} x$. The assertion $x \leq^{*} x(x \in Q)$ is proved similarly and then the lemma follows immediately.
$\dashv($ Lemma 3)
Let $\psi$ be the regular norm on $Q$ associated with $\leq^{*}$, i.e.,

$$
x \leq^{*} y \Longleftrightarrow \psi(x) \leq \psi(y) \quad(x, y \in Q)
$$

Lemma 4. For every $x, y$,

$$
x \leq_{\psi}^{*} y \Longleftrightarrow x \leq^{*} y
$$

Proof. Assume first $x \leq_{\psi}^{*} y$, so that in particular $x \in Q$. If also $y \in Q$, then $x \leq^{*} y$ since on $Q$ the relations $\leq_{\psi}^{*}$ and $\leq^{*}$ coincide by definition. If $y \notin Q$, have $S$ play in $H(x, y)$ to insure $P(x, \alpha)$ on the top board and $\neg P(y, \beta)$ on the bottom board.

Conversely, assume $x \leq^{*} y$. If $x \in Q$, then immediately $x \leq_{\psi}^{*} y$, taking cases on $y \in Q$ or $y \notin Q$. Nut $x \leq^{*} y$ easily implies that $x \in Q$, since $S$ 's winning strategy in $H(x, y)$ restricted on the top board gives a winning strategy for $\exists$ in the game verifying $Q(x)$.
$\dashv($ Lemma 4)
To prove that $<_{\psi}^{*}$ satisfies the formula in the statement of the theorem let $H^{\prime}(x, y)$ be the game corresponding to this formula which is played as in Diagram 6D.4. The payoff is given by

$$
F \text { wins } \Longleftrightarrow(x, \alpha)<_{\varphi}^{*}(y, \beta)
$$

and we must show:
Lemma 5. For each $x, y$,

$$
x<_{\psi}^{*} y \Longleftrightarrow F \text { wins } H^{\prime}(x, y)
$$

Proof. Assume first $x<_{\psi}^{*} y$ and $x \in Q$ but $y \notin Q$. In this case $F$ can easily win $H^{\prime}(x, y)$ by playing on the top board to insure $P(x, \alpha)$ while playing on the bottom board to insure $\neg P(y, \beta)$.

If $x<_{\psi}^{*} y$ and both $x, y \in Q$, then by Lemma 4 we must have that $\neg\left(y \leq^{*} x\right)$ so that $F$ wins the game $H(y, x)$. Assume also towards a contradiction that $S$ wins $H^{\prime}(x, y)$, fix winning strategies for these two games and fix also a strategy for $\exists$ in the game verifying that $y \in Q$. Now play these three games against each other as in Diagram 6D.5, where we indicate copied moves by broken arrows and moves by the winning strategies by solid arrows in the usual way.


## Diagram 6D.5.

After all the games have been played we have determined plays $\beta_{0}, \alpha_{1}, \beta_{1}, \alpha_{2}, \ldots$ and the following relations hold:

$$
\begin{aligned}
& P\left(y, \beta_{0}\right) \text {, since } \exists \text { wins the game on the top row, } \\
& \neg\left(y, \beta_{0}\right) \leq_{\varphi}^{*}\left(x, \alpha_{1}\right) \text {, hence }\left(x, \alpha_{1}\right)<_{\varphi}^{*}\left(y, \beta_{0}\right) \text {, since } F \text { wins } H(y, x), \\
& \neg\left(x, \alpha_{1}\right)<_{\varphi}^{*}\left(y, \beta_{1}\right) \text {, hence }\left(y, \beta_{1}\right) \leq_{\varphi}^{*}\left(x, \alpha_{1}\right), \text { since } S \text { wins } H^{\prime}(x, y) .
\end{aligned}
$$

etc. But then we obviously have

$$
\varphi\left(y, \beta_{0}\right)>\varphi\left(x, \alpha_{1}\right) \geq \varphi\left(y, \beta_{1}\right)>\varphi\left(x, \beta_{2}\right)>\cdots
$$

which is absurd.
Finally suppose $F$ wins $H^{\prime}(x, y)$ but $\neg\left(x<_{\psi}^{*} y\right)$. Since $F$ 's winning strategy in $H^{\prime}(x, y)$ restricted to the top board implies immediately that $x \in Q$, we must then have that $y \leq_{\psi}^{*} x$ so that $S$ wins $H(y, x)$. Fix then winning strategies for $F$ in $H^{\prime}(x, y)$ and $S$ in $H(y, x)$ and play them against each other as in Diagram 6D.6. We obtain plays $\alpha, \beta$ such that

$$
(x, \alpha)<_{\varphi}^{*}(y, \beta) \&(y, \beta) \leq_{\varphi}^{*}(x, \alpha)
$$

which is absurd.


Diagram 6D.6.
To prove the second assertion of the theorem notice that

$$
\begin{aligned}
(\supset \alpha) P(x, \alpha) & \Longleftrightarrow\left\{\left(\exists a_{0}\right)\left(\forall a_{1}\right)\left(\exists a_{2}\right) \cdots\right\} P\left(x,\left(a_{0}, a_{1}, \ldots\right)\right) \\
& \Longleftrightarrow\left\{\left(\forall b_{0}\right)\left(\exists a_{0}\right)\left(\forall a_{1}\right)\left(\exists a_{2}\right) \cdots\right\} P\left(x,\left(a_{0}, a_{1}, a_{2}, \ldots\right)\right) \\
& \Longleftrightarrow\left\{\left(\forall a_{0}\right)\left(\exists a_{1}\right)\left(\forall a_{2}\right) \cdots\right\} P^{*}\left(x,\left(a_{0}, a_{1}, a_{2}, \ldots\right)\right)
\end{aligned}
$$

with

$$
P^{*}(x, \alpha) \Longleftrightarrow P\left(x, \alpha^{\star}\right),
$$

so by the first part, if $P \in \Gamma$, then $\supset P$ admits a $Э \Gamma$-norm.
This result combines with 6D. 2 to give us a collection of new and interesting Spector pointclasses.

6D.4. Theorem (Kechris-Moschovakis). (i) If $\Pi_{1}^{0} \subseteq \Gamma$ and $\Gamma$ is adequate, closed under $\exists^{\omega}$, normed and $\omega$-parametrized and if $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Gamma}})$ holds, then $Э \Gamma$ is a Spector pointclass.
(ii) $9 \Sigma_{1}^{0}=\Pi_{1}^{1}$ and $\supset \Sigma_{2}^{0}$ are Spector pointclasses and so is each $\supset \Sigma_{n}^{0}(n \geq 3)$ granting $\operatorname{Det}\left(\boldsymbol{\Sigma}_{n}^{0}\right)$.

Proof. Because of 6D. 1 and 6D. 2 we need only check the substitution property of $\supset \Gamma$, as this was defined in 4 C .

Suppose then that

$$
Q(y) \Longleftrightarrow(\supset \alpha) Q^{*}(y, \alpha)
$$

and

$$
P(x, s) \Longleftrightarrow(\supset \beta) P^{*}(x, s, \beta),
$$

where $P$ computes some partial function $f: \mathcal{X} \rightharpoonup \mathcal{Y}$ on its domain. We must find some $R \subseteq \mathcal{X}$ in $Э \Gamma$ such that

$$
f(x) \downarrow \Longrightarrow[R(x) \Longleftrightarrow Q(f(x))] .
$$

Fix a recursive surjection

$$
\pi: \mathcal{N} \rightarrow \mathcal{Y}
$$

(1) $\mathrm{I} \alpha(0) \rightarrow \operatorname{II} \alpha(1)$
(2)


Diagram 6D. 7.
and consider the following game $G(x)$ in which the two players I and II define sequences $\alpha, \beta, \gamma, \delta$ as indicated in Diagram 6D.7. At the end of the run,

$$
\begin{aligned}
& \text { I wins } \Longleftrightarrow Q^{*}(\pi(\gamma), \alpha) \\
& \qquad \begin{aligned}
& \&\{(\forall j)[\delta(j)=0 \Longrightarrow j \text { is odd }] \\
& \qquad(\exists j) {[\delta(j)>0 \& j \text { is even } \&(\forall i<j)[i \text { even } \Longrightarrow \delta(i)=0]} \\
&\left.\left.\&\left[\pi(\gamma) \notin N(\delta(j)-1) \vee P^{*}(x, \delta(j)-1, t \mapsto \beta(j+t))\right]\right]\right\} .
\end{aligned}
\end{aligned}
$$

Intuitively, I is attempting to define some $y=\pi(\gamma)$ by giving $\gamma$ and then win the game $\left\{\alpha: Q^{*}(y, \alpha)\right\}$ so as to guarantee $(\supset \alpha) Q^{*}(y, \alpha)$; he must give the correct $y$ however, so that

$$
\begin{equation*}
(\forall s)\left[y \in N_{s} \Longleftrightarrow(כ \beta) P^{*}(x, s, \beta)\right] \tag{*}
\end{equation*}
$$

and $y=f(x)$. To insure this, II is allowed to give $\delta(0), \delta(1), \ldots$ which may all be 0 , but at any given $j$ he may play

$$
\delta(j)=s+1
$$

at which point either $y=\pi(\gamma) \notin N_{s}$ or I must win the game $\left\{\beta: P^{*}(x, s, \beta)\right\}$ insuring (Э $\beta$ ) $P^{*}(x, s, \beta)$.

We claim that if $f(x)=y$ so that $(*)$ holds, then

$$
Q(y) \Longrightarrow \mathrm{I} \text { wins } G(x) ;
$$

simply have I play $\gamma$, so that $\pi(\gamma)=y$, play on board (1) so that ultimately $Q^{*}(y, \alpha)$ and if and when II plays some $\delta(j)=s+1$ (with $j$ even and $i<j \Longrightarrow \delta(i)=0$ ) and with $y \in N_{s}$, have I play on board (4) to define some $\beta^{\prime}=t \mapsto \beta(j+t)$ so that $P^{*}\left(x, s, \beta^{\prime}\right)$.

Conversely, if $f(x)=y$ and $(*)$ holds,

$$
\text { I wins } G(x) \Longrightarrow Q(y)
$$

To check this consider Diagram 6D. 8 where I plays in $G(x)$ by his winning strategy. We claim that $\pi(\gamma)=y$ and $Q^{*}(y, \alpha)$, so that this defines a winning strategy for I in $\left\{\alpha: Q^{*}(y, \alpha)\right\}$ insuring $Q(y)$.


Diagram 6D.8.
To verify this, notice that if $\pi(\gamma) \neq y$, then for some $s y \notin N_{s}$ but $\pi(\gamma) \in N_{s}$. Choose $j$ large enough and even so that

$$
\bar{\gamma}(j)=\bar{\gamma}^{\prime}(j) \Longrightarrow \pi\left(\gamma^{\prime}\right) \in N_{s}
$$

and have II play against I (who is using his fixed winning strategy) by giving

$$
\delta(i)=0 \text { for } i<j, \quad \delta(j)=s+1
$$

and then play on board (4) to insure $\neg P^{*}\left(x, s, \beta^{\prime}\right)$, which he can do since $y \notin N_{s}$. No matter what $\gamma^{\prime}$ is played by I , we have $\pi\left(\gamma^{\prime}\right) \in N_{s}$, so I loses the run, contradicting the assumption that he is following a winning strategy.

Once we know that $\pi(\gamma)=y$ and $Q^{*}(\pi(\gamma), \alpha)$ (since I wins $\left.G(x)\right)$, we have $Q^{*}(y, \alpha)$ as required.

It follows from these claims that if $f(x) \downarrow$ and $f(x)=y$, then

$$
Q(y) \Longleftrightarrow \text { I wins } G(x)
$$

and we can take

$$
R(x) \Longleftrightarrow \text { I wins } G(x)
$$

this is in $\supset \Gamma$ since $G(x)$ is a game defined by a recursive infinite string of quantifiers and payoff in $\Gamma$, by 6 D .1 .

The second assertion of the theorem follows immediately, except for the part $9 \Sigma_{1}^{0} \subseteq$ $\Pi_{1}^{1}$; for this we express $\supset P$ with $P$ in $\Sigma_{1}^{0}$ using strategies

$$
(\supset \alpha) P(x, \alpha) \Longleftrightarrow(\forall \tau)(\exists \sigma) P(x, \sigma * \tau)
$$

and then we use closure of $\Sigma_{1}^{0}$ under $\exists^{\mathcal{N}}, 3 \mathrm{C} .14$.
We will prove $\operatorname{Det}\left(\boldsymbol{\Sigma}_{n}^{0}\right)$ in 6 F , so no determinacy hypotheses are needed to insure that each $\supset \Sigma_{n}^{0}(n \geq 2)$ is a Spector pointclass; in any case, we know this now for $9 \Sigma_{2}^{0}$ by 6 A. 3 .

These pointclasses are quite interesting and we will come back to them in the exercises of the next section. See also 7C. 10 for an important characterization of $9 \Sigma_{2}^{0}$ due to Solovay.

## Exercises

We stated 6D. 3 directly for relations of the form

$$
\left\{\left(\forall a_{0}\right)\left(\exists a_{1}\right)\left(\forall a_{2}\right)\left(\exists a_{3}\right) \cdots\right\} P\left(x,\left(a_{0}, a_{1}, \ldots\right)\right)
$$

rather than

$$
(Э \alpha) P(x, \alpha) \Longleftrightarrow\left\{\left(\exists a_{0}\right)\left(\forall a_{1}\right)\left(\exists a_{2}\right)\left(\forall a_{3}\right) \cdots\right\} P\left(x,\left(a_{0}, a_{1}, \ldots\right)\right) .
$$

This was because we will need the explicit formulas of 6 D .3 in the next section, but of course there are similar formulas for $Э P$.

6D.5. Suppose $\Gamma$ is an adequate pointclass, $\operatorname{Det}(\underset{\sim}{\Gamma})$ holds, $P \subseteq \mathcal{X} \times \mathcal{N}$ is in $\Gamma$ and

$$
Q(x) \Longleftrightarrow(\supset \alpha) P(x, \alpha)
$$

If $\varphi$ is a $\Gamma$-norm on $P$, show that there exists a $\supset \Gamma$-norm $\psi$ on $Q$ such that

$$
\begin{array}{r}
x \leq_{\psi}^{*} y \Longleftrightarrow\left\{\left(\exists a_{0}\right)\left(\forall a_{1}\right)\left(\forall b_{0}\right)\left(\exists b_{1}\right)\left(\exists a_{2}\right)\left(\forall a_{3}\right)\left(\forall b_{2}\right)\left(\exists b_{3}\right) \cdots\right\} \\
\left(x,\left(a_{0}, a_{1}, \ldots\right)\right) \leq_{\varphi}^{*}\left(y,\left(b_{0}, b_{1}, \ldots\right)\right), \\
x<_{\psi}^{*} y \Longleftrightarrow\left\{\left(\forall b_{0}\right)\left(\exists b_{1}\right)\left(\exists a_{0}\right)\left(\forall a_{1}\right)\left(\forall b_{2}\right)\left(\exists b_{3}\right)\left(\exists a_{2}\right)\left(\forall a_{3}\right) \cdots\right\} \\
\left(x,\left(a_{0}, a_{1}, \ldots\right)\right)<_{\varphi}^{*}\left(y,\left(b_{0}, b_{1}, \ldots\right)\right) .
\end{array}
$$

In the next section we will show that the scale property also transfers from $\Gamma$ to $Э \Gamma$. Here we confine ourselves to a restatement of the second periodicity theorem in terms of 9 .

6D.6. Assume that $\Gamma$ is adequate and $P \subseteq \mathcal{X} \times \mathcal{N}$ is in $\Gamma$ of type 1 and admits a $\Gamma$-scale. Prove that $\exists^{\mathcal{N}} P$ admits a $\supset \Gamma$-scale; prove also that if $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Delta}})$ holds, then $\forall^{\mathcal{N}} P$ admits a $9 \Gamma$-scale.

Hint. Look up the proofs of 6C.1, 6C. 3 and 6D.2.

## 6E. The Third Periodicity Theorem; definable winning strategies.

Suppose $A \subseteq \mathcal{N}$ is a $\Sigma_{2}^{1}$ set and player I has a winning strategy in the game $A$. Now the set $W$ of strategies winning for $I$ is $\Pi_{3}^{1}$,

$$
\sigma \in W \Longleftrightarrow(\forall \beta)(\sigma *[\beta] \in A)
$$

hence it has a $\Delta_{4}^{1}$ member (if $\operatorname{Det}\left(\boldsymbol{\Delta}_{2}^{1}\right)$ holds) by the Basic Theorem 6C.6. We will show here that in fact, if $\operatorname{Det}\left(\sum_{2}^{1}\right)$ holds, then I has a $\Delta_{3}^{1}$ winning strategy. In its proper, general context, this is the last basic result we need in order to extend most of the structure theory of $\Pi_{1}^{1}$ and $\Sigma_{2}^{1}$ to all the higher levels-and to many other Spector pointclasses besides.

For the first time here we will use the existence of scales as a hypothesis to obtain results other than uniformization. Actually semiscales will suffice.

A $\Gamma$-semiscale on a pointset $P$ is a sequence $\bar{\varphi}=\left\{\varphi_{n}\right\}$ of norms on $P$ which is a semiscale in the sense of 2B and such that the relations

$$
\begin{aligned}
R(n, x, y) & \Longleftrightarrow x \leq_{\varphi_{n}}^{*} y, \\
S(n, x, y) & \Longleftrightarrow x<_{\varphi_{n}}^{*} y,
\end{aligned}
$$

are in $\Gamma$. As with scales (which have the additional lower semicontinuity property), we call $\bar{\varphi}$ very good if the following two conditions hold:


## Diagram 6E.1.

(1) If $x_{0}, x_{1}, \ldots$ are in $P$ and if for each $n$ and all large $i, \varphi_{n}\left(x_{i}\right)=\lambda_{n}$, then there exists some $x \in P$ such that $\lim _{t \rightarrow \infty} x_{i}=x$.
(2) If $x, y$ are in $P$ and $\varphi_{n}(x) \leq \varphi_{n}(y)$, then for each $i \leq n, \varphi_{i}(x) \leq \varphi_{i}(y)$.

It is very easy to check (as in 4E.2) that if a pointset $P$ of type 1 in an adequate pointclass $\Gamma$ admits a $\Gamma$-semiscale, then $P$ admits a very good $\Gamma$-semiscale.

6E.1. The Third Periodicity Theorem (Moschovakis [1973]). Suppose $\Gamma$ is adequate, $\operatorname{Det}(\underset{\Gamma}{\boldsymbol{\Gamma}})$ holds and $A \subseteq \mathcal{N}$ is in $\Gamma$ and admits a $\Gamma$-semiscale; if player $I$ wins the game, then I has a $Э \Gamma$-recursive winning strategy.

Proof. Fix a very good $\Gamma$-semiscale $\bar{\varphi}$ on $A$ and for each even integer $k$ put

$$
\begin{aligned}
u \in W_{k} \Longleftrightarrow \operatorname{Seq}(u) & \& \operatorname{lh}(u)=k+1 \\
& \&\left\{\left(\forall a_{k+1}\right)\left(\exists a_{k+2}\right)\left(\forall a_{k+3}\right)\left(\exists a_{k+4}\right) \cdots\right\} \\
& \left((u)_{0},(u)_{1}, \ldots,(u)_{k}, a_{k+1}, a_{k+2}, \ldots\right) \in A
\end{aligned}
$$

so that $W_{k}$ consists of all the winning positions for I in the game $A$-when it is next II's turn to play. Clearly each $W_{k}$ is in $Э \Gamma$.

If $u=\left\langle a_{0}, \ldots, a_{k}\right\rangle, v=\left\langle b_{0}, \ldots, b_{k}\right\rangle$, let $H_{k}(u, v)$ be the game played as in Diagram 6E.1. At the end of each run plays

$$
\begin{aligned}
& \alpha=ひ \wedge \alpha^{*} \\
&=\left(a_{0}, a_{1}, \ldots, a_{k}, a_{k+1}, a_{k+2}, \ldots\right), \\
& \beta=v^{\wedge} \beta^{*}
\end{aligned}=\left(b_{0}, b_{1}, \ldots, b_{k}, b_{k+1}, b_{k+2}, \ldots\right), ~ \$
$$

have been constructed and

$$
S \text { wins the run } \Longleftrightarrow \alpha \leq_{\varphi_{k}}^{*} \beta
$$

i.e.,

$$
F \text { wins the run } \Longleftrightarrow \alpha \notin A \vee \beta<_{\varphi_{k}}^{*} \alpha .
$$

If we rewrite the definition of $W_{k}$ in the form

$$
\begin{aligned}
& u \in W_{k} \Longleftrightarrow\left\{\left(\forall a_{k+1}\right)\left(\exists a_{k+2}\right) \cdots\right\} \\
& \quad\left[\operatorname{Seq}(u) \& \operatorname{lh}(u)=k+1 \&\left((u)_{0}, \ldots,(u)_{k}, a_{k+1}, \ldots\right) \in A\right],
\end{aligned}
$$

it becomes completely obvious that this is a special case of the construction in 6D. 3 with

$$
P(u, \alpha) \Longleftrightarrow \operatorname{Seq}(u) \& \operatorname{lh}(u)=k+1 \&\left((u)_{0}, \ldots,(u)_{k}, \alpha(0), \ldots\right) \in A
$$

Thus we know that there is a $Э \Gamma$-norm $\psi_{k}$ on $W_{k}$ such that for all $u, v$,

$$
u \leq_{\psi_{k}}^{*} v \Longleftrightarrow S \text { wins the game } H_{k}(u, v) .
$$

It is worth for the motivation here to recall the meaning of the game $H_{k}(u, v)$.
In $H_{k}(u, v)$, we are in effect playing simultaneously two runs of the game $A$. On the top board we are given the starting position $a_{0}, \ldots, a_{k}$ and $S$ makes the moves of I


## Diagram 6E.2. Stage 0.

while $F$ makes the moves of II; on the bottom board we start from $b_{0}, \ldots, b_{k}$ and the roles are reversed, with $F$ making the moves for I and $S$ making the moves for II. Now $S$ wins $H_{k}(u, v)$ if he wins $A$ (as I) on the top board and either he also wins $A$ ( as II) on the bottom board or at least he does not lose there with an ordinal $\varphi_{k}(\beta)$ less than the ordinal $\varphi_{k}(\alpha)$ assigned to his winning play on the top board.

It is obvious that the relations

$$
\begin{aligned}
& R(k, u, v) \Longleftrightarrow \operatorname{Seq}(u) \& \operatorname{Seq}(v) \& \operatorname{lh}(u)=\operatorname{lh}(v)=k+1 \& u \leq_{\psi_{k}}^{*} v \\
& S(k, u, v) \Longleftrightarrow \operatorname{Seq}(u) \& \operatorname{Seq}(v) \& \operatorname{lh}(u)=\operatorname{lh}(v)=k+1 \& u<_{\psi_{k}}^{*} v
\end{aligned}
$$

are both in $\supset \Gamma$. To simplify notation we will write

$$
u \leq_{k}^{*} v \Longleftrightarrow u \leq_{\psi_{k}}^{*} v, \quad u<_{k}^{*} v \Longleftrightarrow u<_{\psi_{k}}^{*} v
$$

Call an odd sequence code $u=\left\langle a_{0}, \ldots, a_{k-1}, a_{k}\right\rangle$ minimal if for every $b$,

$$
\left\langle a_{0}, \ldots, a_{k-1}, a_{k}\right\rangle \leq_{k}^{*}\left\langle a_{0}, \ldots, a_{k-1}, b\right\rangle .
$$

The next lemma is the crucial argument in the proof of this theorem.
Lemma. Suppose $\alpha=\left(a_{0}, a_{1}, a_{2}, \ldots\right)$ is such that for every even $k$, the initial segment $\left\langle a_{0}, \ldots, a_{k}\right\rangle$ is minimal; then $\alpha \in A$.

Proof. The argument is quite similar to the key lemma in the proof of the Second Periodicity Theorem 6C.3, but a bit more elaborate. We will construct a master diagram of games $H_{k}(u, v)$, one for each even $k$, which will determine plays $\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots$ in $A$ such that $\lim _{i \rightarrow \infty} \alpha_{2 i}=\alpha$ and all norms $\varphi_{k}\left(\alpha_{2 i}\right)$ are eventually fixed. This will imply that $\alpha \in A$, since $\bar{\varphi}$ is a semiscale.

For each even $k$, we will have $u=\left\langle a_{0}, \ldots, a_{k}\right\rangle$ in the game $H_{k}(u, v)$ which we will play; but we will take $v=\left\langle a_{0}, \ldots, a_{k-1}, b\right\rangle$ with a certain $b$ which will depend on the various moves which are made as the construction of the diagram progresses.

To begin with, fix in every game $H_{k}\left(\left\langle a_{0}, \ldots, a_{k}\right\rangle,\left\langle a_{0}, \ldots, a_{k-1}, b\right\rangle\right)$ a winning strategy for $S$. Fix also some winning strategy for I in $A$.

Suppose I's winning strategy in $A$ starts with a move $\alpha_{0}(0)$. Take $u_{0}=\left\langle a_{0}\right\rangle, v_{0}=$ $\left\langle\alpha_{0}(0)\right\rangle$ and start the game $H_{0}=H_{0}\left(u_{0}, v_{0}\right)$ as in Diagram 6E.2, with $F$ playing $a_{1}$.

It is obvious how this Stage 0 of the construction is built up. The play $\alpha_{2}(2)$ determined by $S$ 's winning strategy in $H_{0}$ is important, as it initiates Stage 2 of the construction. Put

$$
\begin{gathered}
u_{2}=\left\langle a_{0}, a_{1}, a_{2}\right\rangle, \quad v_{2}=\left\langle a_{0}, a_{1}, \alpha_{2}(2)\right\rangle \\
H_{2}=H_{2}\left(u_{2}, v_{2}\right)
\end{gathered}
$$
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and start $H_{2}$ with $F$ playing $a_{3}$. The other moves in this second stage are filled in by copying and using the fixed winning strategies in the obvious way; see Diagram 6E.3.

Now the key move is the last one by $S$ in $H_{2}, \alpha_{4}(4)$. Put

$$
\begin{gathered}
u_{4}=\left\langle a_{0}, a_{1}, a_{2}, a_{3}, a_{4}\right\rangle, \quad v_{4}=\left\langle a_{0}, a_{1}, a_{2}, a_{3}, \alpha_{4}(4)\right\rangle \\
H_{4}=H_{4}\left(u_{4}, v_{4}\right)
\end{gathered}
$$

and start $H_{4}$ with $F$ playing $a_{5}$. This will be Stage 4 of the construction.
It is clear how we can continue this construction successively with stages numbered by the even integers $0,2,4,6, \ldots$ At stage $2 n$ we determine values $\alpha_{0}(i), \ldots, \alpha_{2 n+2}(i)$ for all $i \leq 2 n+2$ and using $\alpha_{2 n+2}(2 n+2)$ we can start the next stage. At the end plays $\alpha_{0}, \alpha_{2}, \alpha_{4}, \ldots$ are determined and we have established that I wins $A$, so that $\alpha_{0} \in A$ and $S$ wins every $H_{2 n}$, so that all $\alpha_{2 n}$ are in $A$ and

$$
\varphi_{2 n+2}\left(\alpha_{2 n+2}\right) \leq \varphi_{2 n+2}\left(\alpha_{2 n}\right)
$$

Using the fact that $\bar{\varphi}$ is a very good semiscale, it is easy to check (as in the proof of 6C.3) that all the norms $\varphi_{i}\left(\alpha_{2 n}\right)$ are ultimately constant, as $n \rightarrow \infty$. It follows that $\alpha=\lim _{n \rightarrow \infty} \alpha_{2 n} \in A$.

The import of the lemma is that I can win $A$ by playing each time so that the successive initial pieces of the run

$$
\left\langle a_{0}\right\rangle,\left\langle a_{0}, a_{1}, a_{2}\right\rangle,\left\langle a_{0}, a_{1}, a_{2}, a_{3}, a_{4}\right\rangle, \ldots
$$

are minimal. We will complete the proof of the theorem by verifying that he can do this by following a $\supset \Gamma$-recursive strategy.

Let $u, v$ vary over sequence codes (integers) and put

$$
\begin{aligned}
& \operatorname{Min}(u) \Longleftrightarrow \operatorname{Seq}(u) \& \operatorname{lh}(u) \text { is odd } \& u \in W_{\operatorname{lh}(u)-1} \\
& \&(\forall v)\left\{\left[\operatorname{Seq}(v) \& \operatorname{lh}(v)=\operatorname{lh}(u) \&(\forall i<\operatorname{lh}(u)-1)\left[(u)_{i}=(v)_{i}\right]\right]\right. \\
& \left.\Longrightarrow S \text { wins } H_{\operatorname{lh}(u) \div 1}(u, v)\right\} .
\end{aligned}
$$

Using 6D.1, the relation $\operatorname{Min}(u)$ is easily in $Э \Gamma$.

Call a sequence code $\left\langle a_{0}, \ldots, a_{k-1}, a_{k}\right\rangle$ best ( $k$ even) if it is minimal and if in addition there is no $b<a_{k}$ so that $\left\langle a_{0}, \ldots, a_{k-1}, b\right\rangle$ is minimal. Thus

$$
\begin{aligned}
\operatorname{Best}\left(\left\langle a_{0}, \ldots, a_{k-1}, a_{k}\right\rangle\right) & \Longleftrightarrow \\
& \operatorname{Min}\left(\left\langle a_{0}, \ldots, a_{k-1}, a_{k}\right\rangle\right) \\
& \&\left(\forall b<a_{k}\right)\left[\left(a_{0}, \ldots, a_{k-1}, a_{k}\right)<_{k}^{*}\left(a_{0}, \ldots, a_{k-1}, b\right)\right] .
\end{aligned}
$$

Since the relation $<_{k}^{*}$ is in $9 \Gamma$, so is the relation $\operatorname{Best}(u)$.
Finally we get a $\supset \Gamma$-recursive winning strategy for I by putting

$$
\begin{aligned}
& \sigma\left(a_{0}, c_{0}, \ldots, a_{k-1}, c_{k-1}\right)=a_{k} \\
& \Longleftrightarrow\left(\exists a_{0}^{\prime}\right) \cdots\left(\exists a_{k}^{\prime}\right)\left[(\forall j<k) \operatorname{Best}\left(\left\langle a_{0}^{\prime}, c_{0}, \ldots, a_{j}^{\prime}\right\rangle\right)\right. \\
& \left.\& \operatorname{Best}\left(\left\langle a_{0}^{\prime}, c_{0}, \ldots, a_{k-1}^{\prime}, c_{k-1}, a_{k}\right\rangle\right)\right] .
\end{aligned}
$$

There are many applications of this theorem which we will pursue in the exercises. For some of them we will need to go into the proof of 6 E .1 and use specifically the notions of a minimal or a best strategy. It is important to notice that these are defined for a given game $A \subseteq \mathcal{N}$ (which I can win) and a given semiscale $\bar{\varphi}$ on $A$ independently of any definability hypotheses; $\sigma$ is minimal (or best) if each odd initial segment $\left\langle a_{0}, \ldots, a_{k}\right\rangle$ of a play following $\sigma$ is minimal (or best).

Let us just put down here the main corollary of 6 E .1 for the Kleene pointclasses.
6E.2. Corollary (Moschovakis [1973]). If $\operatorname{Det}\left(\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2 n}^{1}\right)$ holds and I wins a $\Sigma_{2 n}^{1}(x)$ game $A$, then I has a winning strategy in $\Delta_{2 n+1}^{1}(x)$.

Similarly, if $\operatorname{Det}\left(\underset{\sim}{\underset{2 n}{1}}{ }^{1}\right)$ holds and I wins a $\Pi_{2 n+1}^{1}(x)$ game $A$, then I has a winning strategy in $\Delta_{2 n+2}^{1}(x)$.

In particular, granting PD, for each $\Delta_{n}^{1}$ game A either I or II has a $\Delta_{n+1}^{1}$ winning strategy, and similarly with $\Delta_{n}^{1}(x), \Delta_{n+1}^{1}(x)$.

Proof. The first assertion comes directly from 6E.1, taking $\Gamma=\Sigma_{2 n}^{1}(x)$ so that $Э \Gamma=9 \Sigma_{2 n}^{1}(x)=\Pi_{2 n+1}^{1}(x)$ by 6 D .2 and using the fact that if $\sigma$ is $\Pi_{2 n+1}^{1}(x)$-recursive then surely $\sigma$ is in $\Delta_{2 n+1}^{1}(x)$.

The second assertion is a trivial consequence of the Basis Theorem 6C.6. If I wins a $\Pi_{2 n+1}^{1}(x)$ set $A$, then the set

$$
P=\{\sigma:(\forall \tau) A(\sigma * \tau)\}
$$

is non-empty and in $\Pi_{2 n+1}^{1}(x)$, so it has a member in $\Delta_{2 n+2}^{1}(x)$.
Taking $n=0$ in this corollary, we get in particular that if I wins a $\Sigma_{0}^{1}$ (i.e., a $\Sigma_{1}^{0}$ ) game, then I has a $\Delta_{1}^{1}$ winning strategy. It is not too hard to see this directly, without the elaborate analysis of games of 6E.1. (Kechris has aptly dubbed this and similar results strategic basis theorems.)

## Exercises

First we put down two simple results which are needed for completeness.
6E.3. Prove that if $\Gamma$ is adequate and a pointset $P$ of type 1 in $\Gamma$ admits a $\Gamma$-semiscale, then $P$ admits a very good $\Gamma$-semiscale.

Hint. See the proof of 4E.2.

$\mathrm{I} u_{0} \longrightarrow \mathrm{II} a_{0} \underbrace{\mathrm{I} u_{1} \longrightarrow \mathrm{II} a_{1}}_{\mathrm{I}_{0}}$| $\cdots$ |
| :--- |
| $\beta=\left(b_{0}, b_{1}, b_{2}, \ldots\right)$ |

## Diagram 6E.4.

6E.4. Suppose $\Gamma$ is adequate, $\operatorname{Det}(\underset{\sim}{\Gamma})$ holds and $A \subseteq \mathcal{N}$ is in $\Gamma$ and admits a $\Gamma$-semiscale, let

$$
\bar{Q}=\left(Q_{0}, Q_{1}, Q_{2}, \ldots\right)
$$

be a recursive infinite string of quantifiers and let $G$ be the game determined by $A$ and $\bar{Q}$; prove that if $\exists$ wins, then $\exists$ has a $Э \Gamma$-recursive winning strategy.

Hint. See the proof of 6D. 1 and apply the Third Periodicity Theorem 6E.1.
As a first application of the Third Periodicity Theorem, let us show that Harrison's result 4F. 1 generalizes to all odd levels.

6 E. 5 (The Effective Perfect Set Theorem for odd levels, Martin). Assume $\operatorname{Det}\left(\underset{\sim}{\Sigma}{ }_{2 n}^{1}\right)$ and suppose $P \subseteq \mathcal{X}$ is in $\Sigma_{2 n+1}^{1}$ and has at least one member not in $\Delta_{2 n+1}^{1}$; prove that $P$ has a perfect subset.

Similarly, if $P$ is $\Sigma_{2 n+1}^{1}(z)$ with some member not in $\Delta_{2 n+1}^{1}(z)$, then $P$ has a perfect subset.

In particular, if $P \subseteq \mathcal{X}$ is $\Sigma_{2 n+1}^{1}(z)$ and countable, then $P \subseteq \Delta_{2 n+1}^{1} \cap \mathcal{X}$.
Hint. If the result holds for subsets of $\mathbb{C}={ }^{\omega} 2$ and $P \subseteq \mathcal{X}$, let $\pi: \mathbb{C} \rightarrow \mathcal{X}$ be a $\Delta_{1}^{1}$ isomorphism, take $Q=\pi^{-1}[P]$ and apply the result to $Q$ to get a perfect subset $K$-now use the fact that $\pi[K]$ is an uncountable Borel subset of $P$ and hence has a perfect subset.

If $P \subseteq \mathbb{C}$ and

$$
P(\alpha) \Longleftrightarrow(\exists \beta) Q(\alpha, \beta)
$$

with $Q$ in $\Pi_{2 n}^{1}$, consider the game $G$ played as in Diagram 6E.4. Here each $u_{i}$ is a finite (non-empty binary) sequence

$$
u_{i}=c_{0}^{i}, \ldots, c_{k_{i}}^{i},
$$

$a_{j}$ is 0 or 1 and $b_{j} \in \omega$, so that in effect I and II define an infinite binary sequence

$$
\alpha=\left(c_{0}^{0}, \ldots, c_{k_{0}}^{0}, a_{0}, c_{0}^{1}, \ldots, c_{k_{1}}^{1}, a_{1}, \ldots\right)
$$

and an irrational

$$
\beta=\left(b_{0}, b_{1}, \ldots\right) .
$$

At the end of the game,

$$
\text { I wins } \Longleftrightarrow Q(\alpha, \beta) .
$$

Argue that this game is determined since it is essentially in $\Pi_{2 n}^{1}$, then argue that if I wins, then $P$ has a perfect subset.

To complete the proof, we must show that if II wins, then $P \subseteq \Delta_{2 n+1}^{1}$. Suppose then that $\tau$ is winning for II and $\alpha \in P$, fix $\beta$ so that $Q(\alpha, \beta)$ and call an initial part of the game

$$
\begin{equation*}
u_{0}, a_{0}, b_{0}, u_{1}, a_{1}, b_{1}, \ldots, u_{n}, a_{n}, b_{n} \tag{*}
\end{equation*}
$$

good, if

$$
u_{0} \wedge\left(a_{0}\right) \wedge \cdots \wedge u_{n} \uparrow\left(a_{n}\right) \subseteq \alpha
$$

and the part is played by $\tau$, i.e.,

$$
a_{0}=\tau\left(u_{0}\right), \quad a_{1}=\tau\left(u_{0}, a_{0}, b_{0}, u_{1}\right), \quad \ldots, \quad a_{n}=\tau\left(u_{0}, \ldots, u_{n}\right)
$$

If every good part had a good extension, then $\neg Q(\alpha, \beta)$, hence some good part has no good extension, say the one in $(*)$ above. It follows then that if $u_{0} \wedge\left(a_{0}\right)^{\wedge} \cdots \wedge u_{n}{ }^{\wedge}\left(a_{n}\right)=$ $(\alpha(0), \alpha(1), \ldots, \alpha(t))$, then for all $k \geq 2$

$$
\alpha(t+k)=1 \doteq \tau\left(u_{0}, a_{0}, b_{0}, \ldots, u_{n}, a_{n}, b_{n},(\alpha(t+1), \ldots, \alpha(t+k-1))\right)
$$

so that $\alpha$ is recursive in $\tau$.
By the Third Periodicity Theorem (and specifically 6E.4) we may assume that $\tau$ is in $\Delta_{2 n+1}^{1}$, so that $P \subseteq \Delta_{2 n+1}^{1}$.

This result is both interesting in its own right and very useful. Here is one immediate consequence.

6E.6. Assume $\operatorname{Det}\left({\underset{\sim}{2}}_{2 n}^{1}\right)$; prove that if $P \subseteq \mathcal{X} \times \mathcal{Y}$ is $\underset{\sim}{\Delta}{ }_{2 n+1}^{1}$ and all sections $P_{x}=$ $\{y: P(x, y)\}$ are countable, then $P$ can be uniformized by some $P^{*} \subseteq P$ in $\underset{\sim}{\underset{\sim}{\Delta}}{ }_{2 n+1}^{1}$.

Hint. See 4F.6.
A set $P \subseteq \mathcal{X} \times \mathcal{Y}$ in $\underset{\sim}{\Delta}{ }_{2 n+1}^{1}$ with compact sections is uniformizable in $\underset{\sim}{\underset{\sim}{\Delta}} \underset{2 n+1}{1}$ by 4 F .12 (granting $\operatorname{Det}\left(\underset{\sim}{\boldsymbol{\Delta}}{ }_{2 n}^{1}\right)$ ), but the corresponding generalization of the Arsenin-Kunugui Theorem 4F. 16 is still open. (Kechris and Martin have recently proved this for ${\underset{\sim}{\Delta}}_{3}^{1}$, but they use methods that are quite deep and do not generalize immediately to arbitrary $\underset{\sim}{\Delta} \underset{2 n+1}{1}$.$) On the other hand, 4 \mathrm{~F} .19$ and the resulting uniformization theorems for $\underset{\sim}{\underset{\sim}{\Delta}}{ }_{1}^{1}$ sets with large sections (4F.20) generalize to all odd levels of the hierarchy, essentially by the same arguments we gave in 4F.19, 4F.20. See Kechris [1973].

We now aim towards a generalization of the Spector-Gandy Theorem 4F. 3 to all odd levels. The proof is new even for $\Pi_{1}^{1}$, and it is in some ways simpler than our original proof in 4F.3.

6E. 7 (The Spector-Gandy Theorem for odd levels, Moschovakis [1973]). Assume $\operatorname{Det}\left(\underset{\sim}{\boldsymbol{\Delta}}{ }_{2 n}^{1}\right)$; prove that for every $\Pi_{2 n+1}^{1}$ set $P \subseteq \mathcal{X}$ there is some $\Pi_{2 n}^{1}$ set $R \subseteq \mathcal{X} \times \mathcal{Y}$ such that

$$
P(x) \Longleftrightarrow\left(\exists \alpha \in \Delta_{2 n+1}^{1}(x)\right) R(x, \alpha)
$$

Hint. Notice first that taking $\Gamma=\Delta_{2 n}^{1}(x)$ in 6E.1, $\operatorname{Det}(\underset{\sim}{\underset{\sim}{\Delta}} \underset{2 n}{1})$ implies that every $\Delta_{2 n}^{1}(x)$ game admits a $\Delta_{2 n+1}^{1}(x)$ winning strategy for one of the players. Check also as in 4F. 3 that it is enough to prove the result for $P \subseteq \mathcal{N}$.

Let

$$
G(e, \alpha) \Longleftrightarrow(\forall \beta) R(e, \alpha, \beta)
$$

be universal in $\Pi_{2 n+1}^{1}$ and choose $e_{0}$ such that

$$
P(\alpha) \Longleftrightarrow G\left(e_{0}, \alpha\right)
$$

Put on $G$ the canonical $\Pi_{2 n+1}^{1}$-norm $\psi$ which we defined in the proof of the First Periodicity Theorem 6B.1. Using 4D.14, choose also some fixed $k$ so that

$$
\beta \in \Delta_{2 n+1}^{1}(\alpha) \Longleftrightarrow G(k,\langle\beta, \alpha\rangle)
$$

We claim that

$$
P(\alpha) \Longleftrightarrow\left(\exists \beta \in \Delta_{2 n+1}^{1}(\alpha)\right)\left[\left(e_{0}, \alpha\right) \leq_{\psi}^{*}(k,\langle\beta \cdot \alpha\rangle)\right]
$$



Diagram 6E.5.
because if this failed for some fixed $\alpha \in P$, we would have

$$
\beta \in \Delta_{2 n+1}^{1}(\alpha) \Longleftrightarrow(k,\langle\beta, \alpha\rangle)<_{\psi}^{*}\left(e_{0}, \alpha\right)
$$

which implies that $\Delta_{2 n+1}^{1}(\alpha) \cap \mathcal{N}$ is in $\Delta_{2 n+1}^{1}(\alpha)$ contradicting 4D.16.
By the construction in the proof of the First Periodicity Theorem 6B. 1 there is a fixed $\Pi_{2 n}^{1}$ relation $S(\alpha, \beta, \gamma)$ such that whenever $G(k,\langle\beta, \alpha\rangle)$,

$$
\begin{aligned}
\left(e_{0}, \alpha\right) \leq_{\psi}^{*}(k,\langle\beta . \alpha\rangle) & \Longleftrightarrow \text { II wins the game }\{\gamma: S(\alpha, \beta, \gamma)\} \\
& \Longleftrightarrow(\exists \tau)(\forall \sigma) S(\alpha, \beta, \sigma * \tau) \\
& \Longleftrightarrow\left(\exists \tau \in \Delta_{2 n+1}^{1}(\alpha, \beta)\right)(\forall \sigma) S(\alpha, \beta, \sigma * \tau),
\end{aligned}
$$

where for the last equivalence we have used the fact that for $(k,\langle\beta, \alpha\rangle) \in G$, the set $\{\gamma: S(\alpha, \beta, \gamma)\}$ is actually $\Delta_{2 n}^{1}(\alpha, \beta)$ and of course we have also used the Third Periodicity Theorem 6E.1. We now have

$$
P(\alpha) \Longleftrightarrow\left(\exists \beta \in \Delta_{2 n+1}^{1}(\alpha)\right)\left(\exists \tau \in \Delta_{2 n+1}^{1}(\alpha, \beta)\right)(\forall \sigma) S(\alpha, \beta, \sigma * \tau)
$$

which implies the result easily by contraction of quantifiers.
There is a simple but interesting converse to 6 E .2 .
6E.8. Assume $\operatorname{Det}\left({\underset{\sim}{2}}_{2 n}^{1}\right)$; prove that for each $\alpha \in \Delta_{2 n+1}^{1}$, there is a $\Delta_{2 n}^{1}$ set $A \subseteq \mathcal{N}$ such that II wins the game (with payoff) $A$ and $\alpha$ is recursive in every winning strategy for II in $A$.

Thus $\Delta_{2 n+1}^{1} \cap \mathcal{N}$ is the smallest set which is closed under "recursive in" and contains a winning strategy (for one of the players) for each $\Delta_{2 n}^{1}$ game.

Hint. Let $H \subseteq \omega \times(\omega \times \omega)$ be universal in $\Pi_{2 n+1}^{1}$ let $\psi$ be the canonical $\Pi_{2 n+1^{-}}^{1}$ norm that is assigned to $H$ by the First Periodicity Theorem 6B. 1 and choose some $k_{0}$ such that

$$
\alpha(s)=t \Longleftrightarrow H\left(k_{0}, s, t\right)
$$

By the Covering Lemma 4C.11, there are fixed integers $l_{0}, l_{1}, l_{2}$ such that $H\left(l_{0}, l_{1}, l_{2}\right)$ and

$$
\alpha(s)=t \Longleftrightarrow \psi\left(k_{0}, s, t\right) \leq \psi\left(l_{0}, l_{1}, l_{2}\right) .
$$

It is now obvious from the proof of 6B. 1 that (with the fixed $k_{0}, l_{0}, l_{1}, l_{2}$ ) there are $\Delta_{2 n}^{1}$ sets $P(s, t, \alpha)$ and $Q(s, t, \alpha)$ such that

$$
\begin{aligned}
& \left(k_{0}, s, t\right) \leq_{\psi}^{*}\left(l_{0}, l_{1}, l_{2}\right) \Longleftrightarrow \text { II wins }\{\alpha: P(s, t, \alpha)\} \\
& \left(l_{0}, l_{1}, l_{2}\right)<_{\psi}^{*}\left(k_{0}, s, t\right) \Longleftrightarrow \text { II wins }\{\alpha: Q(s, t, \alpha)\} .
\end{aligned}
$$

Define the game $A$ played as in Diagram 6E. 5 where

$$
\text { II wins } \Longleftrightarrow i=0 \& P\left(s, t,\left(a_{0}, a_{1}, \ldots\right)\right) \vee i>0 \& Q\left(s, t,\left(a_{0}, a_{1}, \ldots\right)\right)
$$

and check that $A$ has the required properties.

Taking $n=0$ here, we have a new game-theoretic characterization of $\Delta_{1}^{1} \cap \mathcal{N}$ as the smallest set which is closed under "recursive in" and contains a winning strategy for every $\Delta_{1}^{0}$ game.

We now turn to the generalization of the largest thin $\Pi_{1}^{1}$ set theorem 4F.4.
6E. 9 (The Largest Thin $\Pi_{2 n+1}^{1}$ Set Theorem, Kechris [1975]). Assume $\operatorname{Det}\left(\underset{\sim}{\Delta}{ }_{2 n+1}^{1}\right)$; prove that for each perfect space $\mathcal{X}$, there is a thin $\Pi_{2 n+1}^{1}$ set $C_{2 n+1}(\mathcal{X}) \subseteq \mathcal{X}$ which contains every thin, $\Pi_{2 n+1}^{1}$ subset of $\mathcal{X}$.

In particular, if $\mathbf{P D}$ holds, then for each $n$, there is a largest, countable $\Pi_{2 n+1}^{1}$ subset of $\mathcal{X}$.

Hint. Follow the proof of 4F. 4 until the point where we have produced a perfect set $F$ such that

$$
(\forall x \in F)[R(g(x), x) \& \varphi(g(x), x) \leq \lambda],
$$

where $\lambda<\underset{\sim}{\boldsymbol{\delta}}{ }_{2 n+1}^{1}$. The last part of the argument in 4 F .4 depends on the fact that $\underset{\sim}{\boldsymbol{\delta}}{ }_{1}^{1}=\aleph_{1}$ and we must replace it by something more sophisticated when $n>0$.

Since $F$ is uncountable and $g: F \rightarrow \omega$, there exists a fixed $k$ such that $g(x)=k$ for uncountably many $x$ 's; and the set

$$
\{x: x \in F \& R(k, x) \& \varphi(k, x) \leq \lambda\}
$$

is ${\underset{2}{\Delta}}_{2 k+1}^{1}$ and uncountable, so it must have a perfect subset, by the hypothesis $\operatorname{Det}\left(\boldsymbol{\Delta}_{2 k+1}^{1}\right)$ and 6A.12. Calling this new perfect set $F$ again, we have

$$
(\forall x \in F)[R(k, x) \& \varphi(k, x) \leq \lambda] .
$$

On $F$ we have an obvious $\underset{\sim}{\Delta}{ }_{2 n+1}^{1}$ prewellordering,

$$
x \leq y \Longleftrightarrow \varphi(k, x) \leq \varphi(k, y)
$$

such that every initial segment of $\{y: y \leq x\}$ is countable, since

$$
\begin{aligned}
y \leq x & \Longrightarrow \varphi(k, y) \leq \varphi(k, x) \\
& \Longrightarrow y \in \Delta_{2 n+1}^{1}(x)
\end{aligned}
$$

by the definition of $R(k, x)$.
We can consider $F$ as a perfect Polish space with the topology induced on it by $\mathcal{X}$, so by 1 A .3 there is a continuous injection

$$
\pi: \mathbb{C} \hookrightarrow F
$$

this carries the prewellordering $\leq$ on $F$ to a $\underset{\sim}{\Delta}{ }_{2 n+1}^{1}$ prewellordering on $\mathbb{C}$ whose initial segment are again countable and which does not have the property of Baire (as a subset of $\mathbb{C} \times \mathbb{C})$ by 5 A. 10 . Our assumption $\operatorname{Det}\left({\underset{\sim}{2}}_{2 n+1}^{1}\right)$ and 6 A. 16 do not allow such sets, so we have reached a contradiction and completed the proof of the first assertion.

The second assertion follows by 6A.12, since under PD every thin projective set is countable.

The hypothesis $\operatorname{Det}\left(\sum_{2 n}^{1}\right)$ is sufficient for this result, see 6 G .10 and 6 G .11 .
Granting PD, we can also find largest countable sets at the even levels, but on the $\Sigma$ side.

6E. 10 (Kechris and Moschovakis [1972]). Assume $\operatorname{Det}(\underset{\sim}{2 n+1})$; prove that for each perfect product space $\mathcal{X}$, there is a largest countable $\Sigma_{2 n+2}^{1}$ subset of $\mathcal{X}$.

Hint. Let $C=C_{2 n+1}(\mathcal{X} \times \mathcal{N})$ be the largest countable $\Pi_{2 n+1}^{1}$ subset of $\mathcal{X} \times \mathcal{N}$ and put

$$
x \in D \Longleftrightarrow(\exists \alpha) C(x, \alpha) .
$$

Clearly $D$ is $\Sigma_{2 n+2}^{1}$ and countable, since the map $(x, \alpha) \mapsto x$ is a surjection of $C$ onto $D$.
If $P \subseteq \mathcal{X}$ is countable and $\Sigma_{2 n+2}^{1}$, choose some $\Pi_{2 n+1}^{1}$ set $Q \subseteq \mathcal{X} \times \mathcal{N}$ such that

$$
P(x) \Longleftrightarrow(\exists \alpha) Q(x, \alpha),
$$

let $Q^{*} \subseteq Q$ uniformize $Q$ in $\Pi_{2 n+1}^{1}$ by 6 C .5 and notice that $Q^{*}$ must be countable, so that $Q^{*} \subseteq C$; hence $P \subseteq D$.

Assuming PD, put

$$
\begin{aligned}
& C_{n}=C_{n}(\mathcal{N})=\text { the largest countable } \Pi_{n}^{1} \text { subset of } \mathcal{N}(\text { if } n \text { is odd }), \\
& C_{k}=C_{k}(\mathcal{N})=\text { the largest countable } \Sigma_{k}^{1} \text { subset of } \mathcal{N}(\text { if } k \text { even }>0) .
\end{aligned}
$$

Since the property of being countable and $\Pi_{n}^{1}$ or $\Sigma_{k}^{1}$ is obviously preserved under $\Delta_{1}^{1}$ isomorphisms, these sets $C_{0}, C_{1}, \ldots$ determine the largest countable $\Pi_{n}^{1}$ ( $n$ odd) and $\Sigma_{k}^{1}(k$ even $>0)$ sets in all the perfect product spaces.

6E. 11 (Kechris [1975]). Assume PD; prove that there is no largest countable $\Sigma_{2 n+1}^{1}$ subset of $\mathcal{N}$ and there is no largest countable $\Pi_{2 n+2}^{1}$ subset of $\mathcal{N}$.

Hint. If $A \subseteq \mathcal{N}$ is countable and $\Sigma_{2 n+1}^{1}$, then $A \subseteq \Delta_{2 n+1}^{1}$ by 6 E .5 above; on the other hand, if $A$ were the largest countable $\Sigma_{2 n+1}^{1}$ set, then $\Delta_{2 n+1}^{1} \cap \mathcal{N} \subseteq A$, since for each $\alpha \in \Delta_{2 n+1}^{1}$ the singleton $\{\alpha\}$ is obviously $\Sigma_{2 n+1}^{1}$. Thus the largest countable $\Sigma_{2 n+1}^{1}$ set would have to be $\Delta_{2 n+1}^{1} \cap \mathcal{N}$ - and this set is not in $\Sigma_{2 n+1}^{1}$ by 4D.16.

The even case is easier: if $A \subseteq \mathcal{N}$ is countable and $\Pi_{2 n+2}^{1}$, then $\mathcal{N} \backslash A$ is $\Sigma_{2 n+2}^{1}$ and non-empty, hence $\mathcal{N} \backslash A$ has a member in $\Delta_{2 n+2}^{1}$ by the Basis Theorem 6C.6, hence we cannot have $\Delta_{2 n+2}^{1} \cap \mathcal{N} \subseteq A$-which the largest countable $\Pi_{2 n+2}^{1}$ set would have to satisfy as above.

According to these last two exercises, the property of possessing a largest countable set of irrationals oscillates between the $\Pi$ and $\Sigma$ side of the Kleene hierarchy together with the prewellordering property.

The sets $C_{0}, C_{1}, \ldots$ have a very interesting structure which we will not pursue heresee Kechris [1975].

A result which is somewhat related to the Spector-Gandy Theorem but which is really mush deeper is the characterization of $\Delta_{1}^{1}$ sets as precisely the injective, recursive images of $\Pi_{1}^{0}$ sets; similarly, the Borel sets are precisely the injective, continuous images of closed sets, see 1G.5, 2E.7, 2E.8, 4A. 7 and 4D.9. Before going into the extension of this to all odd levels (with PD), let us look at a related and basic theorem about the quantifier $\bigcirc$.

6E. 12 (Moschovakis). Assume that $\Gamma$ is adequate and $\omega$-parametrized, that every pointset in $\Gamma$ admits a $\Gamma$-semiscale and that $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Gamma}})$ holds. Prove that every pointset $Q \subseteq \mathcal{X}$ in $\supset \Gamma$ satisfies a triple equivalence of the form

$$
\begin{aligned}
Q(x) & \Longleftrightarrow(\exists \sigma)(\forall \alpha) P(x, \sigma, \alpha) \\
& \Longleftrightarrow(\exists!\sigma)(\forall \alpha) P(x, \sigma, \alpha) \\
& \Longleftrightarrow(\exists \sigma)[\sigma \text { is } Э \Gamma(x) \text {-recursive } \&(\forall \alpha) P(x, \sigma, \alpha)],
\end{aligned}
$$

with $P$ in $\Gamma$.

Hint. Choose a good parametrization of $\Gamma$ as in 3 H , and denote (ambiguously) by $G \subseteq \mathcal{N} \times \mathcal{Y}$ all good universal sets, no matter which $\mathcal{Y}$ is involved. Define "best strategy" for a game $A$ as in the proof of 6 E .1 so that if I can win $A$, then there is exactly one $\sigma \in \mathcal{N}$ which is I's best strategy. Put

$$
R(\varepsilon, \sigma, x) \Longleftrightarrow \mathrm{I} \text { wins }\{\alpha: G(\varepsilon, x, \alpha)\}
$$

$\& \sigma$ is I's best strategy for $\{\alpha: G(\varepsilon, x, \alpha)\} ;$
this relation is in $9 \Gamma$ by 6 E .1 , so there is a fixed recursive $\varepsilon^{*} \in \mathcal{N}$ so that

$$
R(\varepsilon, \sigma, x) \Longleftrightarrow(\supset \beta) G\left(\varepsilon^{*}, \varepsilon, \sigma, x, \beta\right) \Longleftrightarrow(\supset \beta) G\left(S\left(\varepsilon^{*}, \varepsilon, \sigma\right), x, \beta\right)
$$

where $S$ is the recursive function associated with the good parametrizations. Now for any $\varepsilon_{0}$, compute

$$
\begin{aligned}
(\supset \alpha) G\left(\varepsilon_{0}, x, \alpha\right) & \Longleftrightarrow \mathrm{I} \text { wins }\left\{\alpha: G\left(\varepsilon_{0}, x, \alpha\right)\right\} \\
& \Longleftrightarrow\left(\exists \sigma_{0}\right)\left[(\forall \beta) G\left(\varepsilon_{0}, x, \sigma_{0} *[\beta]\right) \& R\left(\varepsilon_{0}, \sigma_{0}, x\right)\right] \\
& \Longleftrightarrow\left(\exists \sigma_{0}\right)\left[(\forall \beta) G\left(\varepsilon_{0}, x, \sigma_{0} *[\beta]\right)\right.
\end{aligned}
$$

$$
\left.\& \mathrm{I} \text { wins }\left\{\alpha: G\left(S\left(\varepsilon^{*}, \varepsilon_{0}, \sigma_{0}\right), x, \alpha\right)\right\}\right] ;
$$

by repeating the computation on the last conjunct of this equivalence we get

$$
\begin{aligned}
&(\supset \alpha) G\left(\varepsilon_{0}, x, \alpha\right) \Longleftrightarrow\left\{\left(\exists \sigma_{0}\right)\left(\exists \sigma_{1}\right)\left(\exists \sigma_{2}\right) \cdots\right\} \\
& {\left[(\forall \beta) G\left(\varepsilon_{0}, x, \sigma_{0} *[\beta]\right)\right.} \\
& \&(\forall \beta) G\left(S\left(\varepsilon^{*}, \varepsilon_{0}, \sigma_{0}\right), x, \sigma_{1} *[\beta]\right) \\
& \&(\forall \beta) G\left(S\left(\varepsilon^{*}, S\left(\varepsilon^{*}, \varepsilon_{0}, \sigma_{0}\right), \sigma_{1}\right), \sigma_{2} *[\beta]\right) \\
&\& \cdots] \\
& \Longleftrightarrow\left\{\left(\exists \sigma_{0}\right)\left(\exists \sigma_{1}\right)\left(\exists \sigma_{2}\right) \cdots\right\} \\
&(\forall \gamma)\left\{\left[(\gamma)_{0}=\right.\right.\left.\varepsilon_{0} \&(\forall i)\left[(\gamma)_{i+1}=S\left(\varepsilon^{*},(\gamma)_{i}, \sigma_{i}\right)\right]\right] \\
&\left.\Longrightarrow(\forall i)(\forall \beta) G\left((\gamma)_{i}, x, \sigma_{i} *[\beta]\right)\right\},
\end{aligned}
$$

where in fact if the left-hand-side holds, then by 6 E .1 there are unique $\sigma_{0}, \sigma_{1}, \ldots$ which satisfy the right-hand-side and they are all $\supset \Gamma\left(\varepsilon_{0}, x\right)$-recursive. Now choose an arithmetical function $\pi: \omega \times \mathcal{N} \rightarrow \mathcal{N}$ such that the map $\sigma \mapsto(\pi(0, \sigma), \pi(1, \sigma), \ldots)$ is a bijection of $\mathcal{N}$ with ${ }^{\omega} \mathcal{N}$, replace in this formula each $\sigma_{i}$ by $\pi(i, \sigma)$ and the infinite string $\left(\exists \sigma_{0}\right)\left(\exists \sigma_{1}\right) \cdots$ by $(\exists \sigma)$ and prove by a standard prewellordering argument that if there exist $\sigma_{0}, \sigma_{1}, \ldots$ which are $\supset \Gamma\left(\varepsilon_{0}, x\right)$-recursive and satisfy the $\supset \Gamma$ matrix above, then (the unique) $\sigma$ which codes all the $\sigma_{i}=\pi(i, \sigma)$ is also $\supset \Gamma\left(\varepsilon_{0}, x\right)$-recursive. This yields equivalences of the form

$$
\begin{aligned}
(\supset \alpha) G\left(\varepsilon_{0}, x, \alpha\right) & \Longleftrightarrow(\exists \sigma)(\forall \beta) P\left(\varepsilon_{0}, x, \sigma, \beta\right) \\
& \Longleftrightarrow(\exists!\sigma)(\forall \beta) P\left(\varepsilon_{0}, x, \sigma, \beta\right) \\
& \Longleftrightarrow(\exists \sigma)\left[\sigma \text { is } \supset \Gamma\left(\varepsilon_{0}, x\right) \text {-recursive \& }(\forall \beta) P\left(\varepsilon_{0}, x, \sigma, \beta\right)\right]
\end{aligned}
$$

which are what we need to complete the proof.
Note: The idea for this proof comes from an argument of Solovay.

The representation of sets in $\Delta_{2 n+1}^{1}$ as recursive, injective images of $\Pi_{2 n}^{1}$ sets can be shown by a minor variation of this proof. First a simple lemma of some independent interest.

6E.13. Assume $\operatorname{Det}\left({\underset{\sim}{2}}_{2 n}^{1}\right)$. Show that

$$
\Delta_{2 n+1}^{1}=9 \Delta_{2 n}^{1}
$$

i.e., $Q \subseteq \mathcal{X}$ is in $\Delta_{2 n+1}^{1}$ if and only if there is some $P \subseteq \mathcal{X} \times \mathcal{N}$ in $\Delta_{2 n}^{1}$ such that

$$
Q(x) \Longleftrightarrow(\supset \alpha) P(x, \alpha) .
$$

Hint. It is clear that $9 \Delta_{2 n}^{1} \subseteq \Delta_{2 n+1}^{1}$. To prove the converse inclusion, choose $A \subseteq \omega$ in $\Pi_{2 n+1}^{1} \backslash \Delta_{2 n+1}^{1}$ and such that $0 \notin A$, and for any $Q$ in $\Delta_{2 n+1}^{1}$ put

$$
R(k, x) \Longleftrightarrow k \in A \vee[k=0 \& Q(x)] .
$$

Now $R$ is $\Pi_{2 n+1}^{1}$ so let $\varphi$ be any $\Pi_{2 n+1}^{1}$-norm on $R$; an easy argument by contradiction shows that there is some fixed $k^{*} \in A$ so that

$$
\begin{gathered}
\quad(\forall x) R\left(k^{*}, x\right) \\
Q(x) \stackrel{(0, x) \leq_{\varphi}^{*}\left(k^{*}, x\right)}{\Longleftrightarrow}
\end{gathered}
$$

(otherwise $A$ is $\Sigma_{2 n+1}^{1}$ ).
Suppose now that

$$
R(k, x) \Longleftrightarrow(\forall \alpha) P(k, x, \alpha)
$$

for some $P$ in $\Sigma_{2 n}^{1}$ and $\varphi$ comes from a $\Sigma_{2 n}^{1}$-norm $\psi$ on $P$ by the construction of the First Periodicity Theorem 6B.1. In this case,

$$
\begin{aligned}
& Q(x) \Longleftrightarrow(0, x) \leq_{\varphi}^{*}\left(k^{*}, x\right) \\
& \Longleftrightarrow\left\{\left(\forall a_{0}\right)\left(\exists b_{0}\right)\left(\forall a_{1}\right)\left(\exists b_{1}\right) \cdots\right\} \\
& \quad\left[\left(0, x,\left(a_{0}, a_{1}, \ldots\right)\right) \leq_{\psi}^{*}\left(k^{*}, x,\left(b_{0}, b_{1}, \ldots\right)\right)\right] .
\end{aligned}
$$

The result follows easily from 6D. 1 and the fact that $(\forall x)(\forall \beta) P\left(k^{*}, x, \beta\right)$ which implies that

$$
\left\{(\alpha, \beta, x):(0, x, \alpha) \leq_{\psi}^{*}\left(k^{*}, x, \beta\right)\right\} \text { is in } \Delta_{2 n}^{1} .
$$

6E. 14 (Moschovakis [1973]). Assume $\operatorname{Det}\left(\underset{\sim}{( }{ }_{2 n}^{1}\right)$. Prove that a set $Q \subseteq \mathcal{X}$ is in $\Delta_{2 n+1}^{1}$ if and only if $Q$ is the recursive, injective image of some $\Pi_{2 n}^{1}$ set $P \subseteq \mathcal{N}$.

Similarly, $Q$ is in $\Delta_{2 n+1}^{1}(x)$ if and only if it is the recursive, injective image of some $\Pi_{2 n}^{1}(x)$ set $P \subseteq \mathcal{N}$ and $Q$ is in ${\underset{\sim}{2 n+1}}_{1}^{1}$ if and only if it is the continuous, injective image of some $P \subseteq \mathcal{N}$ in ${\underset{\sim}{~}}_{2 n}^{1}$.

Hint. We work with $\Delta_{2 n+1}^{1}$, the relativized case following similarly and then implying immediately the boldface result.

By 3E. 6 we may assume that $\mathcal{X}=\mathcal{N}$ so that $\mathcal{X} \times \mathcal{N}$ is recursively homeomorphic with $\mathcal{N}$ and it is enough to produce a $\Pi_{2 n}^{1}$ set $P^{*} \subseteq \mathcal{X} \times \mathcal{N}$ so that

$$
\begin{aligned}
Q(x) & \Longleftrightarrow(\exists \sigma) P^{*}(x, \sigma) \\
& \Longleftrightarrow(\exists!\sigma) P^{*}(x, \sigma) .
\end{aligned}
$$

$$
\left.\begin{array}{r|rl}
x, u=\left\langle a_{0}, \ldots, a_{m}\right\rangle \\
H_{m}(x, u, y, v) \\
y, v=\left\langle b_{0}, \ldots, b_{m}\right\rangle
\end{array} \right\rvert\, \stackrel{F a_{m+1}}{S b_{m+1} \rightarrow F b_{m+2}} \cdots \cdots=\left(a_{0}, a_{1}, \ldots\right)
$$

## Diagram 6E.6.

Let $\Gamma=\Sigma_{2 n}^{1}$. We will modify the argument of 6 E .12 to work with $\Delta=\Delta_{2 n}^{1}$ instead of $\Gamma$ so that ultimately we will have

$$
\begin{aligned}
Q(x) & \Longleftrightarrow(\exists \sigma)(\forall \alpha) P(x, \sigma, \alpha) \\
& \Longleftrightarrow(\exists!\sigma)(\forall \alpha) P(x, \sigma, \alpha)
\end{aligned}
$$

with $P$ in $\Delta$ and then we can take

$$
P^{*}(x, \sigma) \Longleftrightarrow(\forall \alpha) P(x, \sigma, \alpha)
$$

so that $P^{*}$ is in $\forall^{\mathcal{N}} \Delta=\Pi_{2 n}^{1}$ as required. Since $\Delta$ is not parametrized, we must work with codes of sets rather than universal sets.

Choose then a good parametrization for $\Gamma=\Sigma_{2 n}^{1}$ and for any $A \subseteq \mathcal{Y}$, call $\varepsilon$ a $\underset{\sim}{\Delta}$-code of $A$ if

$$
\begin{aligned}
y \in A & \Longleftrightarrow G\left((\varepsilon)_{0}, y\right) \\
& \Longleftrightarrow \neg G\left((\varepsilon)_{1}, y\right),
\end{aligned}
$$

where $G \subseteq \mathcal{N} \times \mathcal{Y}$ is a good universal set.
If $Q$ is in $\Delta_{2 n+1}^{1}$, then by 6 E .13 there is a $\Delta_{2 n}^{1}$ set $P$ so that $Q=9 P$ and if $P$ has recursive code $\varepsilon^{*}$, we have

$$
\begin{aligned}
Q(x) & \Longleftrightarrow(\supset \alpha) G\left(\left(\varepsilon^{*}\right)_{0}, x, \alpha\right) \Longleftrightarrow(\supset \alpha) G\left(S\left(\left(\varepsilon^{*}\right)_{0}, x\right), \alpha\right) \\
& \Longleftrightarrow(\supset \alpha) \neg G\left(\left(\varepsilon^{*}\right)_{1}, x, \alpha\right) \Longleftrightarrow(\supset \alpha) \neg G\left(S\left(\left(\varepsilon^{*}\right)_{1}, x\right), \alpha\right)
\end{aligned}
$$

where $S$ is the recursive function associated with the good parametrization and we have used the fact that $\mathcal{X}=\mathcal{N}$ is of type 1. Taking

$$
\boldsymbol{u}(x)=\left\langle S\left(\left(\varepsilon^{*}\right)_{0}, x\right), S\left(\left(\varepsilon^{*}\right)_{1}, x\right)\right\rangle,
$$

we have a recursive $\boldsymbol{u}$ such that for each $x, \boldsymbol{u}(x)$ codes a $\underset{\sim}{\Delta}{ }_{2 n}^{1}$ set $A_{x} \subseteq \mathcal{N}$ and

$$
\begin{equation*}
Q(x) \Longleftrightarrow \text { I wins the game } A_{x} \text { with } \underset{\sim}{\Delta}{ }_{2 n}^{1} \text {-code } \boldsymbol{u}(x) \tag{1}
\end{equation*}
$$

Next we need a uniformity result.
Lemma. There is a recursive function $\boldsymbol{v}: \mathcal{N} \times \mathcal{N} \rightarrow \mathcal{N}$ such that whenever $\varepsilon$ is a $\underset{\sim}{\Delta}{ }_{2 n}^{1}$-code of some set $A(\varepsilon)$, then for each $\sigma, \boldsymbol{v}(\varepsilon, \sigma)$ is a $\underset{\sim}{\underset{\sim}{\Delta}}{ }_{2 n}^{1}$-code of some set $B(\varepsilon, \sigma)$ such that

I wins $B(\varepsilon, \sigma)$
$\Longleftrightarrow \mathrm{I}$ wins $A(\varepsilon) \& \sigma$ is the best winning strategy for I in $A(\varepsilon)$
This can be checked easily by going through the proof of the Third Periodicity Theorem 6E. 1 and using the fact that we can pass uniformly from a ${\underset{\sim}{2}}_{2 n}^{1}$-code of $A$ to a $\underset{\sim}{\Delta}{ }_{2 n}^{1}$-code of some scale on $A$ (using a fixed $\Sigma_{2 n}^{1}$-scale on a good universal $\Sigma_{2 n}^{1}$ set).

Finally as in 6E.12,

$$
\begin{aligned}
& Q(x) \Longleftrightarrow\left\{\left(\exists \sigma_{0}\right)\left(\exists \sigma_{1}\right)\left(\exists \sigma_{2}\right) \cdots\right\} \\
& {\left[\sigma_{0} \text { wins } A_{x}^{0} \text { with } \underset{\sim}{\Delta}{ }_{2 n}^{1} \text {-code } \boldsymbol{u}(x)\right.} \\
& \& \sigma_{1} \text { wins } A_{x}^{1} \text { with } \underset{2}{\Delta}{ }_{2 n}^{1}-\operatorname{code} \boldsymbol{v}\left(\boldsymbol{u}(x), \sigma_{0}\right) \\
& \& \sigma_{2} \text { wins } A_{x}^{2} \text { with } \underset{\sim}{\Delta}{ }_{2 n}^{1}-\operatorname{code} \boldsymbol{v}\left(\boldsymbol{v}\left(\boldsymbol{u}(x), \sigma_{0}\right), \sigma_{1}\right) \\
&\& \cdots] \\
& \Longleftrightarrow\left\{\left(\exists \sigma_{0}\right)\left(\exists \sigma_{1}\right)\left(\exists \sigma_{2}\right) \cdots\right\} \\
&(\forall \gamma)\left\{\left[(\gamma)_{0}=\boldsymbol{u}(x) \&(\forall i)\left[(\gamma)_{i+1}=\boldsymbol{v}\left((\gamma)_{i}, \sigma_{i}\right)\right]\right]\right. \\
&\left.\Longrightarrow(\forall i)\left[\sigma_{i} \text { wins the game with } \underset{\sim}{\Delta}{ }_{2 n}^{1}-\operatorname{code}(\gamma)_{i}\right]\right\} .
\end{aligned}
$$

The result follows as in 6E.12, noticing that for $\gamma$ that satisfy the hypothesis above,

$$
\sigma_{i} \text { wins the game with } \underset{\sim}{\Delta}{ }_{2 n}^{1}-\operatorname{code}(\gamma)_{i} \Longleftrightarrow(\forall \beta) \neg G\left(\left((\gamma)_{i}\right)_{1}, \sigma_{i} *[\beta]\right) .
$$

We now come to the relationship between the operation $\supset$ and scales.
6E. 15 (Scale Transfer Theorem, Moschovakis). Suppose $\Gamma$ is an adequate pointclass, $\operatorname{Det}(\underset{\sim}{\Gamma})$ holds and $P \subseteq \mathcal{X} \times \mathcal{N}$ is in $\Gamma$ and admits a $\Gamma$-scale; show that $9 P$ admits a $Э \Gamma$-scale.

Hint. The argument is an elaboration of the proofs of the Second and Third Periodicity Theorems.

Suppose

$$
Q(x) \Longleftrightarrow(\supset \alpha) P(x, \alpha)
$$

with $P$ in $\Gamma$ and put for each even $m$,

$$
\begin{aligned}
Q_{m}^{*}(x, u) \Longleftrightarrow & \left(\exists a_{0}\right) \cdots\left(\exists a_{m}\right)\left[u=\left\langle a_{0}, \ldots, a_{m}\right\rangle\right. \\
& \left.\&\left\{\left(\forall a_{m+1}\right)\left(\exists a_{m+2}\right)\left(\forall a_{m+3}\right) \cdots\right\} P\left(x,\left(a_{0}, a_{1}, \ldots, a_{m}, a_{m+1}, \ldots\right)\right)\right] .
\end{aligned}
$$

Given a sequence of norms $\varphi_{0}, \varphi_{1}, \ldots$ on $P$, we can define a norm $\psi_{m}^{*}$ on $Q_{m}^{*}$ for each even $m$ using $\varphi_{m}$, by the construction in 6D.3. To recall this and set up notation for the proof, consider the game $H_{m}(x, u, y, v)$ for each even $m, x, u=\left\langle a_{0}, \ldots, a_{m}\right\rangle, y$ and $v=\left\langle b_{0}, \ldots, b_{m}\right\rangle$ which is played as in Diagram 6E.6. At the end of the game,

$$
S \text { wins the run } \Longleftrightarrow(x, \alpha) \leq_{\varphi_{m}}^{*}(y, \beta)
$$

and by 6 D .3 , the norms $\psi_{m}^{*}$ satisfy

$$
(x, u) \leq_{\psi_{m}^{*}}^{*}(y, v) \Longleftrightarrow(x, u) \leq_{m}^{*}(y, v) \Longleftrightarrow S \text { wins } H_{m}(x, u, y, v)
$$

Moreover from the formulas of 6D.3, if $\bar{\varphi}=\left\{\varphi_{n}\right\}$ is a $\Gamma$-semiscale on $P$, then $\psi_{m}^{*}$ is a $\supset \Gamma$-norm on $Q_{m}^{*}$ and in fact the relations

$$
\begin{aligned}
R(x, u, y, v) & \Longleftrightarrow Q_{m}^{*}(x, u) \&(x, u) \leq_{m}^{*}(y, v) \quad(m=\operatorname{lh}(u)-1) \\
S(x, u, y, v) & \Longleftrightarrow Q_{m}^{*}(x, u) \&(x, u)<_{m}^{*}(y, v)
\end{aligned}
$$

are in $9 \Gamma$.
We now assume that $P$ is of type 1 and that $\bar{\varphi}$ is a very good $\Gamma$-scale on $P$. We will use the $\psi_{m}^{*}$ to construct a $\supset \Gamma$-scale on $Q$ and then the result will follow by 4 E .6 .

Let $u(i)$ be the $i$ 'th sequence code (essentially) as in the proof of 6 C .3 , with $u(0)=$ $1=$ the code of the empty sequence and so that if $u(i)$ is an initial segment of $u(j)$, we must have $i<j$. For each $n$ and each $x \in Q$, let $w(x, n)$ be the code of the initial segment of length $2 \operatorname{lh}(u(n))+1$ in the game establishing $Q(x)$, where I follows his best winning strategy and II plays following $u(n)$. To clear this up, suppose

$$
u(n)=\left\langle b_{0}, \ldots, b_{k-1}\right\rangle ;
$$

let $a_{0}, a_{1}, \ldots, a_{k}$ be the first $k+1$ moves of I in the game $\{\alpha: P(x, \alpha)\}$ where I plays his best (winning) strategy as we defined it in 6E. 1 and set

$$
w(x, n)=\left\langle a_{0}, b_{0}, \ldots, a_{k-1}, b_{k-1}, a_{k}\right\rangle .
$$

It goes without saying that in defining the best strategy for I we use the scale $\bar{\varphi}$. By the construction in 6 E .1 then, the best strategy is minimal so in particular for every $a_{k}^{\prime}$, if $w(x, n)$ is as above,

$$
\left(x,\left\langle a_{0}, b_{0}, \ldots, a_{k-1}, b_{k-1}, a_{k}\right\rangle\right) \leq_{2 k}^{*}\left(x,\left\langle a_{0}, b_{0}, \ldots, a_{k-1}, b_{k-1}, a_{k}^{\prime}\right\rangle\right) .
$$

Finally, if

$$
u(n)=\left\langle b_{0}, \ldots, b_{k-1}\right\rangle,
$$

choose $n_{0}, \ldots, n_{k-1}=n$ such that

$$
u\left(n_{i}\right)=\left\langle b_{0}, \ldots, b_{i}\right\rangle \quad(i<k)
$$

and for $x \in Q$ put

$$
\begin{gathered}
\psi_{n}(x)=\left\langle\psi_{0}^{*}(x, w(x, 0)), w(x, 0), \psi_{2}^{*}\left(x, w\left(x, n_{0}\right)\right), w\left(x, n_{0}\right),\right. \\
\ldots \quad \ldots \\
\left.\psi_{2 k}^{*}\left(x, w\left(x, n_{k-1}\right)\right), w\left(x, n_{k-1}\right)\right\rangle
\end{gathered}
$$

where (as always) we use an order-preserving map $\langle\cdots\rangle$ from the alphabetic ordering of tuples of ordinals into the ordinals. We now proceed to show that $\bar{\psi}=\left\{\psi_{n}\right\}$ is a $Э \Gamma$-scale on $Q$.

The definability part is quite easy and we will omit it.
It remains to check that $\bar{\psi}$ is a scale on $Q$, so suppose $x_{0}, x_{1}, \ldots$ are all in $Q$, $\lim _{i \rightarrow \infty} x_{i}=x$ and all $\psi_{n}\left(x_{i}\right)$ are ultimately fixed for large $i$; we must show that $x \in Q$ and for each $n$,

$$
\psi_{n}(x) \leq \lim _{i \rightarrow \infty} \psi_{n}\left(x_{i}\right) .
$$

The hypothesis means in particular that $\lim _{i \rightarrow \infty} w\left(x_{i}, n\right)=w_{n}$ for each $n$, i.e., the best strategy for establishing $Q\left(x_{i}\right)$ converges as $i \rightarrow \infty$. We will call this the limiting best strategy $\sigma^{*}$. In particular

$$
\sigma^{*}(\emptyset)=\alpha_{0}=w\left(x_{i}, 0\right) \quad \text { for all large } i .
$$

In addition, all $\psi_{2 k}^{*}\left(x_{i}, w_{n}\right)$ are eventually constant. We will assume without loss of generality that both $a_{0}=w\left(x_{i}, 0\right)$ and $\psi_{0}^{*}\left(x_{i},\left\langle a_{0}\right\rangle\right)$ are fixed for all $i \geq 0$.

We will show that

$$
\left(x,\left\langle a_{0}\right\rangle\right) \leq_{0}^{*}\left(x_{0},\left\langle a_{0}\right\rangle\right) ;
$$

this will establish in particular that $x \in Q$ and that

$$
\psi_{0}^{*}\left(x,\left\langle a_{0}\right\rangle\right) \leq \psi_{0}^{*}\left(x_{0},\left\langle a_{0}\right\rangle\right)
$$



## Diagram 6E.7. Stage 1.

and hence (easily) $\psi_{0}(x) \leq \psi_{0}\left(x_{i}\right)$ for all $i$. A slight modification of the argument shows that for given $b_{0}, \ldots, b_{k-1}$, if $a_{0}, \ldots, a_{k}$ are the first $k+1$ moves of the limiting best strategy for the $x_{i}$, then for all large $i$,

$$
\left(x,\left\langle a_{0}, b_{0}, \ldots, a_{k-1}, b_{k-1}, a_{k}\right\rangle\right) \leq_{2 k}^{*}\left(x_{i},\left\langle a_{0}, b_{0}, \ldots, a_{k-1}, b_{k-1}, a_{k}\right\rangle\right)
$$

from which the result follows easily.
Suppose then that in the game $H_{0}\left(x,\left\langle a_{0}\right\rangle, x_{0},\left\langle a_{0}\right\rangle\right) F$ starts with a move $b_{0}$. Suppose

$$
\sigma^{*}\left(a_{0}, b_{0}\right)=a_{1}
$$

and choose $k_{1}>0$ large enough so that if $u(j)=\left\langle b_{0}\right\rangle$, then $\psi_{j}\left(x_{i}\right)$ is constant for all $i \geq k_{1}$. Since also

$$
\left(x_{k_{1}},\left\langle a_{0}\right\rangle\right) \leq_{0}^{*}\left(x_{0},\left\langle a_{0}\right\rangle\right),
$$

fix a winning strategy for $S$ in $H_{0}\left(x_{k_{1}},\left\langle a_{0}\right\rangle, x_{0},\left\langle a_{0}\right\rangle\right)$ and construct Diagram 6E. 7 in the usual way.

In this first stage of the construction we see how $S$ can play in his first two moves of the "master game" $H_{0}\left(x,\left\langle a_{0}\right\rangle, x_{0},\left\langle a_{0}\right\rangle\right)$, by copying $\alpha_{0}(1)$ and then playing $a_{1}$. The key moves that allow us to start the next stage are the numbers $\alpha_{1}(2)$ (by the winning strategy of $S$ in $\left.H_{0}\left(x_{k_{1}},\left\langle a_{0}\right\rangle, x_{0},\left\langle a_{0}\right\rangle\right)\right)$ and $b_{1}$, which is $F$ 's next move in the master game.

To begin with, by the choice of $k_{1}$ we know that

$$
\left(x_{k_{1}},\left\langle a_{0}, b_{0}, a_{1}\right\rangle\right) \leq_{2}^{*}\left(x_{k_{1}},\left\langle a_{0}, b_{0}, \alpha_{1}(2)\right\rangle\right)
$$

so fix a strategy for $S$ in the game witnessing this. Also let

$$
\sigma^{*}\left(a_{0}, b_{0}, a_{1}, b_{1}\right)=a_{2}
$$

and choose $k_{2}$ so large that if $u(j)=\left\langle b_{0}, b_{1}\right\rangle$, then $\psi_{j}\left(x_{i}\right)$ is constant for all $i \geq k_{2}$. By the choice of $k_{1}$, we have

$$
\left(x_{k_{2}},\left\langle a_{0}, b_{0}, a_{1}\right\rangle\right) \leq_{2}^{*}\left(x_{k_{1}},\left\langle a_{0}, b_{0}, a_{1}\right\rangle\right)
$$

so we can fix a winning strategy for $S$ in the game witnessing this and construct the second stage by starting with $F b_{1}$ at the top; see Diagram 6E.8.

In this second stage we obtained the moves $\alpha_{0}(3)$ and $a_{2}$ for $S$ in the master game. The new key moves that start the third stage are $\alpha_{2}(4)$ and $b_{3}$ and from then on we proceed in the obvious fashion. It is clear that at the end we will have plays $\alpha_{0}, \alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}, \ldots$ and that the following will hold:

(1) $P\left(x_{k_{1}}, \alpha_{1}\right), P\left(x_{k_{1}}, \beta_{1}\right), P\left(x_{k_{2}}, \alpha_{2}\right), P\left(x_{k_{2}}, \beta_{2}\right), \ldots$,
(2) for a suitable increasing sequence of integers $0=j_{0}<j_{1}<j_{2}<\cdots$,

$$
\begin{aligned}
\left(x_{k_{1}}, \alpha_{1}\right) & \leq_{\varphi_{\eta}}^{*}\left(x_{0}, \alpha_{0}\right), \\
\varphi_{j_{1}}\left(x_{k_{1}}, \beta_{1}\right) & \leq \varphi_{j_{1}}\left(x_{k_{1}}, \alpha_{1}\right), \\
\varphi_{j_{1}}\left(x_{k_{2}}, \alpha_{2}\right) & \leq \varphi_{j_{1}}\left(x_{k_{1}}, \beta_{1}\right), \\
\varphi_{j_{2}}\left(x_{k_{2}}, \beta_{2}\right) & \leq \varphi_{j_{2}}\left(x_{k_{2}}, \alpha_{2}\right),
\end{aligned}
$$

(3) $\lim _{i \rightarrow \infty}\left(x_{k_{i}}, \alpha_{i}\right)=\left(x,\left(a_{0}, b_{0}, a_{1}, b_{1}, \ldots\right)\right)$.

Since $\bar{\varphi}$ is a very good scale on $P,\left(x,\left(a_{0}, b_{0}, a_{1}, b_{1}, \ldots\right)\right) \in P$ and

$$
\varphi_{0}\left(x,\left(a_{0}, b_{0}, a_{1}, b_{1}, \ldots\right)\right) \leq \varphi\left(x_{0}, \alpha_{0}\right),
$$

(unless $\neg P\left(x_{0}, \alpha_{0}\right)$ ) so that $S$ wins the master game.
The results in this section make it clear that almost everything we have proved about the analytical pointclasses $\Sigma_{k}^{1}$ ( $k$ even) $\Pi_{n}^{1}$ ( $n$ odd) can be extended to an arbitrary

$$
\Gamma=Э \Gamma_{1},
$$

where $\Pi_{1}^{0} \subseteq \Gamma_{1}, \Gamma_{1}$ is adequate, $\omega$-parametrized and scaled. Only occasionally we need the additional hypothesis that $\Gamma$ is closed under $\forall^{\mathcal{N}}$ or $\exists^{\mathcal{N}}$.

We end this section with a simple result which implies that all the pointclasses $9 \Sigma_{n}^{0}$, $\supset \supset \Sigma_{n}^{0}$, etc. are scaled.

6E. 16 (Kechris [1973]). Show that for each $n \geq 1$, each $\Sigma_{n}^{0}$ pointset of type 1 admits a $\Sigma_{n}^{0}$-scale.

Infer that $\supset \Sigma_{n}^{0}$, $\supset \supset \Sigma_{n}^{0}$, etc. all have the scale property, granting the appropriate determinacy hypotheses.

Hint. Call $\bar{\varphi}=\left\{\varphi_{n}\right\}$ a weak $-\Pi_{k}^{0}$-scale on $P$ if it is a scale on $P$ and if the relations

$$
\begin{aligned}
R(n, x, y) & \Longleftrightarrow P(x) \& P(y) \& \varphi_{n}(x) \leq \varphi_{n}(y), \\
S(n, x, y) & \Longleftrightarrow P(x) \& P(y) \& \varphi_{n}(x)<\varphi_{n}(y),
\end{aligned}
$$

are both in $\Pi_{k}^{0}$. Prove by induction on $k \geq 1$ that each $\Pi_{k}^{0}$ set of type 1 admits a weak- $\Pi_{k}^{0}$-scale and each $\Sigma_{k}^{0}$ set of type 1 admits a $\Sigma_{k}^{0}$-scale. The basis case $k=1$ is trivial. If

$$
Q(x) \Longleftrightarrow(\forall m) P(x, m)
$$

and $\bar{\varphi}$ is a $\Sigma_{k}^{0}$-scale on $P$, put

$$
\begin{aligned}
\psi_{n}(x)=\langle & \varphi_{0}(x, 0), \\
& \varphi_{1}(x, 0), \varphi_{0}(x, 1), \varphi_{1}(x, 1), \\
& \varphi_{2}(x, 0), \varphi_{2}(x, 1), \varphi_{0}(x, 2), \varphi_{1}(x, 2), \varphi_{2}(x, 2), \\
& \cdots \\
& \left.\varphi_{n}(x, 0), \ldots, \varphi_{n}(x, n-1), \varphi_{0}(x, n), \varphi_{1}(x, n), \ldots, \varphi_{n}(x, n)\right\rangle
\end{aligned}
$$

and check that $\bar{\psi}$ is a weak- $\Pi_{k+1}^{0}$-scale on $Q$. If

$$
Q(x) \Longleftrightarrow(\exists m) P(x, m)
$$

and $\bar{\varphi}$ is a weak- $\Pi_{k}^{0}$-scale on $P$, put

$$
\begin{aligned}
\psi_{0}(x) & =\text { least } m, P(x, m) \\
\psi_{n+1}(x) & =\left\langle\psi_{0}(x), \varphi_{n}\left(x, \psi_{0}(x)\right)\right\rangle
\end{aligned}
$$

and check that $\bar{\psi}$ is a $\Sigma_{k+1}^{0}$-scale on $Q$. (here the tuples of ordinals are ordered lexicographically.)

## 6F. The determinacy of Borel sets ${ }^{(2,3)}$

By 6A.12, we know that $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Sigma}}=1)$ cannot be established in $\mathbf{Z F C}$, but the next best result can be proved in this theory: every Borel game is determined. We prove here this important result of Martin [1975], [1985], which answered a long-standing question and lent considerable respectability to the practice of adopting determinacy hypotheses. Martin's proof shows, in fact, that Borel games on arbitrary sets $X$ are determined, and it is easier to explain if we add some structure to our view of games.

It is often convenient to describe a game on a set $X$ by giving a payoff set $A \subseteq{ }^{\omega} X$ and $a$ set of rules, i.e., a tree $T$ on $X$. The game $G(A, T)$ specified by $A$ and $T$ must proceed along some branch of $T$, otherwise the first player who gets outside $T$ loses. Formally, I wins a run of the game which results in the play $f=\left(x_{0}, x_{1}, x_{2}, \ldots\right)$ if

$$
(\exists n)\left[\left(x_{0}, \ldots, x_{2 n}\right) \in T \&\left(x_{0}, \ldots, x_{2 n}, x_{2 n+1}\right) \notin T\right] \vee\left(x_{0}, x_{1}, \ldots\right) \in[T] \cap A,
$$

i.e., in the notation of 6 A , the payoff $A_{T}$ of $G(A, X)$ is the set of $f \in{ }^{\omega} X$ which satisfy this condition; it follows easily, that II wins if

$$
\begin{aligned}
\left(x_{0}\right) \notin T \vee(\exists n)\left[( x _ { 0 } , \ldots , x _ { 2 n - 1 } ) \in T \& \left(x_{0}, \ldots, x_{2 n-1},\right.\right. & \left.\left.x_{2 n}\right) \notin T\right] \\
& \vee\left(x_{0}, x_{1}, \ldots\right) \in[T] \backslash A .
\end{aligned}
$$

We describe the strategies for players I and II by the trees of runs played according to them. Formally, a tree $\sigma \subseteq T$ is a strategy for I if:

1. There is exactly one $u_{0}$ such that $\left(u_{0}\right) \in \sigma$.
2. For all $\left(u_{0}, \ldots, u_{2 k+1}\right) \in \sigma$, there is exactly one $y$ such that $\left(u_{0}, \ldots, u_{2 k+1}, y\right) \in \sigma$.
3. For all $\left(u_{0}, \ldots, u_{2 k}\right) \in \sigma$ and all $y$, if $\left(u_{0}, \ldots, u_{2 k}, y\right) \in T$, then $\left(u_{0}, \ldots, u_{2 k}, y\right) \in \sigma$.
We let

$$
\Sigma^{\mathrm{I}}(T)=\{\sigma \subseteq T \mid \sigma \text { is a strategy for } \mathrm{I} \text { in } T\}
$$

and we define $\Sigma^{\mathrm{II}}(T)$ analogously.
We will also need the partial strategies for I and II in $G(A, T)$, which instruct each player how to play in some initial part of the game: let for any tree $T$ and number $n$,

$$
T \upharpoonright n=\{u \in T: \text { length }(u) \leq n+1\}=\left\{\left(x_{0}, \ldots, x_{i}\right) \in T: i \leq n\right\},
$$

and set

$$
\Sigma_{*}^{\mathrm{I}}(T)=\bigcup_{m} \Sigma^{\mathrm{I}}(T \upharpoonright(2 m)), \quad \Sigma_{*}^{\mathrm{II}}(T)=\bigcup_{m} \Sigma^{\mathrm{II}}(T \upharpoonright(2 m+1)) .
$$

For example, if $\sigma \in \Sigma^{\mathrm{I}}(T)$, then $\sigma \upharpoonright(2 m) \in \Sigma_{*}^{\mathrm{I}}(T)$; but there are partial strategies which cannot be extended to full $T$-strategies for I, for example $\{\emptyset,(a)\}$, in the tree $\{\emptyset,(a),(a, b)\}$.

Notice that the games $G(A, T)$ and $G(A \cap[T], T)$ are equivalent in every way: they have the same full and partial strategies for both players, and if a player wins one of them then he also wins the other.

Typically we will define the rules of a game informally, by putting down restrictions on the choice of $x_{n}$ (by the appropriate player) which depend on the preceding moves $x_{0}, \ldots, x_{n-1}$. One obtains a tree $T$ from such restrictions in the obvious way,

$$
\left(x_{0}, \ldots, x_{n}\right) \in T \Longleftrightarrow \text { for each } i \leq n, x_{i} \text { is allowed by the restrictions. }
$$

In some cases, the requirement to obey the rules (i.e., the tree $T$ ) is more significant for the outcome than the payoff set $A$. For example, II wins $G(A,\{\emptyset\})$ for every $A$, simply because I cannot make a legal first move; and if $T=\{\emptyset,(a)\}$, then I wins $G(A,\{(a)\})$ for every $A$ (even $A=\emptyset)$, because he can make a legal, first move, to which II cannot respond because $(a)$ is a node with no successor. If $T$ is a wellfounded tree, then $G(A, T)$ is independent of the set $A$ since the loser of a run is determined before the run is completed-it is the player who is first forced to move outside the tree $T$. Just above these games in complexity are those in which the payoff set $A$ is clopen, for example $A=\left\{x \mid x_{0}=0\right\}$; in any run of such a game, whether player I has a chance to force the run into $A$ is determined at some finite stage, and after this the game is completely determined by the tree $T$, specifically by whether the player who has not already lost the chance to get into "his" side of $A$ can keep the play in $T$ forever, or at least longer than his opponent. Martin's proof proceeds by "reducing" in a canonical way every Borel game to games of this type, with clopen payoff sets and complex rules.

6F.1. Theorem (AC, Martin [1975], [1985] ${ }^{(3)}$ ). For each $X \neq \emptyset$, each tree $T$ on $X$, and each Borel set $A \subseteq{ }^{\omega} X$, the game $G(A, T)$ is determined, and in particular, every Borel set $A \subseteq \mathcal{N}$ is determined.

The plan for Martin's proof is to introduce a class $\boldsymbol{U} \mid{ }^{\omega} X$ of subsets of ${ }^{\omega} X$, for every $X$, such that:
(1) If $A \in \boldsymbol{U} \upharpoonright{ }^{\omega} X$ then, for every tree $T$ on $X, G(A, T)$ is determined.
(2) Every closed set $F \subseteq{ }^{\omega} X$ is in $\boldsymbol{U} \upharpoonright{ }^{\omega} X$.
(3) $\boldsymbol{U} \upharpoonright^{\omega} X$ is closed under complementation.
(4) $\boldsymbol{U} \upharpoonright{ }^{\omega} X$ is closed under countable intersections.

It follows immediately that all Borel subsets of ${ }^{\omega} X$ are in $\boldsymbol{U}$, and hence determined.
Of these four facts, (1) and (3) follow trivially from the definition of $\boldsymbol{U}$-which, however, is quite complex; (2) is the heart of the proof; and the proof of (4) involves some inescapable technicalities. It is an essential feature of the proof that the argument for $\boldsymbol{U} \upharpoonright{ }^{\omega} X$ requires the analysis of $\boldsymbol{U} \upharpoonright{ }^{\omega} Y$ for several $Y \neq X$, so that the result really is about the (generalized) pointclass $\boldsymbol{U}$.

We will give the definition of $\boldsymbol{U}$ in stages, starting with the following, most basic of its ingredients.

A covering $c: S \rightsquigarrow T$ of a tree $T$ on $X$ by a tree $S$ on $Y$ is a triple

$$
\boldsymbol{c}=\left(c, \boldsymbol{c}^{\mathrm{I}}, \boldsymbol{c}^{\mathrm{II}}\right)
$$

satisfying the following conditions $(\mathrm{C} 1)-(\mathrm{C} 3)$.
(C1) $c: S \rightarrow T$ is a monotone, length-preserving mapping, i.e., for all $u \in S$,

$$
\operatorname{length}(c(u))=\operatorname{length}(u),
$$

and if $u^{\wedge}(x) \in S$, then $c\left(u^{\wedge}(x)\right)=c(u)^{\wedge}(y)$, for some $y$, We will use the same name for the induced mapping $c:[S] \rightarrow[T]$ on the bodies of the trees,

$$
c(f)=\bigcup_{n} c(f \upharpoonright n),
$$

which is obviously continuous.
In the typical applications of coverings, $Y=X \times \mathcal{D}$ for some set $\mathcal{D}$,

$$
c\left(\left(x_{0}, d_{0}\right), \ldots,\left(x_{n}, d_{n}\right)\right)=\left(x_{0}, \ldots, x_{n}\right),
$$

and we can think of games in $Y$ as auxiliaries of games in $X$, in which the players make side moves in $\mathcal{D}$, witnessing various facts, making deals with their opponent, etc. The remaining two conditions insure that these auxilliary games on $S$ are "canonically" equivalent to the games on $T$ with which they are associated.
(C2) The mapping $c^{\mathrm{I}}: \Sigma_{*}^{\mathrm{I}}(S) \rightarrow \Sigma_{*}^{\mathrm{I}}(T)$ assigns a partial $T$-strategy $c^{\mathrm{I}}(\sigma)$ for player I to every partial $S$-strategy $\sigma$ for I , so that

$$
\sigma^{\prime}=\sigma \upharpoonright(2 m) \Longrightarrow \boldsymbol{c}^{\mathrm{I}}\left(\sigma^{\prime}\right)=\boldsymbol{c}^{\mathrm{I}}(\sigma) \upharpoonright(2 m) .
$$

This coherence condition allows us to extend $c^{\mathrm{I}}$ to $\sigma \in \Sigma^{\mathrm{I}}(S)$,

$$
\boldsymbol{c}^{\mathrm{I}}(\sigma)=\bigcup_{m} \boldsymbol{c}^{\mathrm{I}}(\sigma \upharpoonright(2 m)) .
$$

The idea is that player I can use a partial strategy $\sigma \in \Sigma^{I}(S)$ to play in a game on $T$, and in such a way that he can compute his possible moves in $T$ at stage $2 m$ knowing only the moves in $S$ by $\sigma$ at stages $\leq 2 m$.

We also assume the analogous condition for $\boldsymbol{c}^{\mathrm{II}}$, with $2 m+1$ in place of $2 m$.
(C3) The liftup or simulation condition: for every $\sigma \in \Sigma_{*}^{\mathrm{I}}(S)$,

$$
u \in \boldsymbol{c}^{\mathrm{I}}(\sigma) \Longrightarrow(\exists v \in \sigma)[c(v)=u],
$$

and for $\sigma \in \Sigma^{\mathrm{I}}(S)$,

$$
f \in\left[\boldsymbol{c}^{\mathrm{I}}(\sigma)\right] \Longrightarrow(\exists g \in[\sigma])[c(g)=f] .
$$

Notice that there is no coherence assumption in (C3), i.e., it may happen that $u^{\wedge}(x) \in \boldsymbol{c}^{\mathrm{I}}(\sigma), u=c(v)$, but $v$ has no extension which projects to $u^{\wedge}(x)$. This is why we need to postulate separately the existence of liftups for infinite plays.

We also assume the symmetric condition for II.
We can now formulate the first key property we need: a covering $c: S \rightsquigarrow T$ unravels a game $G(A, T)$, if the inverse image $c^{-1}[A]=c^{-1}[A \cap[T]]$ is a (strong) clopen subset of the space [S], i.e., for some open and closed $C \subseteq{ }^{\omega} Y$,

$$
f \in C \Longleftrightarrow c(f) \in A \quad(f \in[S])
$$

Notice that if $c: S \rightsquigarrow T$ unravels $G(A, T)$, then it also unravels $G\left({ }^{\omega} X \backslash A, T\right)$.
6F.2. Lemma (AC). If some $c: S \rightsquigarrow T$ unravels $G(A, T)$, then $G(A, T)$ is determined.

Proof. Let $B=c^{-1}[A]$, so that $c[B] \subseteq A$, and the game $G(B, S)$ is determined, by the Gale-Stewart Theorem 6A. 2 because $B$ is closed.

Suppose first that $\sigma$ is a winning strategy for I in $G(B, S)$, and let $\sigma_{T}=\boldsymbol{c}^{\mathrm{I}}(\sigma)$ be the strategy on $T$ associated with $\sigma$ by $\boldsymbol{c}$. To prove that $\sigma_{T}$ is winning, we need only verify that $\left[\sigma_{T}\right] \subseteq A$, and this follows immediately from the liftup condition (3) on coverings: because if $f \in\left[\sigma_{T}\right]$, then $f=c(g)$ for some $g \in[\sigma]$; so $g \in B$, since $\sigma$ is winning in $G(B, S)$; and hence $f \in A$ since $c[B] \subseteq A$.

The same argument shows that every winning strategy for II in $G(B, S)$ induces a winning strategy for II in $G(A, T)$.

A covering $\boldsymbol{c}: S \rightsquigarrow T$ is $n$-fixing (an $n$-covering) if it just copies up to stage $n$, i.e., $S \upharpoonright n=T \upharpoonright n$; if $m \leq n$, then $c\left(\left(x_{0}, \ldots, x_{m}\right)\right)=\left(x_{0}, \ldots, x_{m}\right)$; if $2 m \leq n$ and $\sigma \in \Sigma^{\mathrm{I}}\left(S \upharpoonright(2 m)\right.$, then $\boldsymbol{c}^{\mathrm{I}}(\sigma)=\sigma$; and the corresponding condition for $\tau \in \Sigma^{\mathrm{II}}(S \upharpoonright$ $(2 m+1))$.

If $i<n$, then every $n$-covering is also an $i$-covering.
Finally, a set $A \subseteq{ }^{\omega} X$ unravels fully if for every tree $T$, every continuous function $f$ : $[T] \rightarrow{ }^{\omega} X$ and every $k$, some $k$-covering $c: S \rightsquigarrow T$ unravels the game $G\left(f^{-1}[A], T\right)$. We let

$$
\boldsymbol{U} \upharpoonright \upharpoonright^{\omega} X=\left\{A \subseteq{ }^{\omega} X: A \text { unravels fully }\right\},
$$

so that $\boldsymbol{U}$ is the class of sets in all spaces ${ }^{\omega} X$ which unravel fully.
The class $\boldsymbol{U}$ is obviously closed under continuous preimages, and it is also closed under complementation, simply because if $\boldsymbol{c}: S \rightsquigarrow T$ unravels $G\left(f^{-1}[A], T\right)$, then $\boldsymbol{c}$ also unravels $G\left(f^{-1}\left[{ }^{\omega} X \backslash A\right], T\right)$.

The central construction of the proof of Borel determinacy is the next result.
6F.3. Lemma (AC). Every closed set unravels fully.
Proof. Since continuous preimages of closed sets are closed, it is enough to prove that for every closed $F \subseteq{ }^{\omega} X$, every tree $T$ on $X$ and every $k$, there exists a $k$-covering $c: S \rightsquigarrow T$ which unravels $F$. We give the detailed argument for $k=0$, the general case being a simple variation.

Fix a tree $J$ such that $F=[J]$.
The precise definitions of $Y=X \times \mathcal{D}$ and the covering $c$ will be easy to extract from the following description of the rules in the auxilliary game, which runs like this:


Here are the rules:
(1) Both players must play so that $\left(x_{0}, \ldots, x_{n}\right) \in T$.

This means that there is only one side move by player I in stage 0 and one side move by player II in stage 1 .
(2) In I's first move, $P \subseteq T$ and $\left(x_{0}\right) \in P$.

By making this side move, player I offers to allow II to move "anywhere" in $P$, if II promises to keep the play in $J$. The precise meaning of this offer is embodied in the last three rules.
(3) In II's first move, either $u=0$ or $u=\left(x_{0}, x_{1}, x_{2}^{\prime}, x_{3}^{\prime}, \ldots, x_{2 l+1}^{\prime}\right) \in P \backslash J$.
(4) The side move $u=0$, signifies that II accepts I's offer, which means that from now on:
(4a) I must play at the position $\left(x_{0}, \ldots, x_{2 l-1}\right)$ so that for every $y$,

$$
\left(x_{0}, \ldots, x_{2 l}, y\right) \in T \Longrightarrow\left(x_{0}, \ldots, x_{2 l}, y\right) \in P
$$

(4b) II must play at each position $\left(x_{0}, \ldots, x_{2 l}\right)$ so that $\left(x_{0}, \ldots, x_{2 l+1}\right) \in J$.
(5) A side move $u \neq 0$ signifies that II rejects I's offer, and extracts (for considering it!) the priviledge of determining the next $2 l-1$ moves in the run: both players are now committed to play consistently with the sequence $u=\left(x_{0}, x_{1}, x_{2}^{\prime}, x_{3}^{\prime}, \ldots, x_{2 l+1}^{\prime}\right)$. (Neither player is restricted in his further moves by $P$ or $J$ in this case.)

These rules determine the tree $S$, and the projection mapping is the obvious

$$
c\left(\left\langle x_{0}, P\right\rangle,\left\langle x_{1}, u\right\rangle, x_{2}, \ldots, x_{n}\right)=\left(x_{0}, x_{1}, x_{2}, \ldots, x_{n}\right) .
$$

The required clopen set is

$$
B=\left\{\left(\left\langle x_{0}, P\right\rangle,\left\langle x_{1}, u\right\rangle, x_{2}, \ldots\right):\left(x_{0}\right) \in P \subseteq T \& u=0\right\}
$$

which satisfies $c^{-1}[F]=[S] \cap B$, because

$$
\begin{aligned}
\left(\left\langle x_{0}, P\right\rangle,\left\langle x_{1}, 0\right\rangle, x_{2}, \ldots\right) \in[S] & \Longrightarrow(\forall n)\left[\left(x_{0}, x_{1}, \ldots, x_{n}\right) \in J\right] \\
& \Longrightarrow\left(x_{0}, x_{1}, \ldots\right) \in F,
\end{aligned}
$$

and for $u \neq 0$,

$$
\begin{aligned}
\left(\left\langle x_{0}, P\right\rangle,\left\langle x_{1}, u\right\rangle, x_{2}, \ldots\right) \in[S] & \Longrightarrow\left(x_{0}, x_{1}, \ldots\right) \text { is consistent with } u \\
& \Longrightarrow\left(x_{0}, x_{1}, \ldots,\right) \notin F
\end{aligned}
$$

since $u \notin J$ by Rule (3).
It remains to define the mappings $\boldsymbol{c}^{\mathrm{I}}, \boldsymbol{c}^{\mathrm{II}}$ and to verify the liftup condition, and we do this by describing how I and II can play in $T$ using partial strategies for $S$.

Case I. Given $\sigma \in \Sigma_{*}^{\mathrm{I}}(S)$, player I moves (for a while) in $T$ so that

$$
\left(\left\langle x_{0}, P\right\rangle,\left\langle x_{1}, 0\right\rangle, x_{2} \ldots, x_{n}\right) \in \sigma,
$$

i.e., he assumes, temporarily, that II accepted his offer in the game on $S$. He can do this, as long as $\sigma$ moves so that $\left(x_{0}, \ldots, x_{2 l+1}\right) \in J$. If at some stage II moves (for the first time) such that $\left(x_{0}, x_{1}, \ldots, x_{2 l+1}\right) \notin J$, I revises his assumption and resimulates II's first move by

$$
\left(x_{1},\left\langle x_{1},\left(x_{0}, x_{1}, \ldots, x_{2 l+1}\right\rangle\right),\right.
$$

which is legal, since I's latest move was legal, and so $\left(x_{0}, \ldots, x_{2 l}, x_{2 l+1}\right) \in P$. Now the rules insure that the resimulation is consistent with all the moves in $T$ up to $x_{2 l+1}$, and I can continue to play so that

$$
\left(\left\langle x_{0}, P\right\rangle,\left\langle x_{1},\left(x_{0}, x_{1}, \ldots, x_{2 l+1}\right)\right\rangle \cdot x_{2} \ldots, x_{n}\right) \in \sigma,
$$

consistently, by Rule (5).
It is clear that this construction associates with each $\sigma \in \Sigma^{\mathrm{I}}(S \upharpoonright(2 m))$ a partial strategy $\boldsymbol{c}^{\mathrm{I}}(\sigma) \in \Sigma^{\mathrm{I}}(T \upharpoonright(2 m)$, so that the coherence and finite liftup properties hold. For the infinite liftup property, we simply observe that, if $f \in\left[c^{\mathrm{I}}(\sigma)\right]$, then the finite liftups $g_{(2 m)}$ of $f \upharpoonright(2 m)$ converge (because the simulation changes at most once), and they give us some $g \in[\sigma]$ such that $\boldsymbol{c}^{\mathrm{I}}(g)=f$.

Case II. Given some $\tau \in \Sigma_{*}^{\mathrm{II}}(S)$, II must simulate some first side move by I in order to play in $T$, and he chooses (initially) the following:

$$
P=\left\{u \in T:\left(\text { for all sets } Q \subseteq T \text { and all } x_{1}\right)\left[\left(\left\langle x_{0}, Q\right\rangle,\left\langle x_{1}, u\right\rangle\right) \notin \tau\right] .\right.
$$

(This, incidentally, is the key trick of the proof.) Notice that for every $u \neq 0$, ( $\left.\left\langle x_{0}, P\right\rangle,\left\langle x_{1}, u\right\rangle\right) \notin \tau$; because the opposite assumption yields $u \in P$, by Rule (2) (which must be adhered to by $\tau$ ) contradicting the definition of $P$. Suppose now that at some stage, I moves (for the first time) so that, for some $x_{2 l+1},\left(x_{0}, \ldots, x_{2 l}, x_{2 l+1}\right) \notin P$. By the definition of $P$, there exists some $Q$ such that

$$
\left(\left\langle x_{0}, Q\right\rangle,\left\langle x_{1},\left(x_{0}, \ldots, x_{2 l+1}\right)\right\rangle\right) \in \tau,
$$

and II can resimulate I's first move in $S$ by $\left(x_{0}, Q\right)$ and can continue to play so that

$$
\left(\left\langle x_{0}, Q\right\rangle,\left\langle x_{1},\left(x_{0}, \ldots, x_{2 l+1}\right)\right\rangle, x_{2}, \ldots, x_{n}\right) \in \tau .
$$

The construction, again, makes it clear that we only need a partial strategy $\tau \in$ $\Sigma^{\mathrm{II}}(S \upharpoonright(2 m+1))$ to define the required $\boldsymbol{c}^{\mathrm{II}}(\tau) \in \Sigma^{\mathrm{II}}(T \upharpoonright(2 m+1))$, and that the coherence and liftup properties hold.

In the proof for arbitrary even $k=2 m$ (which suffices) the auxilliary game looks like

\[

\]

with the crucial side moves at the stages $2 m, 2 m+1$, and the argument is almost identical.

It remains to show that $\boldsymbol{U}$ is clossed under countable intersections, and for this we need two operations on coverings.

6F.4. Lemma (Composition). For any two coverings

$$
T_{2} \rightsquigarrow_{c_{1}} T_{1} \rightsquigarrow_{c_{0}} T_{0},
$$

define the composition $\boldsymbol{c}=\boldsymbol{c}_{0} \boldsymbol{c}_{1}=\left(c, \boldsymbol{c}^{\mathrm{I}}, \boldsymbol{c}^{\mathrm{II}}\right): T_{2} \rightsquigarrow T_{0}$ by

$$
c(u)=c_{0}\left(c_{1}(u)\right), \boldsymbol{c}^{\mathrm{I}}(\sigma)=\boldsymbol{c}_{0}^{\mathrm{I}}\left(\boldsymbol{c}_{1}^{\mathrm{I}}(\sigma)\right), \boldsymbol{c}^{\mathrm{II}}(\sigma)=\boldsymbol{c}_{0}^{\mathrm{II}}\left(\boldsymbol{c}_{1}^{\mathrm{II}}(\sigma)\right) .
$$

This is a covering $\boldsymbol{c}: T_{2} \rightsquigarrow T_{0}$, and if $\boldsymbol{c}_{1}$ and $\boldsymbol{c}_{0}$ are both $k$-fixing, then so is $\boldsymbol{c}$.
Proof is simple, by direct verification.
6F.5. Lemma. The intersection $A \cap B \subseteq{ }^{\omega} X$ of two sets which unravel fully, unravels fully.

Proof. Let us just show that for every tree $T$ on $X$, some $c: S \rightsquigarrow T$ unravels $G(A \cap B, T)$.

The hypothesis gives us a covering $c_{0}: T_{1} \rightsquigarrow T$ which unravels $G(A, T)$. Since $B$ unravels fully, some covering $c_{1}: S \rightsquigarrow T_{1}$ unravels the game

$$
G\left(c_{0}^{-1}[B], T_{1}\right),
$$

and then the composition covering

$$
\boldsymbol{c}=\boldsymbol{c}_{0} c_{1}: S \rightsquigarrow T
$$

unravels $A \cap B$, because the inverse image

$$
c^{-1}[A \cap B]=c^{-1}[A] \cap c_{1}^{-1}\left[B^{*}\right], \text { with } B^{*}=c_{0}^{-1}[B]
$$

is the intersection of two clopen sets, and hence clopen.
To prove that $\boldsymbol{U}$ is closed under countable intersections we need to iterate this construction an infinite number of times, and this requires the following result about coverings.

6F.6. Lemma (Inverse limits). If, for each $i$, $\boldsymbol{c}_{i}: T_{i+1} \rightsquigarrow T_{i}$ is a ( $k+i$ )-covering, then there exists a tree $S$ and, for each $i, a(k+i)$-covering $\boldsymbol{d}_{i}: S \rightsquigarrow T_{i}$, such that

$$
\begin{equation*}
\boldsymbol{d}_{i}=\boldsymbol{c}_{\boldsymbol{i}} \boldsymbol{d}_{i+1} . \tag{1}
\end{equation*}
$$

Proof. The given chain of coverings

$$
\cdots T_{i+1} \rightsquigarrow c_{i} T_{i} \rightsquigarrow \cdots \rightsquigarrow_{c_{1}} T_{1} \rightsquigarrow c_{c_{0}} T_{0},
$$

determines a covering $\boldsymbol{c}_{j, i}: T_{j} \rightsquigarrow T_{i}$, for every $j \geq i$ :

$$
\begin{aligned}
\boldsymbol{c}_{i, i} & =\text { the identity covering } \\
\boldsymbol{c}_{j+1, i} & =\boldsymbol{c}_{\boldsymbol{j}, \boldsymbol{i}} \boldsymbol{c}_{j} .
\end{aligned}
$$

By an easy induction,

$$
\boldsymbol{c}_{l, i} \boldsymbol{c}_{j, l}=\boldsymbol{c}_{j, i} \quad(j \geq l \geq i),
$$

and each $\boldsymbol{c}_{j, i}$ is $(k+i)$-fixing.
We now set

$$
S=\left\{u: \text { for all sufficiently large } j, u \in T_{j}\right\},
$$

which is a tree since every $T_{j}$ is a tree.
Lemma 1. $u \in S \Longleftrightarrow(\forall j>$ length $(u))\left[u \in T_{j}\right]$.
Proof. For the non-trivial direction of this, suppose $u=\left(u_{0}, \ldots, u_{i}\right)$ and $j \geq i$ and compute:

$$
\begin{aligned}
u \in S & \Longrightarrow \text { for some } m>j, u \in T_{m} \\
& \Longrightarrow c_{m, j}(u) \in T_{j} \\
& \Longrightarrow u \in T_{j} \text { because } \boldsymbol{c}_{k, j} \text { is } j \text {-fixing and length }(u)<j . \dashv(\text { Lemma } 1)
\end{aligned}
$$

Lemma 2. If $u \in S$ and $s, t$ are sufficiently large (greater than length $(u)$ and $i$ ), then $c_{s, i}(u)=c_{t, i}(u)$.

Proof. This is because, if $s<t$,

$$
c_{t, i}(u)=c_{s, i}\left(c_{t, s}(u)\right)=c_{s, i}(u),
$$

the last step because $c_{t, s}$ is $s$-fixing and $s>$ length $(u)$.
We can now define the projection mappings for the required coverings:

$$
d_{i}(u)=\boldsymbol{c}_{j, i}(u), \quad \text { with } j>\operatorname{length}(u) .
$$

These preserve length and they are monotone, because each $c_{j, i}$ has these properties. For the commutativity condition (1), as far as the projections go, we compute, for all large $j$ :

$$
\begin{aligned}
c_{i}\left(d_{i+1}(u)\right) & =c_{i+1, i}\left(c_{j, i+1}(u)\right) \\
& =c_{j, i}(u) \\
& =d_{i}(u) .
\end{aligned}
$$

To define the mapping $d_{i}^{\mathrm{I}}: \Sigma_{*}^{\mathrm{I}}(S) \rightarrow \Sigma_{*}^{\mathrm{I}}\left(T_{i}\right)$, verify first that

$$
j>2 m+1 \Longrightarrow \Sigma^{\mathrm{I}}(S \upharpoonright(2 m)) \subseteq \Sigma^{\mathrm{I}}\left(T_{j} \upharpoonright(2 m)\right) .
$$

This is because, for $\sigma \in \Sigma^{\mathrm{I}}(S \upharpoonright(2 m))$,

$$
\begin{aligned}
u \in \sigma & \Longrightarrow u \in S \& \text { length }(u) \leq 2 m+1<j \\
& \Longrightarrow u \in T_{j} \quad(\text { because length }(u) \leq 2 m+1<j)
\end{aligned}
$$

so that $\sigma \subseteq T_{j} \upharpoonright(2 m)$, and by hypothesis, $\sigma$ is a strategy for I for runs up to the $2 m$ th stage, so that $\sigma \in \Sigma^{\mathrm{I}}\left(T_{j} \upharpoonright(2 m)\right)$. Moreover, as above, if $i<s<t$ and $s, t$ are both greater than $2 m+1$, the same hypotheses on $\sigma$ and $j$ imply that for any $i \leq j$,

$$
c_{t, i}^{\mathrm{I}}(\sigma)=\boldsymbol{c}_{s, i}^{\mathrm{I}}\left(\boldsymbol{c}_{t, s}^{\mathrm{I}}(\sigma)\right)=\boldsymbol{c}_{s, i}^{\mathrm{I}}(\sigma),
$$

and so we can define for any $\sigma \in \Sigma^{\mathrm{I}}(S \upharpoonright(2 m))$,

$$
\boldsymbol{d}_{i}^{\mathrm{I}}(\sigma)=\boldsymbol{c}_{j, i}^{\mathrm{I}}(\sigma) \quad \text { where } j>2 m+1 .
$$

The remaining properties of these mappings and the corresponding facts about $\boldsymbol{d}_{i}^{\mathrm{II}}$ follow as before and we will not repeat the arguments.

Martin's Theorem 6F. 1 follows from 6F. 2 and the next, stronger result.

6F.7. Theorem (Martin [1985]). The class $\boldsymbol{U}$ of sets which unravel fully is closed under countable intersections.

Proof. Since $\boldsymbol{U}$ is closed under continuous preimages, it is enough to show that if each $A_{i} \subseteq{ }^{\omega} X$ unravels fully, $A=\cap_{i} A_{i}$ and $T$ is a tree on $X$, then, for every $k$, some $k$-covering of $T$ unravels the game $G(A, T)$.

Fix $k$ and start a construction of a chain of coverings

$$
\cdots T_{i+1} \rightsquigarrow c_{i} T_{i} \rightsquigarrow \cdots \rightsquigarrow c_{1} T_{1} \rightsquigarrow c_{0} T_{0},
$$

which will satisfy the hypothesis of 6 F .6 by choosing some $k$-covering

$$
\boldsymbol{c}_{0}: T_{1} \rightsquigarrow T_{0}=T
$$

which unravels $G\left(A_{0}, T\right)$. This means that $T_{1}$ is a tree on some $X_{1}$, and for some clopen set $B_{0} \subseteq{ }^{\omega} X_{1}$,

$$
\begin{equation*}
f \in B_{0} \Longleftrightarrow c_{0}(f) \in A_{0} \quad\left(f \in\left[T_{1}\right]\right) \tag{2}
\end{equation*}
$$

At the $i$ 'th stage of the construction we have a finite chain

$$
T_{i+1} \rightsquigarrow c_{i} T_{i} \rightsquigarrow c_{i-1} \cdots \mathfrak{c}_{1} T_{1} \rightsquigarrow c_{0} T_{0},
$$

and we can define the coverings $\boldsymbol{c}_{j, l}$ for $i+1 \geq j \geq l \geq 0$ as in the proof of 6F.6. Let

$$
A_{i+1}^{*}=\left\{f \in[T]_{i+1}: c_{i+1,0}(f) \in A_{i+1}\right\}
$$

This is a continous preimage of $A_{i+1} \in \boldsymbol{U}$, so fix a $(k+i+1)$-covering

$$
\boldsymbol{c}_{i+1}: T_{i+2} \rightsquigarrow T_{i+1}
$$

which unravels $G\left(A_{i+1}^{*}, T_{i+1}\right)$; this means that for some clopen set $B_{i+1}$, and all $f \in\left[T_{i+2}\right]$,

$$
\begin{align*}
f \in B_{i+1} & \Longleftrightarrow c_{i+1}(f) \in A_{i+1}^{*}  \tag{3}\\
& \Longleftrightarrow c_{i+1,0}\left(c_{i+2, i+1}(f)\right) \in A_{i+1} \\
& \Longleftrightarrow c_{i+2,0}(f) \in A_{i+1} .
\end{align*}
$$

At the end of the construction we have the required chain, and also clopen sets $B_{i} \subseteq \in{ }^{\omega} X_{i+1}$ such that, putting together (2) and (3), for all $i$,

$$
f \in B_{i} \Longleftrightarrow c_{i+1,0}(f) \in A_{i} \quad\left(f \in\left[T_{i+1}\right]\right)
$$

Let $S$ be the limit tree guaranteed by 6F.6, and let

$$
B=\left\{f \in[S]:(\forall i)\left[d_{i+1}(f) \in B_{i}\right]\right\}
$$

This is a closed set, so by 6 F .3 there is a further $k$-covering

$$
e: K \rightsquigarrow S
$$

which unravels it, so that for some clopen set $C$,

$$
f \in C \Longleftrightarrow e(f) \in B \quad(f \in[K])
$$

We claim that the $k$-covering

$$
\boldsymbol{d}_{0} \boldsymbol{e}: K \rightsquigarrow T_{0}
$$

unravels $A$, and to prove this it is enough to show that

$$
\begin{equation*}
f \in C \Longleftrightarrow(\forall i)\left[d_{0}(e(f)) \in A_{i}\right] \quad(f \in[K]) \tag{4}
\end{equation*}
$$

The key to this is the equation

$$
\boldsymbol{d}_{0}=\boldsymbol{c}_{i, 0} \boldsymbol{d}_{i},
$$

which certainly holds at 0 , and, inductively,

$$
\begin{aligned}
\boldsymbol{d}_{0} & =\boldsymbol{c}_{i, 0} \boldsymbol{c}_{\boldsymbol{i}} \boldsymbol{d}_{i+1} \quad \text { by } 6 \mathrm{~F} .6 \\
& =\boldsymbol{c}_{i, 0} \boldsymbol{c}_{i+1, i} \boldsymbol{d}_{i+1}=\boldsymbol{c}_{i+1,0} \boldsymbol{d}_{i+1} .
\end{aligned}
$$

Using this and the equivalences above, we compute:

$$
\begin{aligned}
f \in C & \Longleftrightarrow e(f) \in B \\
& \Longleftrightarrow(\forall i)\left[d_{i+1}(e(f)) \in B_{i}\right] \\
& \Longleftrightarrow(\forall i)\left[c_{i+1,0}\left(d_{i+1}(e(f))\right) \in A_{i}\right] \\
& \Longleftrightarrow(\forall i)\left[d_{0}(e(f)) \in A_{i}\right] .
\end{aligned}
$$

## 6G. Measurable cardinals ${ }^{(10)}$

Before proving the determinacy of Borel sets, Martin [1970] showed that $\operatorname{Det}\left({\underset{\sim}{\boldsymbol{D}}}_{1}^{1}\right)$ follows from a "large cardinal hypothesis," the existence of measurable cardinals. Our main purpose in this section is to define measurable cardinals and prove this result.

Recall that a filter on a set $X$ is a collection $\mathcal{F}$ of subsets of $X$ such that
(i) $\emptyset \notin \mathcal{F}, X \in \mathcal{F}$,
(ii) if $A \in \mathcal{F}$ and $A \subseteq B$, then $B \in \mathcal{F}$,
(iii) if $A, B \in \mathcal{F}$, then $A \cap B \in \mathcal{F}$.

For any cardinal number $\kappa$, a filter $\mathcal{F}$ is $\kappa$-complete if whenever $\lambda<\kappa$ and $\left\{A_{\xi}\right\}_{\xi<\lambda}$ is a family of $\lambda$ subsets of $X$, then

$$
(\forall \xi<\lambda) A_{\xi} \in \mathcal{F} \Longrightarrow \bigcap_{\xi<\lambda} A_{\xi} \in \mathcal{F}
$$

Finally, $\mathcal{F}$ is an ultrafilter (maximal filter) if for each $A \subseteq X$, either $A \in \mathcal{F}$ or $X \backslash A \in \mathcal{F}$.

Each point $x_{0} \in X$ determines a principal ultrafilter

$$
\mathcal{U}\left(x_{0}\right)=\left\{A \subseteq X: x_{0} \in A\right\}
$$

which is obviously $\kappa$-complete for every $\kappa$. To get non-principal ultrafilters one generally needs the Axiom of Choice; with it one can prove in fact that every filter $\mathcal{F}$ on $X$ is contained in some ultrafilter, which must be non-principal if $\mathcal{F}$ contains all complements of singletons, e.g., if $\mathcal{F}=\{A \subseteq X: X \backslash A$ is finite $\}$.

A cardinal number $\kappa$ is measurable if $\kappa>\omega$ and some set $X$ of cardinality $\kappa$ carries a $\kappa$-complete non-principal ultrafilter. By the usual conventions of set theory, $\kappa$ itself is a specific set of cardinality $\kappa$ (the set of ordinals preceding it) and so $\kappa$ is measurable exactly when it carries $\kappa$-complete non-principal ultrafilter.

Let us abbreviate the hypothesis that we will be using:
$\mathbf{M C} \Longleftrightarrow$ there exists at least one measurable cardinal.
It is easy to check that MC is equivalent to the assumption that some set carries an $\aleph_{1}$-complete, non-principal ultrafilter (6G.8).

We cannot hope to prove MC in Zermelo-Fraenkel set theory because, as we will see, it fails in the constructible universe $L$. On the other hand, although one could theoretically refute MC, this does not appear likely on the basis of the presently available evidence. We will discuss the plausibility of MC and similar hypotheses in Chapter 8.

With each ultrafilter $\mathcal{U}$ on $\kappa$ we associate the (two-valued) measure $\mu=\mu_{\mathcal{U}}$ on the power of $\kappa$,

$$
\mu(A)= \begin{cases}1 & \text { if } A \in \mathcal{U} \\ 0 & \text { if } \kappa \backslash A \in \mathcal{U}\end{cases}
$$

If $\mathcal{U}$ is $\kappa$-complete, then easily $\mu$ is $\kappa$-additive, i.e., whenever $\lambda<\kappa$ and $\left\{A_{\xi}\right\}_{\xi<\lambda}$ is a $\lambda$-sequence of pairwise disjoint subsets of $\kappa$, then

$$
\mu\left(\bigcup_{\xi<\lambda} A_{\xi}\right)=\sum_{\xi<\lambda} \mu\left(A_{\xi}\right)
$$

(To check this take cases on whether some $A_{\xi} \in \mathcal{U}$ or not.) Conversely, if $\mu$ is a $\kappa$-additive two-valued measure on the power of $\kappa$ such that $\mu(\kappa)=1$ and for each $\xi$, $\mu(\{\xi\})=0$, then $\mathcal{U}_{\mu}=\{A: \mu(A)=1\}$ is a $\kappa$-complete non-principal ultrafilter on $\kappa$ and $\kappa$ is measurable. We will speak interchangeably of $\mu$ and $\mathcal{U}$ when they are related in this way-e.g., we will often refer to members of $\mathcal{U}$ as sets of measure 1 .

For each ultrafilter $\mathcal{U}$ on $\kappa$ and for any two functions $f, g: \kappa \rightarrow \kappa$, put

$$
f \leq g \Longleftrightarrow\{\xi: f(\xi) \leq g(\xi)\} \in \mathcal{U}
$$

6G.1. Lemma. If $\mathcal{U}$ is an $\aleph_{1}$-complete ultrafilter on $\kappa$, then the associated relation $\leq$ is a prewellordering on the set ${ }^{\kappa} \kappa$ of functions on $\kappa$ to $\kappa$.
Proof. Clearly $f \leq f$ for each $f$ and since

$$
\{\xi: f(\xi) \leq h(\xi)\} \supseteq\{\xi: f(\xi) \leq g(\xi)\} \cap\{\xi: g(\xi) \leq h(\xi)\},
$$

if $f \leq g$ and $g \leq h$ then $f \leq h$. Also, if $\neg(f \leq g)$, then

$$
\{\xi: f(\xi) \leq g(\xi)\} \notin \mathcal{U}
$$

so that $\{\xi: g(\xi)<f(\xi)\} \in \mathcal{U}$, which implies immediately $g \leq f$. Thus $\leq$ is a prewellordering. Finally, if

$$
f_{0}>f_{1}>\cdots,
$$

then each set

$$
A_{n}=\left\{\xi: f_{n}(\xi)>f_{n+1}(\xi)\right\}
$$

is of measure 1 and hence $\bigcap_{n} A_{n}$ has measure 1 and in particular $\bigcap_{n} A_{n} \neq \emptyset$; for any $\lambda \in \bigcap_{n} A_{n}$ then,

$$
f_{0}(\lambda)>f_{1}(\lambda)>f_{2}(\lambda)>\cdots,
$$

which is absurd.
It follows that with each $\aleph_{1}$-complete ultrafilter on $\kappa$ we can associate a rank function

$$
\rho:{ }^{\kappa} \kappa \rightarrow \text { Ordinals }
$$

such that

$$
\rho(f) \leq \rho(g) \Longleftrightarrow\{\xi \in \kappa: f(\xi) \leq g(\xi)\} \in \mathcal{U} .
$$

An ultrafilter $\mathcal{U}$ (or the corresponding measure $\mu$ ) on $\kappa$ is normal if $\mathcal{U}$ is nonprincipal, $\kappa$-complete and such that for each function $f: \kappa \rightarrow \kappa$,

$$
\begin{aligned}
\{\xi \in \kappa: f(\xi)<\xi\} \in \mathcal{U} \Longleftrightarrow & \text { there is a fixed } \lambda_{0}<\kappa \text { such that } \\
& \left\{\xi \in \kappa: f(\xi)=\lambda_{0}\right\} \in \mathcal{U} .
\end{aligned}
$$

6G.2. Lemma. Every measurable cardinal carries a normal ultrafilter.

Proof. Let $\mathcal{U}$ be a $\kappa$-complete, non-principal ultrafilter on $\kappa$ with associated function $\rho$ and for each $\lambda<\kappa$ let $C_{\lambda}$ be the constant function with value $\lambda$,

$$
C_{\lambda}(\xi)=\lambda .
$$

Clearly

$$
\lambda<\lambda^{\prime} \Longrightarrow \rho\left(C_{\lambda}\right)<\rho\left(C_{\lambda^{\prime}}\right)
$$

so that

$$
\rho\left(C_{\lambda}\right) \leq \lambda .
$$

If id is the identity function,

$$
\operatorname{id}(\xi)=\xi,
$$

then for each $\lambda$

$$
\left\{\xi: C_{\lambda}(\xi) \leq \operatorname{id}(\xi)\right\}=\kappa \backslash \lambda=\bigcap_{\xi<\lambda}(\kappa \backslash\{\xi\}) \in \mathcal{U},
$$

so $\rho\left(C_{\lambda}\right) \leq \rho(\mathrm{id})$ and hence

$$
\rho(\mathrm{id}) \geq \kappa .
$$

It follows that for some $f_{0}$ we must have

$$
\rho\left(f_{0}\right)=\kappa .
$$

Fix such an $f_{0}$ then and define $\mathcal{U}^{*}$ by

$$
\begin{aligned}
A \in \mathcal{U}^{*} & \Longleftrightarrow f^{-1}{ }_{0}[A] \in \mathcal{U} \\
& \Longleftrightarrow\left\{\xi: f_{0}(\xi) \in A\right\} \in \mathcal{U}
\end{aligned}
$$

Proof that $\mathcal{U}^{*}$ is $\kappa$-complete and non-principal is routine. To check that $\mathcal{U}^{*}$ is normal, suppose $\{\xi: f(\xi)<\xi\} \in \mathcal{U}^{*}$, so that $\left\{\xi: f\left(f_{0}(\xi)\right)<f_{0}(\xi)\right\} \in \mathcal{U}$. If $g$ is the composition

$$
g(\xi)=f\left(f_{0}(\xi)\right)
$$

we have $\rho(g)<\rho\left(f_{0}\right)=\kappa$ which implies easily by $\kappa$-completeness that for some $\lambda<\kappa$, $\left\{\xi: f\left(f_{0}(\xi)\right)=\lambda\right\} \in \mathcal{U}$. By the definition of $\mathcal{U}^{*}$ then, we have $\{\xi: f(\xi)=\lambda\} \in \mathcal{U}^{*}$ which is what we needed to show.

Suppose $\left\{A_{\xi}\right\}_{\xi<\kappa}$ is a $\kappa$-sequence of subsets of $\kappa$. The diagonal intersection of $\left\{A_{\xi}\right\}_{\xi<\kappa}$ is defined by

$$
\lambda \in A \Longleftrightarrow(\forall \xi<\lambda)\left[\lambda \in A_{\xi}\right] .
$$

6G.3. Lemma. Suppose $\mathcal{U}$ is a normal ultrafilter on $\kappa$ and each $A_{\xi}(\xi<\kappa)$ is in $\mathcal{U}$; then the diagonal intersection $A=\left\{\lambda:(\forall \xi<\lambda)\left[\lambda \in A_{\xi}\right]\right\}$ is also in $\mathcal{U}$.

Proof. Assume not, so that $(\kappa \backslash A) \in \mathcal{U}$ and for each $\lambda \in \kappa \backslash A$ choose $f(\lambda)<\lambda$ so that $\lambda \notin A_{f(\lambda)}$ (and set $f(\lambda)=0$ for $\lambda \in A$ ). Now $f(\lambda)<\lambda$ on a set of measure 1 , so by normality, $f(\lambda)=\lambda^{*}$ for a fixed $\lambda^{*}$ and all $\lambda$ in a set $B$ of measure 1 . But then $B \cap A_{\lambda^{*}}$ has measure 1 , so it contains some $\lambda>\lambda^{*}, \lambda \in \kappa \backslash A$; this $\lambda$ then satisfies both $\lambda \in A_{\lambda^{*}}$ and $\lambda \notin A_{f(\lambda)}=A_{\lambda^{*}}$ which is absurd.

After these preliminary results we are ready to state and prove the key partition property of measurable cardinals which will be our main tool.

For each $n \geq 1$ let

$$
\kappa^{[n]}=\text { all subsets of } \kappa \text { with exactly } n \text { members }
$$

and put

$$
\begin{aligned}
\kappa^{<\omega} & =\text { all finite subsets of } \kappa \\
& =\bigcup_{n} \kappa^{[n]} .
\end{aligned}
$$

A map

$$
F: \kappa^{[n]} \rightarrow \lambda
$$

is often called a partition of $\kappa^{[n]}$ into $\lambda$ parts. A subset $I \subseteq \kappa$ is homogeneous for $F$ if for all $A, B \in \kappa^{[n]}$

$$
A \subseteq I, B \subseteq I \Longrightarrow F(A)=F(B)
$$

i.e., if all the $n$-element subsets of $I$ are put into the same bin by the partition $F$.

6G.4. Theorem (Rowbottom [1971]). Let $\mathcal{U}$ be a normal ultrafilter on $\kappa$ and suppose $F: \kappa^{[n]} \rightarrow \lambda$ is a partition of the $n$-element subsets of $\kappa$ into $\lambda<\kappa$ parts. Then there exists a set I in $\mathcal{U}$ which is homogeneous for $F$.

Proof is by induction on $n$ with the basis $n=1$ being an immediate consequence of the fact that $\mathcal{U}$ is $\kappa$-complete.

Suppose then that $F: \kappa^{[n+1]} \rightarrow \lambda$. For each fixed $\xi<\kappa$, define a partition

$$
F_{\xi}: \kappa^{[n]} \rightarrow \lambda
$$

by the formulas

$$
\begin{array}{ll}
F_{\xi}(A)=F(\{\xi\} \cup A) & \text { if } \xi \notin A, \\
F_{\xi}(A)=0 & \text { if } \xi \in A,
\end{array}
$$

and by the induction hypothesis choose $I_{\xi}$ in $\mathcal{U}$ to be homogeneous for $F_{\zeta}$ and put

$$
G(\xi)=F_{\xi}(A) \text { for any } n \text {-element } A \subseteq I_{\xi} .
$$

Since $G: \kappa \rightarrow \lambda$, by $\kappa$-completeness easily there is a set $J \subseteq \kappa$ in $\mathcal{U}$ and an ordinal $\lambda_{0}<\lambda$ so that

$$
\xi \in J \Longrightarrow G(\xi)=\lambda_{0} .
$$

Put then

$$
I_{\xi}^{*}=J \cap I_{\xi}
$$

and let $I$ be the diagonal intersection of the $I_{\xi}^{*}$ 's,

$$
\lambda \in I \Longleftrightarrow \lambda \in J \&(\forall \xi<\lambda)\left[\lambda \in I_{\xi}\right] .
$$

It remains to verify that $I$ is homogeneous for $F$.
Given a $(n+1)$-element $A \subseteq I$, let $\xi$ be its least member, let $B=A \backslash\{\xi\}$ and notice that $B \subseteq I_{\xi}$; this is because if $\lambda \in B$, then $\lambda \in I$ and also $\xi<\lambda$, so that $\lambda \in I_{\xi}$. Thus

$$
\begin{array}{rlrl}
F(B) & =F_{\xi}(A) \quad & \quad \text { by the definition of } F_{\xi} \\
& =G(\xi) \quad \text { since } \xi \in J \text { and } A \subseteq I_{\xi} \\
& =\lambda_{0} &
\end{array}
$$

so that $F$ is constant on the $(n+1)$-element subsets of $I$.
A map

$$
F: \kappa^{<\omega} \rightarrow \lambda
$$

is a partition of the finite subsets of $\kappa$ into $\lambda$ parts. We call $I \subseteq \kappa$ homogeneous for $F$ if for $A, B \in \kappa^{<\omega}$

$$
A \subseteq I, B \subseteq I \text { and } \operatorname{card}(A)=\operatorname{card}(B)<\aleph_{0} \Longrightarrow F(A)=F(B)
$$

6G.5. Corollary. Let $\mathcal{U}$ be a normal ultrafilter on $\kappa$, and for each i let $F_{i}: \kappa^{<\omega} \rightarrow \lambda$ be a partition of the finite subsets of $\kappa$ into $\lambda<\kappa$ parts. Then there exists a set I in $\mathcal{U}$ which is simultaneously homogeneous for all the $F_{i}$.

Proof. Define $F_{i, n}: \kappa^{[n]} \rightarrow \lambda$ by

$$
F_{i, n}(A)=F_{i}(A) \quad\left(A \in \kappa^{[n]}\right)
$$

let $I_{i, n}$ be homogeneous for $F_{i, n}$ in $\mathcal{U}$ and take $I=\bigcap_{i, n} I_{i, n}$.
We will not study partition calculus here, but it will be useful to have around a bit of notation from this part of combinatorial set theory. For given cardinals $\kappa^{\prime} \leq \kappa$, put

$$
\begin{aligned}
\kappa \rightarrow\left(\kappa^{\prime}\right) \Longleftrightarrow & \text { for each sequence }\left\{F_{i}\right\}_{i \in \omega} \text { of partitions } \\
& F_{i}: \kappa^{<\omega} \rightarrow \omega, \text { there exists a set } I \subseteq \kappa \text { of } \\
& \text { cardinality } \kappa^{\prime} \text { which is homogeneous for all the } F_{i} .
\end{aligned}
$$

We say that $\kappa$ is Ramsey if $\kappa \rightarrow(\kappa)$, so that by 6G. 5 every measurable cardinal is Ramsey. (This is equivalent to the more usual definition of Ramsey cardinals, see Drake [1974].) All the applications of measurable cardinals to descriptive set theory follow from the (weaker) consequence of 6G.5, that

$$
\kappa \text { measurable } \Longrightarrow \kappa \rightarrow\left(\aleph_{1}\right)
$$

This is due to Erdös and Hajnal [1958].
To simplify the proof of Martin's theorems, we first reformulate the basic representation theorem for ${\underset{\sim}{~}}_{1}^{1}$ sets, 4A.3.

6G.6. Lemma. If $A \subseteq \mathcal{N}$ is a ${\underset{\sim}{1}}_{1}^{1}$ set of irrationals, then there exists a function $D$ with the following properties:
(i) The domain of $D$ consists of all codes $u$ of finite sequences of even length, i.e., $\{u: \operatorname{Seq}(u) \& \operatorname{lh}(u)$ is even $\}$.
(ii) If $\operatorname{Seq}(u) \& \operatorname{lh}(u)=2 n$, then $D(u)$ is an ordering with field some set of $n$ integers.
(iii) If $t<s$, then $D(\bar{\alpha}(2 t))$ is a subordering of $D(\bar{\alpha}(2 s))$.
(iv) The following equivalence holds:

$$
\alpha \in A \Longleftrightarrow \bigcup_{t} D(\bar{\alpha}(2 t)) \text { is a wellordering. }
$$

Proof. By 4A. 3 fix a continuous function $f: \mathcal{N} \rightarrow \mathcal{N}$ such that for each $\alpha$, $f(\alpha) \in \mathrm{LO}$ and

$$
\alpha \in A \Longleftrightarrow f(\alpha) \in \mathrm{WO}
$$

and let $R$ be such that

$$
\begin{aligned}
n \leq_{f(\alpha)} k & \Longleftrightarrow f(\alpha)(\langle\alpha, k\rangle)=1 \\
& \Longleftrightarrow(\exists s) R(\bar{\alpha}(s), n, k)
\end{aligned}
$$

If $u=\left\langle u_{0}, \ldots, u_{2 t-1}\right\rangle$ is a sequence code with even length $2 t$, put

$$
C(u)=\left\{(2 n, 2 k):(\exists s \leq 2 t) R\left(\left\langle u_{0}, \ldots, u_{s-1}\right\rangle, n, k\right) \& n, k \leq t\right\}
$$

so that in particular, for each $\alpha, t$

$$
C(\bar{\alpha}(2 t))=\{(2 n, 2 k):(\exists s \leq 2 t) R(\bar{\alpha}, n, k) \& n, k<t\}
$$

Clearly each $C(\bar{\alpha}(2 t))$ is a partial ordering whose domain consists of even numbers $<2 t$,

$$
s \leq t \Longrightarrow C(\bar{\alpha}(2 s)) \subseteq C(\bar{\alpha}(2 t))
$$
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for each $\alpha, \bigcup_{t} C(\bar{\alpha}(2 t))$ is a total ordering and

$$
\alpha \in A \Longleftrightarrow \bigcup_{t} C(\bar{\alpha}(2 t)) \text { is a wellordering. }
$$

We can now define $D(u)$ with the required properties so that

$$
D(\bar{\alpha}(2 t))=D_{1} \cup D_{2},
$$

where $D_{1}$ is a totally ordered subrelation of $C(\bar{\alpha}(2 t))$ and $D_{2}$ is a finite tail end of odd integers. In detail, take

$$
D(\bar{\alpha}(2 t))=D(1)=\emptyset
$$

and let $D(\bar{\alpha}(2 t+2))$ be the extension of $D(\bar{\alpha}(2 t))$ obtained as follows. If the smallest even number in the field of $C(\bar{\alpha}(2 t+2))$ which is not in the field of $D(\bar{\alpha}(2 t))$ is comparable in $C(\bar{\alpha}(2 t+2))$ to every even number in the field of $D(\bar{\alpha}(2 t))$, then extend $D(\bar{\alpha}(2 t))$ by adding this number to its field and putting it in the appropriate place. If this fails to hold (or if $C(\bar{\alpha}(2 t+2))$ has the same even numbers in its field as $D(\bar{\alpha}(2 t)))$, then extend $D(\bar{\alpha}(2 t))$ by adding some unused odd numbers at the top.
It is now easy to check (i) - (iii), and (iv) follows from the fact that for each $\alpha$, $\bigcup_{t} D(\bar{\alpha}(2 t))$ differs from $\bigcup_{t} C(\bar{\alpha}(2 t))$ only by (possibly) having some odd integers at its top, with their natural ordering. (To prove this check by induction on $2 n \in \omega$ that if $2 n$ is in the field of $\bigcup_{t} C(\bar{\alpha}(2 t))$, then $2 n$ is in the field of $\bigcup_{t} D(\bar{\alpha}(2 t))$.) -

6G.7. Theorem (Martin [1970]). If there exists a cardinal $\kappa$ such that $\kappa \rightarrow\left(\aleph_{1}\right)$, then $\operatorname{Det}\left(\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}\right)$ holds.

Proof. Given $A \subseteq \mathcal{N}$ in $\underset{\sim}{1}{ }_{1}^{1}$, choose $D$ as in the lemma so that in particular $\alpha \notin A \Longleftrightarrow \bigcup_{t} D(\bar{\alpha}(2 t))$ is a wellordering.
We define a new game $A^{*}$ where player II makes additional auxiliary moves in $\kappa$ as in Diagram 6G.1. At the end of the run an irrational

$$
\alpha=\left(a_{0}, a_{1}, \ldots\right)
$$

has been played as well as an infinite sequence of ordinals $\xi_{0}, \xi_{1}, \ldots$ below $\kappa$. For each $t$, let

$$
\operatorname{Field}(D(\bar{\alpha}(2 t)))=\left\{x_{1}, \ldots, x_{t}\right\}
$$

so that

$$
\operatorname{Field}\left(\bigcup_{t} D(\bar{\alpha}(2 t))\right)=\left\{x_{0}, x_{1}, \ldots\right\} ;
$$

now II wins the run if the map

$$
x_{t} \mapsto \xi_{t}
$$

is order-preserving from $\bigcup_{t} D(\bar{\alpha}(2 t))$ into the natural ordering on $\kappa$.
It is obvious that the game $A^{*}$ is open, so it is determined. Also, if II wins $A^{*}$, then obviously II wins $A$ since he can play in $A$ with the same strategy he has in $A^{*}$ (disregarding his ordinal moves) and at the end he has an order-preserving map from $\bigcup_{t} D(\bar{\alpha}(2 t))$ into $\kappa$, so $\bigcup_{t} D(\bar{\alpha}(2 t))$ is a wellordering and $\alpha \notin A$.

Assume then that I wins $A^{*}$ by some strategy $\sigma^{*}$-we must show that I can also $\operatorname{win} A$.

Given $t$ distinct ordinals $\xi_{1}, \ldots, \xi_{t}$ and a sequence code $u=\left\langle a_{0}, \ldots, a_{2 t-1}\right\rangle$, let $\xi_{n(1)}, \ldots, \xi_{n(t)}$ be some ordering of $\left\{\xi_{1}, \ldots, \xi_{t}\right\}$ and consider the sequence of moves in Diagram 6G. 2 as an initial piece of a play in $A^{*}$. Clearly, there is exactly one ordering of $\left\{\xi_{1}, \ldots, \xi_{t}\right\}$ so that II has not already lost after these first $t$ moves; let us denote it by

$$
\xi_{n(u, 1)}, \ldots, \xi_{n(u, t)} .
$$

Now for each sequence code $u=\left\langle a_{0}, \ldots, a_{2 t-1}\right\rangle$ of length $2 t$ consider the partition

$$
F_{u}: \kappa^{[t]} \rightarrow \omega
$$

given by

$$
F_{u}\left(\left\{\xi_{1}, \ldots, \xi_{t}\right\}\right)=\sigma^{*}\left(a_{0},\left(a_{1}, \xi_{n(u, 1)}\right), \ldots, a_{2 t-2},\left(a_{2 t_{1}}, \xi_{n(u, t)}\right),\right)
$$

and let $J \subseteq \kappa$ be of cardinality $\aleph_{1}$ and homogeneous for all these partitions. Finally, put

$$
\sigma\left(a_{0}, a_{1}, \ldots, a_{2 t-1}\right)=F_{u}\left(\left\{\xi_{1}, \ldots, \xi_{t}\right\}\right)
$$

where $u=\left\langle a_{0}, a_{1}, \ldots, a_{2 t-1}\right\rangle$ and $\xi_{1}, \ldots, \xi_{t}$ are arbitrary distinct members of $J$. We will show that $\sigma$ is a winning strategy for I in the game $A$.

In effect we define $\sigma$ from $\sigma^{*}$ by simulating the ordinal moves of II in $A^{*}$ in some homogeneous set $J$ whose members give no information to I in that game.

Suppose then that I follows $\sigma$ in some run of $A$ and the play

$$
\alpha=\left(a_{0}, a_{1}, \ldots\right)
$$

results, but $\alpha \notin A$. Then $\bigcup_{t} D(\bar{\alpha}(2 t))$ is a wellordering of countable rank, so if $\left\{x_{1}, x_{2}, \ldots\right\}$ is its field, there is some order-preserving map

$$
x_{t} \mapsto \xi_{t}
$$

with all the $\xi_{t}$ in $J$, since $J$ has cardinality $\aleph_{1}$. It is now obvious that in the run of $A^{*}$ pictured in Diagram 6G. 3 player I is following his winning strategy $\sigma^{*}$ and yet he loses, which is a contradiction.

One can extend this method to prove the determinacy of simple combinations of ${\underset{\sim}{1}}_{1}^{1}$ sets (e.g., differences) granting that some $\kappa \rightarrow\left(\aleph_{1}\right)$. In fact, Martin has established the determinacy of a reasonably large subclass of $\Delta_{2}^{1}$ from the hypothesis that there exist long (infinite) sequences of measurable cardinals. On the other hand, it is known that the existence of any number of measurable cardinals does not imply $\operatorname{Det}\left(\boldsymbol{\sim}_{2}^{1}\right)$, whose proof requires much stronger large cardinal hypotheses. ${ }^{(4)}$
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## Exercises

6G.8. Prove that if some cardinal carries an $\aleph_{1}$-complete non-principal ultrafilter, then there exists a measurable cardinal.

Hint. Let $\kappa$ be the least cardinal which carries an $\aleph_{1}$-complete non-principal ultrafilter $\mathcal{U}$ and suppose towards a contradiction that for some $\lambda<\kappa$, there are sets $A_{\eta}$ of measure 0 (not in $\mathcal{U}$ ) such that $\bigcup_{\eta<\lambda} A_{\eta} \in \mathcal{U}$. Pick the least $\lambda$ for which such a sequence exists and take $B_{\eta}=A_{\eta} \backslash \bigcup_{\zeta<\eta} A_{\zeta}$, so that the $B_{\eta}$ are pairwise disjoint of measure 0 and $\bigcup_{\eta<\lambda} B_{\eta} \in \mathcal{U}$. Now for $X \subseteq \lambda$, put

$$
X \in \mathcal{U}^{*} \Longleftrightarrow \bigcup_{\eta \in X} B_{\eta} \in \mathcal{U}
$$

and verify that $\mathcal{U}^{*}$ is $\aleph_{1}$-complete on $\lambda$ contradicting the choice of $\kappa$.
We have been referring to "large cardinal hypotheses" but there is no hint in what we have proved that measurable cardinals are large. In fact it is consistent with the axioms of Zermelo-Fraenkel set theory (without the Axiom of Choice) that $\aleph_{1}$ is measurable-granting that the hypothesis MC is consistent at all, Jech [1968]. On the other hand, the Axiom of Choice implies that measurable cardinals are very large indeed. We will give here only a glimpse of the results that can be proved in this direction.

Recall that $\kappa$ is regular if there is no unbounded function $f: \lambda \rightarrow \kappa$ with $\lambda<\kappa$. Also, $\kappa$ is strongly inaccessible if $\kappa$ is regular, and for each $\lambda<\kappa, \operatorname{card}(\operatorname{power}(\lambda))=$ $2^{\lambda}<\kappa$.

6G.9. Prove that a measurable cardinal is regular and if $\mathbf{A C}$ holds, then it is strongly inaccessible.

Hint. If $f: \lambda \rightarrow \kappa$ is unbounded, then

$$
\kappa=\bigcup_{\eta<\lambda}\{\xi: \xi<f(\eta)\}
$$

and each of the sets in this union has measure 0 by $\kappa$-completeness.
Suppose now there is a $\lambda<\kappa$ so that $\kappa \leq 2^{\lambda}$, where we have used the axiom of choice in comparing $\kappa$ with power $(\lambda)$. There is then an injection

$$
\xi \mapsto X_{\xi} \subseteq \lambda,
$$

i.e., such that

$$
\begin{aligned}
\xi \neq \eta & \Longrightarrow X_{\xi} \neq X_{\eta} \\
& \Longrightarrow(\exists \zeta<\lambda)\left[\zeta \in\left(X_{\xi} \backslash X_{\eta}\right) \vee \zeta \in\left(X_{\eta} \backslash X_{\xi}\right)\right] .
\end{aligned}
$$

Choose then some function $f(\xi, \eta)$ such that

$$
\xi \neq \eta \Longrightarrow f(\xi, \eta) \in\left(X_{\xi} \backslash X_{\eta}\right) \vee f(\xi, \eta) \in\left(X_{\eta} \backslash X_{\xi}\right)
$$

Define now a partition of $\kappa^{[2]}$ into $\lambda$ parts by

$$
F(\{\xi, \eta\})= \begin{cases}f(\xi, \eta) & \text { if } \xi<\eta \\ f(\eta, \xi) & \text { if } \eta<\xi\end{cases}
$$

and using 6 G .5 , let $I \subseteq \kappa$ be a homogeneous set for this partition, $\operatorname{card}(I)=\kappa$. Now check that we cannot have $\xi_{1}<\xi_{2}<\xi_{3}$ with $\xi_{1}, \xi_{2}, \xi_{3} \in I$ without an obvious contradiction.

The proof obviously shows that if every partition of $\kappa^{[2]}$ into $\lambda<\kappa$ parts has a homogeneous set of cardinality at least 3 , then $2^{\lambda}<\kappa$. Much stronger results can be proved about a measurable cardinal $\kappa$-it cannot be the first strongly inaccessible, it must have $\kappa$ strongly inaccessibles below it, it cannot be the least $\lambda$ with $\lambda$ strongly inaccessibles below it, etc.

In 6 A we saw that the hypothesis $\operatorname{Det}(\Lambda)$ implies a good deal of regularity for the pointsets in $\Lambda$. By modifying a bit those proofs, we can establish the same results for the sets in $\exists^{\mathcal{N}} \Lambda$, so in particular $\operatorname{Det}\left({\underset{\sim}{\boldsymbol{\Sigma}}}_{1}^{1}\right)$ (which is equivalent to $\operatorname{Det}\left({\underset{\sim}{\boldsymbol{\Pi}}}_{1}^{1}\right)$ by 6 A .4$)$ implies that every ${\underset{\sim}{2}}_{1}^{1}$ pointset $P$ is absolutely measurable, it has the property of Baire and it is either countable or it has a perfect subset. These regulation results for $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2}^{1}$ then follow from the hypothesis that some $\kappa \rightarrow\left(\aleph_{1}\right)$.

We now give brief outlines of these arguments.
6G.10. (a) (Martin). Suppose $\Lambda$ is an adequate pointclass closed under Borel substitution and assume $\operatorname{Det}(\Lambda)$; prove that every uncountable set $P$ in $\exists^{\mathcal{N}} \Lambda$ has a perfect subset.
(b) (Solovay [1969]). Infer that if there exists some cardinal $\kappa$ such that $\kappa \rightarrow\left(\aleph_{1}\right)$, then every uncountable $\underset{\sim}{\Sigma}{ }_{2}^{1}$ set has a perfect subset.

Hint. It is enough to prove the result for $P \subseteq \mathcal{N}$ as in 6A.12, so assume

$$
P(\alpha) \Longleftrightarrow(\exists \beta) Q(\alpha, \beta)
$$

with $Q$ in $\Lambda$ and recall the game $G$ which we associated with $Q$ in the hint to 6E.5. Following the same hint, $G$ is determined and if I wins $G$ then easily $P$ has a perfect subset; if II wins $G$ then any winning strategy $\tau$ for II can be used to enumerate $P$.

The second assertion follows immediately by Martin's theorem 6G.7.
6G.11. (a) (Kechris [1973]). Suppose $\Lambda$ is an adequate pointclass closed under Borel substitution and assume $\operatorname{Det}(\Lambda)$; prove that every pointset in $\exists^{\mathcal{N}} \Lambda$ has the property of Baire.
(b) (Solovay). Infer that if there exists a cardinal $\kappa$ such that $\kappa \rightarrow\left(\aleph_{1}\right)$, then every $\Sigma_{2}^{1}$ pointset has the property of Baire.

Hint. We will prove that under the hypotheses, each $A$ in $\exists^{\mathcal{N}} \Lambda$ is either meager or there is an $s$ such that $\bar{N}(s) \backslash A$ is meager, from which the result follows by 6A.15.

Suppose

$$
x \in A \Longleftrightarrow(\exists \alpha) Q(x, \alpha)
$$

with $Q$ in $\lambda$ and consider the following game which is a modification of the game $G^{* *}$ used in 6A.14. The players move as in Diagram 6G.4. The restrictions of the players are the same as in $G^{* *}$; if both players follow the rules to the end, then

$$
\text { I wins the run } \Longleftrightarrow Q(x, \alpha)
$$

where $x$ is the unique point in al the basic nbhds $N\left(s_{i}\right) \subseteq \mathcal{X}$ and $\alpha=\left(a_{0}, a_{1}, a_{2}, \ldots\right)$.
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Clearly $G$ is determined and it is easy to see as in 6A. 14 that if $A$ is meager then II wins $G$. Conversely, if II wins $G$ via $\sigma$ and $Q(x, \alpha)$ holds, call a sequence $s_{0}, \ldots, s_{n}$ of even length good (for $x, \alpha, \alpha$ ) if

$$
s_{0}, s_{1}, \alpha(0), \alpha(1), \ldots, \alpha(n-1), \alpha(n-2), s_{n-1}, s_{n}
$$

is the initial part of some play in $G$ in which the restrictions have been obeyed, II has followed $\sigma$ and $x \in \bar{N}\left(s_{n}\right)$. If $Q(x, \alpha)$, then clearly there must be a good sequence with no good extension; hence,

$$
\begin{aligned}
& x \in A \Longrightarrow \text { for some } s_{0}, a_{1}, a_{0}, a_{1}, \ldots, s_{n}, a_{n-1}, a_{n} \\
& \qquad \begin{aligned}
x & \in \bigcap\left\{\bar{N}\left(s_{n}\right) \backslash\right. \\
& N\left(\sigma\left(s_{0}, s_{1}, a_{0}, a_{1}, \ldots, s_{n}, a_{n-1}, a_{n}, s\right)\right): \\
& \left.\bar{N}(s) \subseteq \bar{N}\left(s_{n}\right) \& \operatorname{radius}(N(s)) \leq \frac{1}{2} \operatorname{radius}\left(N\left(s_{n}\right)\right)\right\}
\end{aligned}
\end{aligned}
$$

and the set on the right is clearly meager. Thus

$$
\begin{equation*}
\text { II wins } G \Longleftrightarrow A \text { is meager. } \tag{1}
\end{equation*}
$$

We also claim that

$$
\text { I wins } G \Longrightarrow \text { for some } s, \bar{N}(s) \backslash A \text { is meager. }
$$

To check this, let $s=s_{0}$ be the first move of I by a winning strategy $\sigma$ and for any $x$ call a sequence $s_{0}, s_{1}, a_{0}, a_{1}, \ldots, s_{n}$ ( $n$ even) good (for $x$ and $\sigma$ ) if it is played by the rules with I following $\sigma$ and $x \in \bar{N}\left(s_{n}\right)$. Easily, if $x \in\left(\bar{N}\left(s_{0}\right) \backslash A\right)$ then there must be a maximal good sequence (which may be the one-term sequence $s_{0}$ ) or else we would get a play establishing that $Q(x, \alpha)$ holds for some $\alpha$; thus

$$
\begin{aligned}
& x \in\left(\bar{N}\left(s_{0}\right) \backslash A\right) \Longrightarrow \text { for some } s_{1}, a_{0}, a_{1}, \ldots, s_{n} \\
& \qquad x \in \bigcap \bar{N}\left(s_{n}\right) \backslash N\left(\sigma_{*}\left(s_{0}, s_{1}, \ldots, s_{n}, s\right)\right): \\
& \left.\qquad \bar{N}(s) \subseteq \bar{N}\left(s_{n}\right) \& \operatorname{radius}(N(s)) \leq \frac{1}{2} \operatorname{radius}\left(N\left(s_{n}\right)\right)\right\}
\end{aligned}
$$

where $\sigma_{*}\left(s_{0}, s_{1}, \ldots, s_{n}, s\right)=s_{n+2}$ is the "nbhd code response" of I to II's play $s$. This implies immediately that $\bar{N}\left(s_{0}\right) \backslash A$ is meager.

6G.12. (a) (Kechris). Suppose $\Lambda$ is an adequate pointclass closed under Borel substitution and assume $\operatorname{Det}(\Lambda)$; prove that every pointset $A \subseteq \mathcal{X}$ in $\exists^{\mathcal{N}} \Lambda$ is absolutely measurable.
(b) (Solovay). Infer that if there exists a $\kappa$ such that $\kappa \rightarrow\left(\aleph_{1}\right)$, then every $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2}^{1}$ pointset is absolutely measurable.

Hint. Suppose first $A \subseteq{ }^{\omega} 2$ and for some $P \subseteq{ }^{\omega} 2 \times{ }^{\omega} 2$,

$$
\begin{equation*}
\alpha \in A \Longleftrightarrow\left(\exists \beta \in{ }^{\omega} 2\right) P(\alpha, \beta) . \tag{*}
\end{equation*}
$$

For each fixed Borel measure $\mu$ on ${ }^{\omega} 2$ and each $\varepsilon>0$ consider the modified covering game $G_{1}^{\mu}(A, \varepsilon)$ defined as follows. Players I and II make moves as in Diagram 6G.5. The restrictions are exactly like those in $G^{\mu}(A, \varepsilon)$ defined in 6A.17, except that the
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additional moves $b_{0}, b_{1}, \ldots$ of I must also be 0 or 1 and we insist that the sets $G_{n}$ produced by II satisfy $\mu\left(G_{n}\right) \leq \varepsilon / 2^{2 n+1}$. At the end of the run, binary sequences

$$
\begin{aligned}
\alpha & =\left(s_{0}, s_{1}, \ldots\right) \\
\beta & =\left(b_{0}, b_{1}, \ldots\right),
\end{aligned}
$$

have been played by I and II has defined a sequence $\left\{G_{n}\right\}_{n \in \omega}$ of finite unions of basic nbhds in ${ }^{\omega} 2$ with special properties. Set

$$
G=\bigcup_{n} G_{n}
$$

and put

$$
\text { I wins the run } \Longleftrightarrow \alpha \notin G \& P(\alpha, \beta) \text {. }
$$

It is now easy to mimic the proof of 6 A .17 and show that if $G_{1}^{\mu}(A, \varepsilon)$ is determined for each $\varepsilon>0$ and $A$ has no Borel subsets of $\mu$-measure $>0$, then $\mu(A)=0$.

Assume now the hypotheses on $\Lambda$ and check first that if $A \subseteq{ }^{\omega} 2$ is in $\exists^{\mathcal{N}} \Lambda$, then $A$ can be define from some $P$ as in $(*)$ above, using the $\Delta_{1}^{1}$ isomorphism of ${ }^{\omega} 2$ with $\mathcal{N}$. It follows that for each $A \subseteq{ }^{\omega} 2$, if $A \in \exists^{\mathcal{N}} \Lambda$, then the game $G_{1}^{\mu}(A, \varepsilon)$ is determined and hence if $A \in \exists^{\mathcal{N}} \Lambda$ and $A$ has no Borel subsets of $\mu$-measure $>0$, then $\mu(A)=0$.

Given $A \subseteq{ }^{\omega} 2$ in $\exists^{\mathcal{N}} \Lambda$, let $C={ }^{\omega} 2 \backslash A$ and choose a Borel set $\check{C} \supseteq C$ by 2 H. 7 so that $\breve{C} \backslash C=\check{C} \cap A$ contains no Borel set of $\mu$-measure $>0$. Since $\check{C} \in \exists^{\mathcal{N}} \Lambda$, we then have that $\mu(\breve{C} \cap A)=0$ so that $C$ and hence $A={ }^{\omega} 2 \backslash C$ is $\mu$-measurable.

The result holds for arbitrary product spaces $\mathcal{X}$ because it is clearly preserved under Borel isomorphisms.

Solovay's original proofs of these regularity results for ${\underset{\sim}{\Sigma}}_{2}^{1}$ depended heavily on metamathematical ideas. We will come back to them in Chapter 8, as the metamathematical approach illuminates these theorems from an interesting and very different point of view.

## 6H. Historical remarks

${ }^{1}$ As with so many other basic notions of our subject, infinite games were introduced into descriptive set theory by the Polish mathematicians of the period between the two world wars. Mazur invented the ${ }^{* *}$-game (for the reals) and conjectured its connection with category, 6A.14; Banach verified the conjecture but did not publish the proof. (Later Oxtoby [1957] proved a generalization of 6A. 14 to arbitrary topological spaces.)
${ }^{2}$ Gale and Stewart [1953] introduced into the literature the general notion of an infinite game of perfect information and began a systematic study of these games. They proved that closed (and open) games are determined and that not all games are determined and they asked some basic questions, e.g., if all Borel games are determined.
${ }^{3}$ Wolfe [1955] proved $\operatorname{Det}\left({\underset{\sim}{2}}_{0}^{0}\right)$ and some time later, Davis [1964] established $\operatorname{Det}\left({\underset{\sim}{\Sigma}}_{3}^{0}\right)$ in one of the fundamental early papers on the subject. For many years this was the strongest result in the direction of establishing determinacy, until Martin [1970] proved $\operatorname{Det}\left({\underset{\sim}{1}}_{1}^{1}\right)$ granting MC (the hypothesis that there exists at least one measurable cardinal). Using the new methods introduced by Martin and ideas of Baumgartner, Paris [1972] established $\operatorname{Det}\left({\underset{\sim}{2}}_{0}^{0}\right)$ in ZFC. Finally Martin [1975] completed this circle of results by proving the determinacy of all Borel sets in ZFC. The argument in Section 6F is a version of Martin's considerably simpler, second proof of this basic result in Martin [1985].
${ }^{4}$ By 6A.12, $\operatorname{Det}\left({\underset{\sim}{\Sigma}}_{1}^{1}\right)$ is not a theorem of $\mathbf{Z F C}$, and all proofs of determinacy for larger pointclasses similarly depend on large cardinal axioms, typically much stronger than MC; and while determinacy hypotheses cannot directly imply the existence of large cardinals (larger than some strongly inaccessible), it is often the case that for reasonable $\Lambda, \operatorname{Det}(\Lambda)$ is equivalent to the "analytical content" of some natural large cardinal hypothesis, suitably defined, cf. the remarks at the end of Section 8H. p. 468. This fundamental connection between two very different kinds of extensions of ZFC was realized gradually through the 1970s, primarily because of work of Martin, but it developed very rapidly after 1980 and it has produced the deepest and foundationally most significant results of our subject since the first edition of this book. For an expository account and a history of these developments, the reader can consult the introduction to Neeman [2004] and Steel [2007]. Here we will confine ourselves to a few remarks, necessarily somewhat vague because we do not have at hand the precise definitions of the relevant large cardinal axioms.

Martin [1980] showed that $\operatorname{Det}(\underset{\sim}{2})$ follows from the existence of a non-trivial, iterable elementary imbedding of some $V_{\kappa}$ into itself, and later Woodin established PD on the basis of similar, stronger axioms. These axioms can be viewed as natural extensions of MC, but they are very powerful, and the proofs of Martin and Woodin created the impression that PD was also an extremely strong hypothesis, stronger than all the then known large cardinal axioms. But in fact it is not: the seminal Foreman, Magidor, and Shelah [1988] (which was not primarily concerned with problems in descriptive set theory) introduced far-reaching new ideas and techniques and established that all sets in $L(\mathcal{N})$ are Lebesgue measurable from the existence of a supercompact cardinal, a relatively mild axiom in this context. Following this, Martin and Steel [1988], [1989] proved PD by assuming the existence of infinitely many Woodin cardinals, an axiom substantially weaker than the existence of a supercompact cardinal. Combined with Woodin [1988], this work also shows that a slightly stronger large cardinal hypothesis (still much weaker than the existence of a supercompact) implies that all sets in $L(\mathcal{N})$ are determined, a powerful proposition which we will discuss briefly in Section 7D and again in Chapter 8, with the proper definitions at hand. The Martin-Steel-Woodin Theorem has been without doubt the most fundamental advance in descriptive set theory since 1980 .
${ }^{5}$ In addition to proving $\operatorname{Det}\left({\underset{\sim}{3}}_{3}^{0}\right)$, Davis [1964] introduced the ${ }^{*}$-game (which he attributed to L. Dubins) and established the connection of this game with perfect sets, 6A. 10 and 6A. 11 .
${ }^{6}$ This interpretation of consequences of determinacy hypotheses was considered at about the same time by Mycielski and Steinhaus [1962], who introduced the false (in

ZFC) Axiom of (full) Determinacy

$$
\begin{aligned}
\mathbf{A D} & \Longleftrightarrow \operatorname{Det}(\operatorname{Power}(\mathcal{N})) \\
& \Longleftrightarrow \text { every subset of } \mathcal{N} \text { is determined. }
\end{aligned}
$$

They suggested that it may be useful to study an axiomatic set theory in which $\mathbf{A C}$ is replaced by AD, because it excludes peculiar counterexamples-all sets are absolutely measurable, they have the property of Baire, etc. (Mycielski [1964] further suggested that AD may be satisfied in some universe of sets smaller than the standard collection of all sets, perhaps one which contains $\mathcal{N}$-which in retrospect may be viewed as conjecturing the Martin-Steel-Woodin Theorem, proved more than 40 years later.)
${ }^{7}$ Proofs of the regularity results from $\mathbf{A D}$ were given in the sequence of papers Mycielski [1964], Mycielski and Swierczkowski [1964] and Mycielski [1966]. In our exposition in 6 A we have taken the point of view that these results relate $\operatorname{Det}(\Lambda)$ with the regularity of the pointsets in $\Lambda$, whenever $\Lambda$ is an arbitrary pointclass with certain reasonable closure properties. Now 6G.10-6G. 12 appear as refinements which establish the regularity of sets in $\exists^{\mathcal{N}} \Lambda$ from $\operatorname{Det}(\Lambda)$.
${ }^{8}$ At the same time, the proposal in Mycielski and Steinhaus [1962] to study consequences of the false hypothesis $\mathbf{A D}$ has led to a non-trivial and significant program. We will discuss it briefly in 7D. Let us just notice here Solovay's early result

$$
\mathbf{A D} \Longrightarrow \aleph_{1} \text { ia a measurable cardinal, }
$$

(7D.18) which witnessed in a spectacular fashion the power of AD beyond descriptive set theory.
${ }^{9}$ In the most important single contribution to the theory presented in this chapter, Blackwell [1967] gave a new proof of the Separation Theorem for ${\underset{\sim}{~}}_{1}^{1}$ sets which used the Gale-Stewart Theorem. Addison and Martin instantly saw the possibilities of this approach and independently established that $\operatorname{Det}(\underset{\sim}{\Delta} \underset{2}{1}) \Longrightarrow \operatorname{Reduction}\left(\Pi_{3}^{1}\right)$; then Martin again and Moschovakis (who heard Addison lecture on his results) proved independently the First Periodicity Theorem 6B.1. These theorems appeared in Addison and Moschovakis [1968] and Martin [1968] and started the sequence of results which has led to the present substantial structure theory for the projective sets and pointclasses on the basis of the hypothesis of Projective Determinacy.
${ }^{10}$ The few results on measurable and Ramsey cardinals which we covered in 6 G are well-known and we will not attempt to trace their history here; see Drake [1974].
${ }^{11}$ As we pointed out in the introduction to this chapter, Solovay's regularity results about $\Sigma_{2}^{1}$ sets were the first applications of the hypothesis MC (or any strong axioms for that matter) to problems in descriptive set theory. These were established at about 1965 and they were very well known among set theorists long before their (partial) publication in Solovay [1969]; they were instrumental in creating the climate where the use of strong hypotheses in descriptive set theory became tenable. Solovay's proofs were metamathematical (he used forcing) and had a very different flavor from the game-theoretic arguments we gave in 6G.10, 6G. 11 and 6G.12. We will come back to them in Chapter 8.

## CHAPTER 7

## THE RECURSION THEOREM

Kleene's Recursion Theorem is a very simple fact with remarkably broad and important consequences. Combined with techniques also pioneered by Kleene, it allows us in effect to define recursive partial functions by transfinite recursion and to obtain uniform versions of many results, in the sense of 3 H .

After proving the Recursion Theorem in a wide context in 7A, we will use it in 7B to establish the Suslin-Kleene Theorem, the central result of the effective theory. In 7C we will consider briefly the general theory of inductive definability (of relations) and in 7D we will look at some of the consequences of the so-called Axiom of (full) Determinacy.

It is perhaps an indication of the significance of the Recursion Theorem that this section on full determinacy come in this chapter; as it happens, one of the key lemmas in this most set theoretic part of our subject depends on the Recursion Theorem for its proof.

## 7A. Recursion in a $\Sigma^{*}$-pointclass

Let us call for convenience $\Gamma$ a $\Sigma^{*}$-pointclass if it is a $\Sigma$-pointclass which is $\omega$ parametrized and has the substitution property, as in 3 G -these are the pointclasses which carry a very smooth theory of $\Gamma$-recursion.

For each space $\mathcal{X}$, let

$$
G_{\Gamma}^{\mathcal{X} \times \omega}=G \subseteq \mathcal{N} \times \mathcal{X} \times \omega
$$

be the fixed (good) universal set for the $\underset{\sim}{\Gamma}$-subsets of $\mathcal{X} \times \omega$ and for each $\mathcal{Y}$ define the partial function

$$
U_{\Gamma}^{\mathcal{X}, \mathcal{Y}}=U: \mathcal{N} \times \mathcal{X} \rightharpoonup \mathcal{Y}
$$

as follows:

$$
\begin{aligned}
& U(\varepsilon, x) \downarrow \Longleftrightarrow \text { there exists a unique } y \in \mathcal{Y} \text { such that } \\
& \qquad(\forall s)\left[y \in N_{s} \Longleftrightarrow G(\varepsilon, x, s)\right], \\
& U(\varepsilon, x)=\text { the unique } y \text { such that }(\forall s)\left[y \in N_{s} \Longleftrightarrow G(\varepsilon, x, s)\right] ;
\end{aligned}
$$

in other words, $U$ is the largest partial function on $\mathcal{X}$ to $\mathcal{Y}$ which is computed on its domain by $G$. Finally, for each $\varepsilon \in \mathcal{N}$ define the partial function

$$
\{\varepsilon\}_{\Gamma}^{\mathcal{X}, \mathcal{Y}}=\{\varepsilon\}: \mathcal{X} \rightharpoonup \mathcal{Y}
$$

by

$$
\{\varepsilon\}(x)=U(\varepsilon, x) .
$$

(Sometimes $\varphi_{\varepsilon}$ of $f_{\varepsilon}$ is used for $\{\varepsilon\}$ but Kleene's original notation is well established and really easier to use in the long run.)

We will always omit the cumbersome superscripts and subscripts $\mathcal{X}, \mathcal{Y}, \Gamma$, unless they are necessary for clarity.

7A.1. Theorem (Kleene). Let $\Gamma$ be a fixed $\Sigma^{*}$-pointclass.
(i)] For each $\mathcal{X}, \mathcal{Y}$, the partial function

$$
U_{\Gamma}^{\mathcal{X}, \mathcal{Y}}=U: \mathcal{N} \times \mathcal{X} \rightharpoonup \mathcal{Y}
$$

is $\Gamma$-recursive on its domain.
(ii) A partial function $f: \mathcal{X} \rightarrow \mathcal{Y}$ is $\underset{\sim}{\Gamma}$-recursive on its domain, if and only if there is some $\varepsilon \in \mathcal{N}$ such that $f \subseteq\{\varepsilon\}$, i.e.,

$$
f(x) \downarrow \Longrightarrow f(x)=\{\varepsilon\}(x)
$$

(iii) A partial function $f: \mathcal{X} \rightharpoonup \mathcal{Y}$ is $\Gamma$-recursive on its domain, if and only if there is some recursive $\varepsilon \in \mathcal{N}$ such that $f \subseteq\{\varepsilon\}$, i.e.,

$$
f(x) \downarrow \Longrightarrow f(x)=\{\varepsilon\}(x)
$$

(iv) For each space $\mathcal{X}$ of type 0 or 1 and each $\mathcal{W}$, $\mathcal{Y}$, there is a recursive function

$$
S_{\Gamma}^{\mathcal{X}, \mathcal{W}, \mathcal{Y}}=S: \mathcal{N} \times \mathcal{X} \rightarrow \mathcal{N}
$$

such that for all $\varepsilon \in \mathcal{N}, x \in \mathcal{X}$,

$$
\{\varepsilon\}(x, w)=\{S(\varepsilon, x)\}(w) .
$$

Proof. (i) is immediate and (ii) and (iii) follow trivially from the properties of a good parametrization, 3H.1. To prove (iv), let

$$
S: \mathcal{N} \times \mathcal{X} \rightarrow \mathcal{N}
$$

be chosen by $3 H .1$ so that for all $\varepsilon, x, w, s$,

$$
G(\varepsilon, x, w, s) \Longleftrightarrow G(S(\varepsilon, x), w, s)
$$

The Recursion Theorem follows from this result by a simple (if somewhat subtle) diagonalization argument.

7A.2. Kleene's Recursion Theorem. ${ }^{(1)}$ Let $\Gamma$ be a $\Sigma^{*}$-pointclass and suppose

$$
f: \mathcal{N} \times \mathcal{X} \rightharpoonup \mathcal{Y}
$$

is $\underset{\sim}{\Gamma}$-recursive on its domain; then there exists a fixed $\varepsilon^{*} \in \mathcal{N}$ such that for all $x \in \mathcal{X}$,

$$
\begin{equation*}
f\left(\varepsilon^{*}, x\right) \downarrow \Longrightarrow\left[f\left(\varepsilon^{*}, x\right)=\left\{\varepsilon^{*}\right\}(x)\right] . \tag{*}
\end{equation*}
$$

In fact, there is a fixed recursive function $R(\alpha)$ depending only on the spaces $\mathcal{X}, \mathcal{Y}$ so that if $\alpha$ is a code of $f$ in the sense that

$$
f(\varepsilon, x) \downarrow \Longrightarrow f(\varepsilon, x)=\{\alpha\}(\varepsilon, x),
$$

then we can take

$$
\varepsilon^{*}=R(\alpha)
$$

in (*).
In particular, if $f$ is $\Gamma$-recursive on its domain, then we can find a recursive $\varepsilon^{*}$ which satisfies (*).

Proof. Given $\mathcal{X}$ and $\mathcal{Y}$, define

$$
g: \mathcal{N} \times \mathcal{N} \times \mathcal{X} \rightharpoonup \mathcal{Y}
$$

by

$$
g(\beta, \alpha, x)=\{\alpha\}(S(\beta, \beta, \alpha), x),
$$

where

$$
S: \mathcal{N} \times(\mathcal{N} \times \mathcal{N}) \rightarrow \mathcal{N}
$$

is recursive and satisfies (iv) of 7A.1. Clearly $g$ is $\Gamma$-recursive on its domain, so by 7A. 1 there is a fixed recursive $\varepsilon_{0}$ so that

$$
g(\beta, \alpha, x) \downarrow \Longrightarrow g(\beta, \alpha, x)=\left\{\varepsilon_{0}\right\}(\beta, \alpha, x)=\left\{S\left(\varepsilon_{0}, \beta, \alpha\right)\right\}(x)
$$

by the key property of the function $S$. Taking $\beta=\varepsilon_{0}$ in this implication, we obtain

$$
\{\alpha\}\left(S\left(\varepsilon_{0}, \varepsilon_{0}, \alpha\right), x\right)=\left\{S\left(\varepsilon_{0}, \varepsilon_{0}, \alpha\right)\right\}(x)
$$

and we can satisfy $(*)$ by setting

$$
\varepsilon^{*}=R(\alpha)=S\left(\varepsilon_{0}, \varepsilon_{0}, \alpha\right) .
$$

The Recursion Theorem has been described as a fixed point theorem for maps on the collection of $\Gamma$-recursive partial functions which are uniform in the coding for these objects introduced in 7A.1. This point of view is a little artificial when we consider partial functions whose domain is not in $\Gamma$, but in any case, the applications of the theorem are hard to couch in topological terms. They tend rather to exhibit a connection between this result and definition by recursion as the next result plainly shows.

7A.3. Theorem. If $\Gamma$ is a $\Sigma^{*}$-pointclass, then the collection of $\Gamma$-recursive (total) functions is closed under primitive recursion.

Proof. We are given total $\Gamma$-recursive maps

$$
\begin{aligned}
& g: \mathcal{X} \rightarrow \mathcal{Y} \\
& h: \mathcal{Y} \times \omega \times \mathcal{X} \rightarrow \mathcal{Y}
\end{aligned}
$$

and we define

$$
f: \omega \times \mathcal{X} \rightarrow \mathcal{Y}
$$

by the recursion

$$
\left\{\begin{aligned}
f(0, x) & =g(x) \\
f(m+1, x) & =h(f(m, x), m, x) .
\end{aligned}\right.
$$

To see that $f$ is also $\Gamma$-recursive, let

$$
\varphi(\varepsilon, m, x)= \begin{cases}g(x), & \text { if } m=0 \\ h(\{\varepsilon\}(m-1, x), m-1, x), & \text { if } m>0\end{cases}
$$

where

$$
\{\varepsilon\}(k, x)=U(\varepsilon, k, x)
$$

is $\Gamma$-recursive on its domain as a function of $\varepsilon, k, x$ by 7A.1. It is easy to check (using the substitution property) that $\varphi$ is $\Gamma$-recursive on its domain, so by the Recursion Theorem there is a fixed recursive $\varepsilon^{*}$ so that

$$
\varphi\left(\varepsilon^{*}, m, x\right) \downarrow \Longrightarrow\left[\varphi\left(\varepsilon^{*}, m, x\right)=\left\{\varepsilon^{*}\right\}(m, x)\right] .
$$

For this $\varepsilon^{*}$, then we have

$$
\begin{aligned}
& \left\{\varepsilon^{*}\right\}(0, x)=g(x) \\
& \left\{\varepsilon^{*}\right\}(m+1, x)=H\left(\left\{\varepsilon^{*}\right\}(m, x), m, x\right)
\end{aligned}
$$

which implies by a trivial induction on $m$ that $\left\{\varepsilon^{*}\right\}(m, x)$ is always defined and for each $m, x$,

$$
\left\{\varepsilon^{*}\right\}(m, x)=f(m, x) .
$$

Now $f$ is $\Gamma$-recursive by 7A.1, since $\varepsilon^{*}$ is recursive.
We will see in the exercises that the collection of partial functions which are $\Gamma$ recursive on their domain is also closed under primitive recursion (when $\Gamma$ is a $\Sigma^{*}$ pointclass), but this simple result already shows the power of the Recursion Theorem. Even for the simple case $\Gamma=\Sigma_{1}^{0}$ of ordinary recursion, this is the simplest known proof of 7A. 3 (for functions into spaces $\mathcal{Y}$ which are not of type 0 ).

## Exercises

Let us first consider a simple case of definition by effective transfinite recursion.
Suppose $\prec$ is a (strict) wellfounded relation with $\operatorname{Field}(\prec) \subseteq \mathcal{X}$ and

$$
f: \operatorname{Field}(\prec) \rightarrow \mathcal{Y}
$$

is defined by recursion on $\prec$, i.e., $f$ satisfies the equation

$$
\begin{equation*}
f(x)=G(\{(u, f(u)): u \prec x\}, x) \tag{1}
\end{equation*}
$$

which determines it uniquely on $\operatorname{Field}(\prec)$ (by induction). Now the map $G$ is defined on
$\operatorname{Domain}(G)=\{(h, x): x \in \operatorname{Field}(\prec)$ and $h: \mathcal{X} \rightharpoonup \mathcal{Y}$ is a partial

$$
\text { function with Domain }(h)=\{u: u \prec x\}\} ;
$$

we will say that $G$ is $\Gamma$-effective ( $\Gamma$ a $\Sigma^{*}$-pointclass) if there is a partial function

$$
g: \mathcal{N} \times \mathcal{X} \rightharpoonup \mathcal{Y}
$$

which is $\Gamma$-recursive on its domain and such that for each $\varepsilon \in \mathcal{N}$ and each $x \in \operatorname{Field}(\prec)$,

$$
\begin{aligned}
(\forall u)[u \prec x \Longrightarrow\{\varepsilon\}(u) \downarrow] & \\
& \Longrightarrow g(\varepsilon, x) \downarrow \& g(\varepsilon, x)=G(\{(u,\{\varepsilon\}(u)): u \prec x\}, x) .
\end{aligned}
$$

If $f$ is defined by (1) with a $\Gamma$-effective $G$, we say that $f$ is defined by $\Gamma$-effective recursion on $\prec$.

7A. 4 (Kleene. ${ }^{(1)}$ ). Show that if $\Gamma$ is a $\Sigma^{*}$-pointclass and $f: \mathcal{X} \rightharpoonup \mathcal{Y}$ is defined by $\Gamma$-effective recursion on some wellfounded relation $\prec$ such that Field $(\prec) \subseteq \mathcal{X}$, then $f$ is $\Gamma$-recursive on Field $(\prec)$.

Hint. Let $g$ "compute" $G$ as above and and choose a recursive $\varepsilon^{*} \in \mathcal{N}$ by the Recursion Theorem so that

$$
g\left(\varepsilon^{*}, x\right) \downarrow \Longrightarrow\left\{\varepsilon^{*}\right\}(x)=g\left(\varepsilon^{*}, x\right) ;
$$

now show by induction on $x \in \operatorname{Field}(\prec)$ that $f(x)=\left\{\varepsilon^{*}\right\}(x)$.

Notice that there are no effectivity hypotheses on the relation $\prec$ in this result and in fact we can obtain $\varepsilon^{*}$ in the proof directly from $g$, with no knowledge of the relation $\prec$; this is important in more subtle applications of this method where we define $\varepsilon^{*}$ before we even know that $\prec$ is wellfounded and then show that it has whatever properties we need if the relevant relation $\prec$ happens to be wellfounded.

7A.5. Prove that if $\Gamma$ is a $\Sigma^{*}$-pointclass, then the collection of partial functions which are $\Gamma$-recursive of their domain is closed under both minimalization and primitive recursion.

Hint. One must be a bit careful with the definitions. For minimalization,

$$
\mu i[g(x, i)=0]=w \Longleftrightarrow g(x, w)=0 \&(\forall i<w)(\exists j)[g(x, i)=j+1]
$$

and the argument uses only the assumption that $\Gamma$ is a $\Sigma$-pointclass. For primitive recursion we must understand the basic equations literally for partial functions $g, h$,

$$
\begin{aligned}
f(0, x) & =g(x), \\
f(m+1, x) & =h(f(m, x), m, x),
\end{aligned}
$$

so that for example if $f(m, x) \downarrow$, we must have $f(0, x), \ldots, f(m-1, x)$ all defined. The proof is the same as that of 7A.3.

It is occasionally useful (particularly in the effective theory) to give a coding in $\omega$ for the partial functions which are $\Gamma$-recursive on their domain. Fix a $\Sigma^{*}$-pointclass $\Gamma$ then and choose $G^{\mathcal{X}} \subseteq \omega \times \mathcal{X}$ for each $\mathcal{X}$ to be universal for $\Gamma \upharpoonright \mathcal{X}$ by 3 H .3 , so that the parametrization system $\left\{G^{\mathcal{X}}\right\}$ is good. Using the same notation as in the case of parametrizations in $\mathcal{N}$ (no conflict can arise), define the partial function

$$
U_{\Gamma}^{\mathcal{X}, \mathcal{Y}}=U: \omega \times \mathcal{X} \rightharpoonup \mathcal{Y}
$$

by

$$
\begin{aligned}
& U(e, x) \downarrow \Longleftrightarrow \text { there exists a unique } y \in \mathcal{Y} \text { such that } \\
& \qquad(\forall s)\left[y \in N_{s} \Longleftrightarrow G(e, x, s)\right], \\
& U(e, x)=\text { the unique } y \text { such that }(\forall s)\left[y \in N_{s} \Longleftrightarrow G(e, x, s)\right]
\end{aligned}
$$

and for each $e \in \omega$, define the partial function

$$
\{e\}_{\Gamma}^{\mathcal{X}, \mathcal{Y}}=\{e\}: \mathcal{X} \rightharpoonup \mathcal{Y}
$$

by

$$
\{e\}(x)=U(e, x) .
$$

7A.6. Let $\Gamma$ be a $\Sigma^{*}$-pointclass and define $U_{\Gamma}^{\mathcal{X}, \mathcal{Y}},\{e\}_{\Gamma}^{\mathcal{X}, \mathcal{Y}}$ as above.
(i) Show that each $U_{\Gamma}^{\mathcal{X}, \mathcal{Y}}$ is $\Gamma$ recursive on its domain.
(ii) Show that a partial function $f: \mathcal{X} \longrightarrow \mathcal{Y}$ is $\Gamma$-recursive on its domain if and only if there is some $e \in \omega$ so that

$$
f(x) \downarrow \Longrightarrow f(x)=\{e\}(x)
$$

(iii) Show that for each space $\mathcal{X}$ of type 0 and all $\mathcal{W}, \mathcal{Y}$, there is a recursive function

$$
S_{\Gamma}^{\mathcal{X}, \mathcal{W}, \mathcal{Y}}=S: \omega \times \mathcal{X} \rightarrow \omega
$$

such that for all $e \in \omega, x \in \mathcal{X}$,

$$
\{e\}=\{S(e, x)\},
$$

i.e., for all $e \in \omega, x \in \mathcal{X}, w \in \mathcal{W}$,

$$
\{e\}(x, w)=\{S(e, x)\}(w) .
$$

(iv) Show that if $f: \omega \times \mathcal{X} \rightharpoonup \mathcal{Y}$ is $\Gamma$-recursive on its domain, then there exists some $e^{*} \in \omega$ so that for all $x \in \mathcal{X}$,

$$
f\left(e^{*}, x\right) \downarrow \Longrightarrow\left[f\left(e^{*}, x\right)=\left\{e^{*}\right\}(x)\right] ;
$$

in fact we can take $e^{*}=r(a)$ where $r$ is a fixed recursive function (depending only on $\mathcal{X}, \mathcal{Y})$ and $a$ is any member of $\omega$ such that

$$
f(e, x) \downarrow \Longrightarrow f(e, x)=\{a\}(e, x) .
$$

Hint. Follow the proofs of 7A. 1 and 7A.2.
In the simple case $\Gamma=\Sigma_{1}^{0}$ and on spaces of type 0 , this result gives Kleene's original calculus of recursive partial functions.

## 7B. The Suslin-Kleene Theorem

The key ingredient in the proof of this central result of the effective theory is the method of definition by effective transfinite recursion which we described first in 7A.4. In fact the "constructive proof" of the Strong Separation Theorem 2E. 1 which we gave in Chapter 2 defines the separation sets by an effective recursion and all we have to do here is to recast that argument in the language of codings.

Let us first introduce a new coding of Borel sets which is somewhat easier to work with than the coding of 3 H . In this definition and in the rest of this section recursive always means $\Sigma_{1}^{0}$-recursive, i.e.,

$$
\{\varepsilon\}(x)=\{\varepsilon\}_{\Sigma_{1}^{0}}(x)
$$

We define by recursion on the countable ordinal $\xi$ the set $\mathrm{BC}_{\xi}$ of Borel Codes for $\Sigma_{\xi}^{0}$ as follows:

$$
\begin{gathered}
\mathrm{BC}_{0}=\{\alpha: \alpha(0)=0\}, \\
\mathrm{BC}_{\xi}=\left\{\alpha: \alpha(0)=1 \&(\forall n)\left[\left\{\alpha^{\star}\right\}(n) \downarrow \&\left\{\alpha^{\star}\right\}(n) \in \bigcup_{\eta<\xi} \mathrm{BC}_{\eta}\right]\right\},
\end{gathered}
$$

if $\xi>0$, where

$$
\alpha^{\star}(t)=\alpha(t+1)
$$

and $\left\{\alpha^{\star}\right\}: \omega \rightharpoonup \mathcal{N}$ is the partial function of 7A which is $\left(\Sigma_{1}^{0}\right)$ recursive on its domain. For each fixed space $\mathcal{X}$ and each $\xi$, we define the coding

$$
\pi c_{\xi}^{\mathcal{X}}: \mathrm{BC}_{\xi} \rightarrow \Sigma_{\xi}^{0} \upharpoonright \mathcal{X}
$$

by the recursion

$$
\begin{gathered}
\pi c_{0}^{\mathcal{X}}(\alpha)=N(\mathcal{X}, \alpha(1)), \\
\pi c_{\xi}^{\mathcal{X}}(\alpha)=\bigcup_{n}\left(\mathcal{X} \backslash \pi c_{\eta(n)}^{\mathcal{X}}\left(\left\{\alpha^{\star}\right\}(n)\right)\right)
\end{gathered}
$$

where

$$
\eta(n)=\text { least } \eta \text { so that }\left\{\alpha^{\star}\right\}(n) \in \mathrm{BC}_{\eta} .
$$

Finally, put

$$
\begin{aligned}
\mathrm{BC}=\bigcup_{\xi} \mathrm{BC}_{\xi} & =\text { the set of Borel codes, } \\
\pi c^{\mathcal{X}} & =\bigcup_{\xi} \pi c_{\xi}^{\mathcal{X}} .
\end{aligned}
$$

We will call $\pi c^{\mathcal{X}}(\alpha)$ the set with Borel code $\alpha$.
In addition to starting with the basic nbhds rather than arbitrary open sets, this coding differs from that of 3 H in the way we choose to code infinite sequences of irrationals: instead of the simple mapping

$$
\alpha \mapsto(\alpha)_{0},(\alpha)_{1},(\alpha)_{2}, \ldots,
$$

we took

$$
\alpha \mapsto\left\{\alpha^{\star}\right\}(0),\left\{\alpha^{\star}\right\}(1),\left\{\alpha^{\star}\right\}(2), \ldots
$$

which depends on the messy basic definitions of $\Sigma_{1}^{0}$-recursion and is not defined for all $\alpha$. There are technical advantages to this new coding which will become clear soon-and it is equivalent to the coding of 3 H as we will show in 7B. 8 .

Let us first prove a couple of simple lemmas about this coding.
7B.1. Lemma. (i) $\eta \leq \xi \Longrightarrow \mathrm{BC}_{\eta} \subseteq \mathrm{BC}_{\xi} \& \pi_{\eta}=\pi_{\xi} \upharpoonright \mathrm{BC}_{\eta}$, so that $\pi$ is a coding of the Borel subsets of $\mathcal{X}$ with BC the set of codes.
(ii) The class of Borel subsets of $\mathcal{X}$ is uniformly closed under complementation, countable union and countable intersection in the following precise sense.
(a) There is a recursive function $\boldsymbol{u}_{1}(\alpha)$ such that if $\alpha$ is a Borel code of some $A \subseteq \mathcal{X}$, then $\boldsymbol{u}_{1}(\alpha)$ is a Borel code of $\mathcal{X} \backslash A$.
(b) There is a recursive function $\boldsymbol{u}_{2}(\varepsilon)$ such that if for each $i,\{\varepsilon\}(i) \downarrow$ and $\{\varepsilon\}(i)$ is a Borel code of some set $A_{i} \subseteq \mathcal{X}$, then $\boldsymbol{u}_{2}(\varepsilon)$ is a Borel code of $\bigcup_{i} A_{i}$.
(c) There is a recursive function $\boldsymbol{u}_{3}(\varepsilon)$ such that if for each i, $\{\varepsilon\}(i) \downarrow$ and $\{\varepsilon\}(i)$ is a Borel code of some set $A_{i} \subseteq \mathcal{X}$, then $\boldsymbol{u}_{3}(\varepsilon)$ is a Borel code of $\bigcap_{i} A_{i}$.
(iii) If $P \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\Sigma_{n}^{0}$ or $\Pi_{n}^{0}$ and $\mathcal{X}$ is of type $\leq 1$, then there is a recursive function $\boldsymbol{u}_{4}: \mathcal{X} \rightarrow \mathcal{N}$ such that for each $x, \boldsymbol{u}_{4}(x)$ is a Borel code of the section $P_{x}=\{y: P(x, y)\}$.

Proof. (i) is immediate by induction on $\xi$.
For (ii) (a) choose a recursive $\varepsilon_{1}$ so that

$$
\varepsilon_{1}(\alpha, t)=\alpha \quad(\text { for all } t \in \omega, \alpha \in \mathcal{N})
$$

and define

$$
\theta_{1}(\alpha)=(1)^{\wedge} S\left(\varepsilon_{1}, a\right) ;
$$

now if $\boldsymbol{u}_{1}(\alpha)=\beta$, then $\beta(0)=1$ and $\beta^{\star}=S\left(\varepsilon_{1}, a\right)$ so that if $\alpha \operatorname{codes} A$, then for all $i$

$$
\left\{\beta^{\star}\right\}(i)=\left\{S\left(\varepsilon_{1}, a\right)\right\}(i)=\alpha
$$

and hence $\beta$ codes $\bigcup_{i}(\mathcal{X} \backslash A)=\mathcal{X} \backslash A$.
Similarly, for (ii) (b), choose a recursive $\varepsilon_{2}$ so that for all $\varepsilon, t$

$$
\left\{\varepsilon_{2}\right\}(\varepsilon, t)=\boldsymbol{u}_{1}(\{\varepsilon\}(t))
$$

and let

$$
\boldsymbol{u}_{2}(\varepsilon)=(1)^{\wedge} S\left(\varepsilon_{2}, \varepsilon\right) ;
$$

now if $\varepsilon$ satisfies the hypothesis, so each $\{\varepsilon\}(i)$ is a Borel code of $A_{i}$, then $\left\{S\left(\varepsilon_{2}, \varepsilon\right)\right\}(i)=$ $\boldsymbol{u}_{1}(\{\varepsilon\}(i))$ is a Borel code of $\mathcal{X} \backslash A_{i}$ for each $i$ and hence $\boldsymbol{u}_{2}(\varepsilon)$ is a Borel code of $\bigcup_{i}\left(\mathcal{X} \backslash\left(\mathcal{X} \backslash A_{i}\right)\right)=\bigcup_{i} A_{i}$.

The construction for part (c) is similar.

To prove (iii) by induction on $n$, suppose first that $P(x, y)$ is $\Sigma_{1}^{0}$ with $\mathcal{X}$ of type 0 or 1 . By 3C. 5 now (considering $\{(y, x): P(x, y)\}$ ) easily, there is a recursive $P^{*} \subseteq \mathcal{X} \times \omega^{2}$ so that

$$
P(x, y) \Longleftrightarrow(\exists t)\left\{y \in N(\mathcal{Y}, t) \&(\exists u) P^{*}(x, t, u)\right\}
$$

and contracting quantifiers,

$$
P(x, y) \Longleftrightarrow(\exists s)\left\{y \in N\left(\mathcal{Y},(s)_{0}\right) \& P^{*}\left(x,(s)_{0},(s)_{1}\right)\right\}
$$

Put now

$$
f(x, s)=(i \mapsto 0) \quad \text { if } \quad \neg P^{*}\left(x,(s)_{0},(s)_{1}\right),
$$

and if $P^{*}\left(x,(s)_{0},(s)_{1}\right)$ holds, let

$$
f(x, s)=\beta_{x, s}
$$

where

$$
\beta_{x, s}(0)=0, \quad \beta_{x, s}(i+1)=(s)_{0} .
$$

Clearly $f$ is recursive; if $\hat{f} \in \mathcal{N}$ is e recursive code for $f$ so that

$$
\begin{aligned}
f(x, s) & =\{\hat{f}\}(x, s) \\
& =\{S(\hat{f}, x)\}(s),
\end{aligned}
$$

then easily for each $s,\{S(\hat{f}, x)\}(s)$ is a Borel code of some nbhd $N^{\mathcal{X}, s} \subseteq \mathcal{Y}$ and

$$
P_{x}=\bigcup_{s} N^{\mathcal{X}, s} ;
$$

thus we can take

$$
\boldsymbol{u}_{4}(x)=\boldsymbol{u}_{2}(S(\hat{f}, x)) .
$$

The induction step is even easier using $\boldsymbol{u}_{1}$ and $\boldsymbol{u}_{3}$.
The second lemma is also quite simple but its proof illustrates the use of definitions by effective transfinite recursion.

Let us call a map

$$
\pi: \mathcal{X} \rightarrow \mathcal{Y}
$$

effectively Borel (or Borel in the coding) is a recursive function $\boldsymbol{v}: \omega \rightarrow \mathcal{N}$ such that for each $s, \boldsymbol{v}(s)$ is a Borel code for $\pi^{-1}[N(\mathcal{Y}, s)]$.

7B.2. Lemma. (i) For each product space $\mathcal{X}$, there is an effectively Borel and $\Delta_{1}^{1-}$ recursive injection

$$
\pi_{*}: \mathcal{X} \mapsto \mathcal{N}
$$

(ii) If $\pi: \mathcal{X} \rightarrow \mathcal{Y}$ is effectively Borel, then there is a recursive function $\boldsymbol{u}: \mathcal{N} \rightarrow \mathcal{N}$ such that whenever $\alpha$ is a Borel code of some $A \subseteq \mathcal{Y}$, then $\boldsymbol{u}(\alpha)$ is a Borel code of $\pi^{-1}[A]$.

Proof. (i) Go back to the proof of 1 G .2 and take for $\pi_{*}$ the $g$ defined there. Recalling that definition,

$$
\pi_{*}(x)=\alpha,
$$

where

$$
\alpha(n)=\text { least } k \text { such that } d\left(x, r_{k}\right) \leq 2^{-n-2}
$$

so that $\pi_{*}$ is easily an injection, and if

$$
B_{n, k}=\{\alpha: \alpha(n)=k\},
$$

then

$$
\pi^{-1}{ }_{*}\left[B_{n, k}\right]=\left\{x: d\left(x, r_{k}\right) \leq 2^{-n-2}\right\} \cap\left\{x:(\forall j<k) d\left(x, r_{j}\right)>2^{-j-2}\right\} ;
$$

thus the set

$$
P(n, k, x) \Longleftrightarrow \pi_{*}(x) \in B_{n, k}
$$

is easily $\Pi_{2}^{0}$ and by 7 B .1 there is a recursive $\boldsymbol{v}_{1}$ so that $\boldsymbol{v}_{1}(n, k)$ is a Borel code of $\pi^{-1}{ }_{*}\left[B_{n, k}\right]$. From this it is easy to get a recursive $v$ witnessing that $\pi_{*}$ is effectively Borel using again 7B.1.
(ii) If $\boldsymbol{v}$ witnesses that $\pi$ is effectively Borel, we clearly want to put

$$
\boldsymbol{u}(\alpha)=\boldsymbol{v}(\alpha(1)), \quad \text { if } \quad \alpha(0)=0
$$

but we need a transfinite recursion to define $\boldsymbol{u}(\alpha)$ for Borel codes $\alpha$ with $\alpha(0)=1$. We will define $\boldsymbol{u}$ by the Recursion Theorem, i.e., we will put

$$
\boldsymbol{u}(\alpha)=\left\{\varepsilon^{*}\right\}(\alpha)
$$

where $\{\varepsilon\}(\alpha)$ is defined for ordinary $\left(\Sigma_{1}^{0}\right)$ recursion and $\varepsilon^{*}$ is a recursive irrational so that for a suitable $h$,

$$
h\left(\varepsilon^{*}, \alpha\right) \downarrow \Longrightarrow\left\{\varepsilon^{*}\right\}(\alpha)=h\left(\varepsilon^{*}, \alpha\right) ;
$$

in fact $h$ will be total recursive, so that $\boldsymbol{u}$ will also be total.
Having decided on this plan of the proof, we are left with a simple coding problem in defining $h$.

Define $g$ by

$$
g(\varepsilon, \alpha, t)=\{\varepsilon\}\left(\left\{\alpha^{\star}\right\}(t)\right)
$$

and let $\hat{g}$ be a recursive irrational so that

$$
\{\varepsilon\}\left(\left\{\alpha^{\star}\right\}(t)\right) \downarrow \Longrightarrow\{\varepsilon\}\left(\left\{\alpha^{\star}\right\}(t)\right)=\{\hat{g}\}(\varepsilon, \alpha, t)=\{S(\hat{g}, \varepsilon, \alpha)\}(t) .
$$

Now put

$$
h(\varepsilon, \alpha)= \begin{cases}v(\alpha(1)) & \text { if } \alpha(0)=0 \\ (1)^{\wedge} S(\hat{g}, \varepsilon, \alpha) & \text { if } \alpha(0) \neq 0\end{cases}
$$

and choose a recursive $\varepsilon^{*}$ so that

$$
h\left(\varepsilon^{*}, \alpha\right)=\left\{\varepsilon^{*}\right\}(\alpha) .
$$

We claim that the function

$$
\boldsymbol{u}(\alpha)=\left\{\varepsilon^{*}\right\}(\alpha)
$$

has the required properties.
To check this, we establish by induction on $\xi$ that if $\alpha \in \mathrm{BC}_{\xi}$ and $\alpha$ codes the set $A=\pi c^{\mathcal{Y}}(\alpha)$, then $\boldsymbol{u}(\alpha)$ codes the set $\pi^{-1}[A] \subseteq \mathcal{Y}$.

The result is immediate for $\xi=0$ by the choice of $\boldsymbol{v}$.
Assuming $\xi>0$ if $\alpha \in \mathrm{BC}_{\xi}$, then $\alpha(0)=1$ and $\alpha$ codes the set

$$
A=\bigcup_{n}\left(\mathcal{Y} \backslash A_{n}\right)
$$

where for each $n,\left\{\alpha^{\star}\right\}(n)$ codes $A_{n}$ and $\left\{\alpha^{\star}\right\}(n) \in \bigcup_{n<\xi} \mathrm{BC}_{n}$. By induction hypothesis then, for each $n$ the irrational

$$
\begin{aligned}
\left\{S\left(\hat{g}, \varepsilon^{*}, \alpha\right)\right\}(n) & =\left\{\varepsilon^{*}\right\}\left(\left\{\alpha^{\star}\right\}(n)\right) \\
& =\boldsymbol{u}\left(\left\{\alpha^{\star}\right\}(n)\right)
\end{aligned}
$$

codes $\pi^{-1}\left[A_{n}\right]$, so that

$$
\boldsymbol{u}(\alpha)=(1)^{\wedge} S\left(\hat{g}, \varepsilon^{*}, \alpha\right)
$$

codes

$$
\begin{aligned}
\bigcup_{n}\left(\mathcal{X} \backslash \pi^{-1}\left[A_{n}\right]\right) & =\pi^{-1} \bigcup_{n}\left[\mathcal{Y} \backslash A_{n}\right] \\
& =\pi^{-1}[A] .
\end{aligned}
$$

We wrote this proof up in full detail to illustrate the method-quite often in the future we will simply summarize the key ideas involved and leave out the details.

Let us now turn to the key result of this section.
It is convenient here to define a tree $T$ on $\omega \times \omega$ as a set of sequence codes (in $\omega$ ) $\left\langle\left\langle t_{0}, \xi_{0}\right\rangle, \ldots,\left\langle t_{n-1}, \xi_{n-1}\right\rangle\right\rangle$ of finite sequences of pairs of integers closed under initial segments. Let us say that an irrational $\tau \in \mathcal{N}$ codes the tree $T$ if

$$
\left\langle\left\langle t_{0}, \xi_{0}\right\rangle, \ldots,\left\langle t_{n-1}, \xi_{n-1}\right\rangle\right\rangle \in T \Longleftrightarrow \tau\left(\left\langle\left\langle t_{0}, \xi_{0}\right\rangle, \ldots,\left\langle t_{n-1}, \xi_{n-1}\right\rangle\right\rangle\right)=1 .
$$

Similarly for a tree $J$ on $\omega \times \omega \times \omega ; \alpha$ codes $J$, if

$$
\begin{aligned}
\left\langle\left\langle t_{0}, \xi_{0}, \eta_{0}\right\rangle, \ldots,\left\langle t_{n-1}, \xi_{n-1}, \eta_{n-1}\right\rangle\right\rangle & \in J \\
& \Longleftrightarrow \alpha\left(\left\langle\left\langle t_{0}, \xi_{0}, \eta_{0}\right\rangle, \ldots,\left\langle t_{n-1}, \xi_{n-1}, \eta_{n-1}\right\rangle\right\rangle\right)=1 .
\end{aligned}
$$

It is clear that any code $\tau$ (or $\alpha$ ) determines completely the tree $T$ (or $J$ ).
As in Chapter 2, the projection $\mathfrak{p}[T]$ of tree $T$ on $\omega \times \omega$ is a subset of $\mathcal{N}$,

$$
\mathfrak{p}[T]=\left\{\alpha:\left(\exists f \in{ }^{\omega} \omega\right)(\forall n)[\langle\langle\alpha(0), f(0)\rangle, \ldots,\langle\alpha(n-1), f(n-1)\rangle\rangle \in T]\right\} .
$$

7B.3. The Effective Strong Separation Theorem. There is a recursive function $\boldsymbol{u}: \mathcal{N} \times \mathcal{N} \rightarrow \mathcal{N}$ such that whenever $\tau$ and $\sigma$ code respectively trees $T$ and $S$ with

$$
\mathfrak{p}[T] \cap \mathfrak{p}[S]=\emptyset,
$$

then $\boldsymbol{u}(\tau, \sigma)$ is a Borel code of some set $C$ which separates $\mathfrak{p}[T]$ from $\mathfrak{p}[S]$, i.e.,. ${ }^{(2)}$

$$
\mathfrak{p}[T] \subseteq C, \quad C \cap \mathfrak{p}[S]=\emptyset .
$$

Proof. Following closely the constructive proof of 2E.1, let us associate with any two trees of pairs $T$ and $S$ on $\omega \times \omega$ the tree of triples $J$,

$$
\begin{aligned}
\left\langle\left\langle t_{0}, \xi_{0}, \eta_{0}\right\rangle, \ldots,\left\langle t_{n-1}, \xi_{n-1}, \eta_{n-1}\right\rangle\right\rangle & \in J \\
& \Longleftrightarrow\left\langle\left\langle t_{0}, \xi_{0}\right\rangle, \ldots,\left\langle t_{n-1}, \xi_{n-1}\right\rangle\right\rangle \in T \&\left\langle\left\langle t_{0}, \eta_{0}\right\rangle, \ldots,\left\langle t_{n-1}, \eta_{n-1}\right\rangle\right\rangle \in S .
\end{aligned}
$$

To simplify notation, let $f(u), h(u)$ be recursive functions such that if

$$
u=\left\langle\left\langle t_{0}, \xi_{0}, \eta_{0}\right\rangle, \ldots,\left\langle t_{n-1}, \xi_{n-1}, \eta_{n-1}\right\rangle\right\rangle,
$$

then

$$
\begin{aligned}
f(u) & =\left\langle\left\langle t_{0}, \xi_{0}\right\rangle, \ldots,\left\langle t_{n-1}, \xi_{n-1}\right\rangle\right\rangle, \\
h(u) & =\left\langle\left\langle t_{0}, \eta_{0}\right\rangle, \ldots,\left\langle t_{n-1}, \eta_{n-1}\right\rangle\right\rangle .
\end{aligned}
$$

(Notice that throughout this argument the variables $\xi_{i}, \eta_{j}$ vary over $\omega$, as the $\kappa$ of 2E. 1 is $\omega$ here.)

Now if $\tau$ and $\sigma$ code trees $T$ and $S$, a code of $J$ is easily $j(\tau, \sigma)$ where $j$ is a fixed recursive function such that

$$
j(\tau, \sigma)(u)=1 \Longleftrightarrow \tau(f(u))=1 \& \sigma(h(u))=1 .
$$

As in 2E.1, let

$$
A_{v}=\mathfrak{p}\left[T_{v}\right], \quad B_{v}=\mathfrak{p}\left[S_{v}\right],
$$

where $v$ varies over sequence codes. Clearly

$$
A=\mathfrak{p}[T]=\mathfrak{p}\left[T_{1}\right], \quad A=\mathfrak{p}[S]=\mathfrak{p}\left[S_{1}\right],
$$

recalling that $1=\langle \rangle$ codes the empty sequence.
We aim to define a recursive function

$$
\boldsymbol{u}^{*}: \mathcal{N} \times \mathcal{N} \times \omega \rightarrow \mathcal{N}
$$

such that whenever $\tau$ and $\sigma$ code trees $T$ and $S$ with $\mathfrak{p}[T] \cap \mathfrak{p}[S]=\emptyset$ and $u=$ $\left\langle\left\langle t_{0}, \xi_{0}, \eta_{0}\right\rangle, \ldots,\left\langle t_{n-1}, \xi_{n-1}, \eta_{n-1}\right\rangle\right\rangle$, then $\boldsymbol{u}^{*}(\tau, \sigma, u)$ is a Borel code of a set

$$
C_{u}=C(\tau, \sigma, u)
$$

which separates $\mathfrak{p}\left[T_{f(u)}\right]$ from $\mathfrak{p}\left[S_{h(u)}\right]$. The proof will be completed by taking

$$
\boldsymbol{u}(\tau, \sigma)=\boldsymbol{u}^{*}(\tau, \sigma, 1) .
$$

The definition of $\boldsymbol{u}^{*}$ will be by the Recursion Theorem, i.e., we will take

$$
\boldsymbol{u}^{*}(\tau, \sigma, u)=\left\{\varepsilon^{*}\right\}(\tau, \sigma, u),
$$

where $\left\{\varepsilon^{*}\right\}$ is defined for ordinary $\left(\Sigma_{1^{-}}^{0}\right)$ recursion and $\varepsilon^{*}$ is a recursive irrational, chosen so that

$$
g\left(\varepsilon^{*}, \tau, \sigma, u\right) \downarrow \Longrightarrow\left\{\varepsilon^{*}\right\}(\tau, \sigma, u)=g\left(\varepsilon^{*}, \tau, \sigma, u\right) ;
$$

in fact $g$ will be a total recursive function, so that $\boldsymbol{u}^{*}$ will also be total.
In the proof of 2 E .1 , the sets $C_{u}$ were defined by bar recursion on the tree $J$ determined by $T$ and $S$ which is wellfounded when $\mathfrak{p}[T] \cap \mathfrak{p}[S]=\emptyset$. Here, obviously we must choose $g$ so that (when $\tau$ and $\sigma$ code trees $T$ and $S$ with $\mathfrak{p}[T] \cap \mathfrak{p}[S]=\emptyset$ ) it proves that this bar recursion is effective in the sense of 7 A . Of course, the definition must make sense for arbitrary $\tau, \sigma, u$ so that we get a total recursive function.

With this plan of attack, it is only a simple matter of manipulating the coding to define $g$. Let us first prove a lemma that reduces the construction of a code for $C(\tau, \sigma, u)$ to constructing codes for the sets $D_{t, \xi, s, \eta}$ in the proof of 2E.1.

Lemma. There is a recursive function $\boldsymbol{v}(\varepsilon)$ such that if $\{\varepsilon\}(t, \xi, s, \eta)$ is defined for each $t, \xi, s, \eta$ and codes a Borel set $D_{t, \xi, s, \eta}$, then $\boldsymbol{v}(\varepsilon)$ is a Borel code of the set

$$
\bigcup_{t, \xi} \bigcap_{s, \eta} D_{t, \xi, s, \eta} .
$$

Proof. Recall the recursive function $\boldsymbol{u}_{2}$ and $\boldsymbol{u}_{3}$ of 7 B. 1 which construct codes for countable unions and intersections of Borel sets and define the recursive functions $\boldsymbol{v}_{1}$, $\boldsymbol{v}_{2}, \boldsymbol{v}_{3}$,

$$
\begin{aligned}
\boldsymbol{v}_{1}(\varepsilon, t, \xi, s) & =\boldsymbol{u}_{3}(S(\varepsilon, t, \xi, s)), \\
\boldsymbol{v}_{2}(\varepsilon, t, \xi) & =\boldsymbol{u}_{3}\left(S\left(\hat{\boldsymbol{v}}_{1}, \varepsilon, t, \xi\right)\right), \\
\boldsymbol{v}_{3}(\varepsilon, t) & =\boldsymbol{u}_{2}\left(S\left(\hat{\boldsymbol{v}}_{2}, \varepsilon, t\right)\right), \\
\boldsymbol{v}(\varepsilon) & =\boldsymbol{u}_{2}\left(S\left(\hat{\boldsymbol{v}}_{3}, \varepsilon\right)\right),
\end{aligned}
$$

where $\hat{\boldsymbol{v}}_{1}, \hat{\boldsymbol{v}}_{2}, \hat{\boldsymbol{v}}_{3}$ are recursive irrationals successively chosen so that

$$
\begin{aligned}
\boldsymbol{v}_{1}(\varepsilon, t, \xi, s) & =\left\{\hat{\boldsymbol{v}}_{1}\right\}(\varepsilon, t, \xi, s), \\
\boldsymbol{v}_{2}(\varepsilon, t, \xi) & =\left\{\hat{\boldsymbol{v}}_{\boldsymbol{2}}\right\}(\varepsilon, t, \xi), \\
\boldsymbol{v}_{3}(\varepsilon, t) & =\left\{\hat{\boldsymbol{v}}_{3}\right\}(\varepsilon, t) .
\end{aligned}
$$

Assuming now that $\varepsilon$ satisfies the hypotheses,

$$
\{S(\varepsilon, t, \xi, s)\}(\eta)=\{\varepsilon\}(t, \xi, s, \eta)
$$

codes $D_{t, \xi, \xi, \eta}$ for each $\eta$, hence

$$
\boldsymbol{v}_{1}(\varepsilon, t, \xi, s)=\boldsymbol{u}_{3}(S(\varepsilon, t, \xi, s))
$$

$\operatorname{codes} \bigcap_{\eta} D_{t, \xi, s, \eta} ;$ but

$$
\boldsymbol{v}_{1}(\varepsilon, t, \xi, s)=\left\{S\left(\hat{\boldsymbol{v}}_{1}, t, \xi\right)\right\}(s),
$$

so that

$$
\boldsymbol{v}_{2}(\varepsilon, t, \xi)=\boldsymbol{v}_{3}\left(S\left(\hat{\boldsymbol{v}}_{1}, t, \xi\right)\right)
$$

codes $\bigcap_{s} \bigcap_{\eta} D_{t, \xi, s, \eta}=\bigcap_{s, \eta} D_{t, \xi, s, \eta}$. Continuing the same argument, we easily check that $\boldsymbol{v}(\varepsilon)$ codes the required set.
$\dashv$ (Lemma)
Going back to the proof of the theorem, let us define (by cases) a partial function $d(\varepsilon, \tau, \sigma, u, t, \xi, s, \eta)$ so that the following hold. (After $\varepsilon$ is fixed by the Recursion Theorem, $d(\varepsilon, \tau, \sigma, u, t, \xi, s, \eta)$ will give a Borel code of the set $D_{t, \xi, s, \eta}$ in the proof of 2 E .1 .)
(1) If $t=s$ and $j(\tau, \sigma)(u *\langle t, \xi, \eta\rangle)=1$, then

$$
d(\varepsilon, \tau, \sigma, u, t, \xi, s, \eta)=\{\varepsilon\}(\tau, \sigma, u *\langle t, \xi, \eta\rangle) .
$$

(2) If $t \neq s$, then

$$
d(\varepsilon, \tau, \sigma, u, t, \xi, s, \eta)=d_{2}(u, t)
$$

where $d_{2}(u, t)$ is a recursive function which gives a Borel code of $\{\alpha: \alpha(\ln (u))=t\}-$ this is easy to get.
(3) If $t=s \& \tau(u *\langle t, \xi, \eta\rangle) \neq 1$, then

$$
d(\varepsilon, \tau, \sigma, u, t, \xi, s, \eta)=d_{0},
$$

where $d_{0}$ is a fixed (recursive) Borel code of $\emptyset$.
(4) If $t=s \& \sigma(u *\langle t, \xi, \eta\rangle) \neq 1$, then

$$
d(\varepsilon, \tau, \sigma, u, t, \xi, s, \eta)=d_{1}
$$

where $d_{1}$ is a fixed (recursive) Borel code of $\mathcal{N}$.
It is clear that $d$ is recursive on its domain, so let $\hat{d} \in \mathcal{N}$ be recursive so that

$$
\begin{aligned}
& d(\varepsilon, \tau, \sigma, u, t, \xi, s, \eta) \downarrow \\
& \Longrightarrow d(\varepsilon, \tau, \sigma, u, t, \xi, s, \eta)=\{\hat{d}\}(\varepsilon, \tau, \sigma, u, t, \xi, s, \eta) \\
&=\{S(\hat{d}, \varepsilon, \tau, \sigma, u)\}(t, \xi, s, \eta)
\end{aligned}
$$

and finally put

$$
g(\varepsilon, \tau, \sigma, u)=\boldsymbol{v}(S(\hat{d}, \varepsilon, \tau, \sigma, u)) .
$$

Obviously $g$ is a total recursive function.
Now following our original plan for the proof, choose a recursive $\varepsilon^{*}$ by the Recursion Theorem so that

$$
g\left(\varepsilon^{*}, \tau, \sigma, u\right)=\left\{\varepsilon^{*}\right\}(\tau, \sigma, u)
$$

and let

$$
\boldsymbol{u}^{*}(\tau, \sigma, u)=\left\{\varepsilon^{*}\right\}(\tau, \sigma, u) .
$$

To prove that $\boldsymbol{u}^{*}$ has the required properties, suppose $\tau$ and $\sigma$ code trees $T$ and $S$ so that $\mathfrak{p}[T] \cap \mathfrak{p}[S]=\emptyset$, and let $J$ be the tree of triples (with code $j(\tau, \sigma)$ ) we associated
with $T$ and $S$ and which is now wellfounded. We check by bar recursion on $j$ that if $u \in J$, then $\boldsymbol{u}^{*}(\tau, \sigma, u)$ codes a Borel set $C_{u}$ that separates $\mathfrak{p}\left[T_{f(u)}\right]$ from $\mathfrak{p}\left[S_{h(u)}\right]$ by looking over the steps in the constructive proof of 2 E .1 and verifying that (for the fixed $T, S), d(\varepsilon, \tau, \sigma, u, t, \xi, s, \eta)$ codes the set $D_{t, \xi, s, \eta}$ and $\boldsymbol{u}^{*}(\tau, \sigma, u)$ codes the set $C_{u} . \dashv$

Recall the coding of ${\underset{\sim}{1}}_{1}^{1}$ sets which we introduced in 3 H : for each $\mathcal{X}$, fix a $\Sigma_{1}^{1}$ set $G^{\mathcal{X}} \subseteq \mathcal{N} \times \mathcal{X}$ which is universal for ${\underset{\sim}{\Sigma}}_{1}^{1}$ and call $\alpha$ a ${\underset{\sim}{1}}_{1}^{1}$-code for $A \subseteq \mathcal{X}$ if

$$
A=G_{\alpha}^{\mathcal{X}}=\left\{x: G^{\mathcal{X}}(\alpha, x)\right\} .
$$

A ${\underset{\sim}{1}}_{1}^{1}$-code for a set $C$ is any $\alpha$ such that $(\alpha)_{0}$ is a $\Sigma_{1}^{1}$-code for $A$ and $(\alpha)_{1}$ is a ${\underset{\sim}{1}}_{1}^{1}$-code for $\mathcal{X} \backslash C$.

We customarily assume that the system $\left\{G^{\mathcal{X}}\right\}$ is a good parametrization (in $\Sigma_{1}^{1}$ for $\underset{\sim}{1}{ }_{1}^{1}$ ) in the sense of 3 H , but this is not necessary for the Suslin-Kleene theorem.

7B.4. The Suslin-Kleene Theorem (Kleene ${ }^{(2)}$ ). For each product space $\mathcal{X}$, there is a recursive function $\boldsymbol{v}: \mathcal{N} \times \mathcal{N} \rightarrow \mathcal{N}$ such that if $\alpha$, $\beta$ are ${\underset{N}{1}}_{1}^{1}$-codes of sets $A, B \subseteq \mathcal{X}$, respectively and $A \cap B=\emptyset$, then $\boldsymbol{v}(\alpha, \beta)$ is a Borel code of some set $C$ which separates $A$ from $B$, i.e.,

$$
A \subseteq C, \quad C \cap B=\emptyset
$$

In particular, for each $\mathcal{X}$, there is a recursive function $\boldsymbol{v}^{*}: \mathcal{N} \rightarrow \mathcal{N}$ such that if $\alpha$ is a $\underset{\sim}{\Delta}{ }_{1}^{1}$-code of $A \subseteq \mathcal{X}$, then $\boldsymbol{v}^{*}(\alpha)$ is a Borel code of $A$.

Proof. Take first $\mathcal{X}=\mathcal{N}$, let $G \subseteq \mathcal{N} \times \mathcal{N}$ be $\Sigma_{1}^{1}$ and universal for ${\underset{\sim}{1}}_{1}^{1}$ and choose by 4A.1(i) a recursive $Q$ such that

$$
\begin{gathered}
G(\alpha, \beta) \Longleftrightarrow(\exists \gamma)(\forall t) Q(\alpha, \bar{\beta}(t), \bar{\gamma}(t)), \\
Q(\alpha, \bar{\beta}(t), \bar{\gamma}(t)) \& s<t \Longrightarrow Q(\alpha, \bar{\beta}(s), \bar{\gamma}(s)) .
\end{gathered}
$$

For each $\alpha$, the set of sequence codes

$$
T^{(\alpha)}=\{\langle\bar{\beta}(t), \bar{\gamma}(t)\rangle: t \in \omega \& \neg Q(\alpha, \bar{\beta}(t), \bar{\gamma}(t))\}
$$

is clearly a tree and in fact

$$
G_{\alpha}=\mathfrak{p}\left[T^{(\alpha)}\right] ;
$$

moreover (easily) there is a recursive function $\boldsymbol{u}_{1}$ such that for each $\alpha, \theta_{1}(\alpha)$ is a code of $T^{(\alpha)}$. Letting $\boldsymbol{u}: \mathcal{N} \times \mathcal{N} \rightarrow \mathcal{N}$ be the recursive function of 7B.3, we can then take for the space $\mathcal{N}$,

$$
\boldsymbol{v}(\alpha, \beta)=\boldsymbol{u}\left(\boldsymbol{u}_{1}(\alpha), \boldsymbol{u}_{1}(\beta)\right) .
$$

If $\mathcal{X}$ is any product space, let

$$
\pi: \mathcal{X} \longmapsto{ }^{\omega} \omega
$$

be an effectively Borel injection by 7B. 2 and notice that the image $\pi[\mathcal{X}]$ is easily $\Delta_{1}^{1}$. Fix a good universal set $G \subseteq \mathcal{N} \times \mathcal{N}$ in $\Sigma_{1}^{1}$ and let $G^{\mathcal{X}} \subseteq \mathcal{N} \times \mathcal{X}$ be any $\Sigma_{1}^{1}$ set universal for $\Sigma_{\sim}^{1}$, relative to which we have defined the codings. Put

$$
P(\alpha, \beta) \Longleftrightarrow \beta \in \pi[\mathcal{X}] \& G^{\mathcal{X}}\left(\alpha, \pi^{-1}(\beta)\right) ;
$$

now $P$ is $\Sigma_{1}^{1}$, so that for a fixed recursive $\varepsilon_{0}$,

$$
\begin{aligned}
P(\alpha, \beta) & \Longleftrightarrow G\left(\varepsilon_{0}, \alpha, \beta\right) \\
& \Longleftrightarrow G\left(S\left(\varepsilon_{0}, \alpha\right), \beta\right)
\end{aligned}
$$

with a recursive $S$. Thus,

$$
\begin{aligned}
G^{\mathcal{X}}(\alpha, x) & \Longleftrightarrow P(\alpha, \pi(x)) \\
& \Longleftrightarrow G\left(S\left(\varepsilon_{0}, \alpha\right), \pi(x)\right) .
\end{aligned}
$$

By the result about $\mathcal{N}$, if $G_{\alpha}^{\mathcal{X}} \cap G_{\beta}^{\mathcal{X}}=\emptyset$, then $\boldsymbol{v}\left(S\left(\varepsilon_{0}, \alpha\right), S\left(\varepsilon_{0}, \beta\right)\right)$ is a Borel code of a set that separates $\pi\left[G_{\alpha}^{\mathcal{X}}\right]$ from $\pi\left[G_{\beta}^{\mathcal{X}}\right]$. If we now take $\boldsymbol{u}: \mathcal{N} \rightarrow \mathcal{N}$ to be the recursive function of 7 B. 2 for $\pi$, we see that $\boldsymbol{u}\left(\boldsymbol{v}\left(S\left(\varepsilon_{0}, \alpha\right), S\left(\varepsilon_{0}, \beta\right)\right)\right)$ is a Borel code of some $C \subseteq \mathcal{X}$ which separates $G_{\alpha}^{\mathcal{X}}$ from $G_{\beta}^{\mathcal{X}}$.

The second assertion follows immediately.
There is a simple converse to the Suslin-Kleene Theorem.
7B.5. Theorem. Assume that we code the ${\underset{\sim}{\Delta}}_{1}^{1}$ pointsets using good parametrizations for $\underset{\sim}{\Sigma_{1}^{1}}$ in $\Sigma_{1}^{1}$; then for each space $\mathcal{X}$, there is a recursive function $\boldsymbol{u}: \mathcal{N} \rightarrow \mathcal{N}$ such that if $\alpha$ is a Borel code of some $A \subseteq \mathcal{X}$, then $\boldsymbol{u}(\alpha)$ is a $\underset{\sim}{\Delta}{ }_{1}^{1}$ code of $A$.

Proof. Suppose $G \subseteq \mathcal{N} \times \mathcal{X}$ parametrizes ${\underset{\sim}{\Sigma}}_{1}^{1}$ in $\Sigma_{1}^{1}$ so that a ${\underset{\sim}{\Delta}}_{1}^{1}$-code for $A \subseteq \mathcal{X}$ is any $\alpha$ such that

$$
\begin{aligned}
x \in A & \Longleftrightarrow G\left((\alpha)_{0}, x\right) \\
& \Longleftrightarrow \neg G\left((\alpha)_{1}, x\right) .
\end{aligned}
$$

We will define the function $\boldsymbol{u}$ by the Recursion Theorem, so that

$$
\boldsymbol{u}(\alpha)=g\left(\varepsilon^{*}, \alpha\right)
$$

where $g$ will be a (total) recursive function and $\varepsilon^{*}$ will be recursive and chosen so that

$$
\begin{equation*}
g\left(\varepsilon^{*}, \alpha\right)=\left\{\varepsilon^{*}\right\}(\alpha) . \tag{*}
\end{equation*}
$$

After that we will prove by induction on $\xi$ that, if $\alpha \in \mathrm{BC}_{\xi}$ and codes the set $A \subseteq \mathcal{X}$, then $\boldsymbol{u}(\alpha)$ is a ${\underset{\sim}{1}}_{1}^{1}$-code for $A$.

In defining $g(\varepsilon, \alpha)$ it is convenient to talk of the "basis," the "induction step" and the "induction hypothesis" that $\{\varepsilon\}(\beta)$ "must satisfy" when $\beta \in \bigcup_{\eta<\xi} \mathrm{BC}_{\eta}$, as if we were giving an ordinary definition by transfinite recursion and we already knew that $g(\varepsilon, \alpha)=\{\varepsilon\}(\alpha)$ and $\alpha \in \mathrm{BC}_{\xi}$ for some $\xi$. Of course the definition must make sense for arbitrary $\varepsilon, \alpha$ and $g$ must be recursive; but after $g$ is defined and $\varepsilon$ is fixed to be some $\varepsilon^{*}$ satisfying $(*)$ above, then these informal comments in the definition of $g$ lead easily to a proof that $\boldsymbol{u}(\alpha)=\left\{\varepsilon^{*}\right\}(\alpha)$ has the required properties.

Basis. If $\alpha(0)=0$, set

$$
\begin{equation*}
g(\varepsilon, \alpha)=g_{0}(\alpha(1)) \tag{1}
\end{equation*}
$$

where $g_{0}$ is recursive and such that for each $s, g_{0}(s)$ is a ${\underset{\sim}{\Delta}}_{1}^{1}$-code of the basis $n b h d$ $N(\mathcal{X}, s)$. This is easy to construct.

Induction Step. $\alpha(0) \neq 0$ (including the case $\alpha(0)=1$ in which we are interested). We may assume here that $\left\{\alpha^{\star}\right\}(i)$ is defined for each $i$ and is a Borel code of some $A_{i}$ so that $\alpha$ is the code of

$$
A=\bigcup_{i}\left(\mathcal{X} \backslash A_{i}\right)
$$

By induction hypothesis then, $\{\varepsilon\}\left(\left\{\alpha^{\star}\right\}(i)\right)$ is a ${\underset{\sim}{1}}_{1}^{1}$-code of each $A_{i}$, so that we have the following equivalences satisfied by $A$ :

$$
\begin{aligned}
& x \in A \Longleftrightarrow(\exists i) \neg G\left(\left(\{\varepsilon\}\left(\left\{\alpha^{\star}\right\}(i)\right)\right)_{0}, x\right), \\
& x \in A \Longleftrightarrow(\exists i) G\left(\left(\{\varepsilon\}\left(\left\{\alpha^{\star}\right\}(i)\right)\right)_{1}, x\right) .
\end{aligned}
$$

Now $A$ is obviously $\Delta_{1}^{1}(\varepsilon, \alpha)$ and it simply remains to find effectively a ${\underset{\sim}{1}}_{1}^{1}$-code for it. Put

$$
\begin{aligned}
& P_{0}(\varepsilon, \alpha, x) \Longleftrightarrow(\forall i)\left[\{\varepsilon\}\left(\left\{\alpha^{\star}\right\}(i)\right) \downarrow \& G\left(\left(\{\varepsilon\}\left(\left\{\alpha^{\star}\right\}(i)\right)\right)_{0}, x\right)\right], \\
& P_{1}(\varepsilon, \alpha, x) \Longleftrightarrow(\exists i)\left[\{\varepsilon\}\left(\left\{\alpha^{\star}\right\}(i)\right) \downarrow \& G\left(\left(\{\varepsilon\}\left(\left\{\alpha^{\star}\right\}(i)\right)\right)_{1}, x\right)\right],
\end{aligned}
$$

and check easily that $P_{0}$ and $P_{1}$ are in $\Sigma_{1}^{1}$, so that for fixed recursive $\varepsilon_{0}, \varepsilon_{1}$,

$$
\begin{aligned}
P_{0}(\varepsilon, \alpha, x) & \Longleftrightarrow G\left(\varepsilon_{0}, \varepsilon, \alpha, x\right) \\
P_{1}(\varepsilon, \alpha, x) & \Longleftrightarrow G\left(S\left(\varepsilon_{0}, \varepsilon, \alpha\right), x\right), \\
\left.\varepsilon_{1}, \varepsilon, \alpha, x\right) & \Longleftrightarrow G\left(S\left(\varepsilon_{1}, \varepsilon, \alpha\right), x\right) .
\end{aligned}
$$

If the induction hypothesis now holds, we clearly have

$$
\begin{aligned}
& x \in A \Longleftrightarrow \neg P_{0}(\varepsilon, \alpha, x) \Longleftrightarrow \neg G\left(S\left(\varepsilon_{0}, \varepsilon, \alpha\right), x\right), \\
& x \in A \Longleftrightarrow \neg P_{1}(\varepsilon, \alpha, x) \Longleftrightarrow \neg G\left(S\left(\varepsilon_{1}, \varepsilon, \alpha\right), x\right),
\end{aligned}
$$

so that we can set in this case

$$
\begin{equation*}
g(\varepsilon, \alpha)=\left\langle S\left(\varepsilon_{1}, \varepsilon, \alpha\right), S\left(\varepsilon_{0}, \varepsilon, \alpha\right)\right\rangle \tag{2}
\end{equation*}
$$

The definition of $g$ is now complete by the equations (1) and (2) which do not depend on the discussion (this is important) and determine $g$ as a total recursive function. We fix $\varepsilon=\varepsilon^{*}$ so that $(*)$ above holds and we take $\boldsymbol{u}(\alpha)=\left\{\varepsilon^{*}\right\}(\alpha)$; for this $\varepsilon^{*}$, the discussion in the definition of $g$ translates easily into a rigorous proof by induction on $\xi$ that, if $\alpha \in \mathrm{BC}_{\xi}$ and codes $A$, then $\boldsymbol{u}(\alpha)$ is a ${\underset{\sim}{1}}_{1}^{1}$-code of $A$.

Since all recursive functions are continuous, the Suslin-Kleene Theorem and its converse imply weak, "classical" versions where the uniformities $\boldsymbol{v}, \boldsymbol{u}$ are only claimed to be continuous. These results are of obvious interest to the classical theory, but their proof seems to need the Recursion Theorem.

In addition to these results, there are many more powerful applications of Kleene's method of definition by effective transfinite recursion. Complete proofs by this method seem a bit technical and hard to read in the beginning. However, once one understands the key idea, one can skip most of the technicalities and focus on the key points of these arguments - which is that certain assertions hold uniformly in the codings in the sense of 3 H .

## Exercises

A pointset $A \subseteq \mathcal{X}$ is hyperarithmetical if it is Borel and has a recursive Borel code $\alpha$; similarly, $A$ is hyperarithmetical in $z$ if it has a Borel code which is recursive in $z$.

7B.6. Prove that a set is hyperarithmetical if and only if it is $\Delta_{1}^{1}$.
Hint. If $\alpha$ is a recursive Borel code for $A$, then the recursive irrational $\boldsymbol{u}(\alpha)$ is a ${\underset{\sim}{1}}_{1}^{1}$-code for $A$ by 7B. 5 so easily $A$ is $\Delta_{1}^{1}$. The converse follows similarly by the Suslin-Kleene Theorem.

The hyperarithmetical sets have a direct characterization which is natural in the effective theory as an analog of the Borel sets. To establish this, we will use the machinery of $\left(\Sigma_{1}^{0}-\right)$ recursive partial functions coded in $\omega$ that we established in 7B.6, i.e., $\{e\}(x)$ below is $\{e\}_{\Gamma}^{\mathcal{X}, \mathcal{Y}}$ with $\Gamma=\Sigma_{1}^{0}$.

Recall from 3H that a coding of a set $S$ is any mapping

$$
\pi: D \rightarrow S
$$

onto $S$. We say that the coding is in $\omega$ if the set of codes $D$ is a subset of $\omega$.
Suppose $S$ is a collection of subsets of a space $\mathcal{X}$. We say that $S$ is an effective $\sigma$-field if there is a coding $\pi: D \rightarrow S$ for $S$ in $\omega$ such that the following properties hold.
(1) Each nbhd in $\mathcal{X}$ is uniformly in $S$ : i.e., for some recursive $\boldsymbol{u}_{1}: \omega \rightarrow \omega, \boldsymbol{u}_{1}(s)$ is a code of $N(\mathcal{X}, s)\left(\right.$ i.e., $\left.\pi\left(\boldsymbol{u}_{1}(s)\right)=N_{s}\right)$.
(2) $S$ is uniformly closed under complementation; i.e., there is a recursive $\boldsymbol{u}_{2}: \omega \rightarrow \omega$ such that if $\pi(a)=A \in S$, then $\pi\left(\boldsymbol{u}_{2}(a)\right)=\mathcal{X} \backslash A$.
(3) $S$ is uniformly closed under recursive unions in the following sense: there is a recursive function $\boldsymbol{u}_{3}: \omega \rightarrow \omega$ such that if $\{e\}(i)$ is defined for each $i \in \omega$ and gives a code in $S$ of some $A_{i} \subseteq \mathcal{X}$, then $\boldsymbol{u}_{3}(e)$ gives a code in $S$ of $\bigcup_{i} A_{i}$.
The last condition is one natural way of insuring that from each recursive description of a sequence of sets in $S$ we can effectively find a code of the union of the sequence.

7B. 7 (Kleene [1955c] ${ }^{(2)}$ ). Prove that for each space $\mathcal{X}$, the collection $\Delta_{1}^{1} \upharpoonright \mathcal{X}$ of $\Delta_{1}^{1}$ subsets of $\mathcal{X}$ is the smallest effective $\sigma$-field on $\mathcal{X}$.

Hint. Choose a good parametrization of $\Sigma_{1}^{1}$ in $\omega$ by 3H.3, code a set $A \subseteq \mathcal{X}$ in $\Delta_{1}^{1}$ by any $a \in \omega$ such that

$$
\begin{aligned}
x \in A & \Longleftrightarrow G\left((a)_{0}, x\right) \\
& \Longleftrightarrow \neg G\left((a)_{1}, x\right)
\end{aligned}
$$

and check that this coding witnesses that $\Delta_{1}^{1} \upharpoonright \mathcal{X}$ is an effective $\sigma$-field. This is a simple coding problem.

To prove that every effective $\sigma$-field on $\mathcal{X}$ contains $\Delta_{1}^{1} \upharpoonright \mathcal{X}$, suppose $\pi$ is a coding of $S$ as above with recursive uniformities $\boldsymbol{u}_{1}, \boldsymbol{u}_{2}, \boldsymbol{u}_{3}$. Using the Recursion Theorem for recursive functions coded in $\omega$ (7A.6) prove the following result: there is a recursive function $\boldsymbol{v}: \omega \rightarrow \omega$ such that whenever $\{a\}(i)$ is defined for every $i$ (with values in $\omega)$ and the resulting irrational $\{a\}$ is a Borel code of some set $A \subseteq \mathcal{X}$, then $\boldsymbol{v}(a)$ is a code in $S$ of $A$. (The construction is a bit messy but direct.) Now use 7B.6.

We have introduced two different codings for Borel sets and the question arises if the results we have obtained (which refer explicitly to the codings) depend on the particular coding we used. The answer is: not essentially.

Suppose $\pi: D_{\pi} \rightarrow \mathcal{S}, \rho: D_{\rho} \rightarrow \mathcal{S}$ are two codings of the same set $\mathcal{S}$ in the sense of 3 H , where $D_{\pi} \subseteq \mathcal{X}$ and $D_{\rho} \subseteq \mathcal{Y}$. We will say that $\pi$ and $\rho$ are (recursively) equivalent if there exist partial functions $f: \mathcal{X} \rightharpoonup \mathcal{Y}, g: \mathcal{Y} \rightharpoonup \mathcal{X}$ which are ( $\Sigma_{1^{-}}^{0}$ ) recursive on $D_{\pi}$ and $D_{\rho}$ respectively so that Diagram 7B. 1 commutes; thus $f(x)$ gives a code in $\rho$ of the object coded by $x$ in $\pi$ and $g(y)$ gives a code in $\pi$ of the object coded by $y$ in $\rho$.

It is clear that theorems which assert the existence of $\Gamma$-recursive uniformities ( $\Gamma$ a $\Sigma^{*}$-pointclass) for a given coding $\pi$ are automatically for an equivalent coding $\rho$. The technical advantage of the coding for Borel sets that we used in this section is that we can get total recursive uniformities for it, whereas for the the coding of 3 H the uniformities are often partial; but the codings are equivalent.


## Diagram 7B.1.

7B.8. Prove that the coding of Borel sets introduced in 3 H is recursively equivalent to the coding introduced in this section.

Hint. For both directions the Recursion Theorem is used. Let us consider briefly the direction in which partial functions are introduced.

We want to define $\boldsymbol{u}$ by

$$
\boldsymbol{u}(\alpha)=g\left(\varepsilon^{*}, \alpha\right),
$$

where $g$ will be partial, recursive on its domain and $\varepsilon^{*}$ will be recursive, chosen so that

$$
g\left(\varepsilon^{*}, \alpha\right) \downarrow \Longrightarrow\left[g\left(\varepsilon^{*}, \alpha\right)=\left\{\varepsilon^{*}\right\}(\alpha)\right] ;
$$

moreover, if $\alpha \in \mathrm{BC}_{\xi}$ is a Borel code of $A$, then $\boldsymbol{u}(\alpha)$ will be a Borel code in the sense of 3 H (say 3 H -Borel code for sort) of the same set $A$.
(1) If $\alpha(0)=0$, define $g(\varepsilon, \alpha)$ trivially to give a 3 H -Borel code for $N_{\alpha(1)}$.
(2) If $\alpha(0)=1$, then we may assume that $\left\{\alpha^{\star}\right\}(i)$ is defined for each $i$ and codes some $A_{i}$, so by the induction hypothesis, $\{\varepsilon\}\left(\left\{\alpha^{\star}\right\}(i)\right)$ gives a 3 H -Borel code of $A_{i}$; define then $g(\varepsilon, \alpha)$ so that whenever for each $i,\{\varepsilon\}\left(\left\{\alpha^{\star}\right\}(i)\right) \downarrow$, then $g(\varepsilon, \alpha)=\beta$ for some $\beta$ such that

$$
\begin{aligned}
\beta(0)=1, & \\
\left(\beta^{\star}\right)_{i}=\{\varepsilon\}\left(\left\{\alpha^{\star}\right\}(i)\right) & (i \in \omega) .
\end{aligned}
$$

It is quite easy to do this and have $g$ recursive on its domain.
If we now get $\boldsymbol{u}$ from $g$ as above, we have no problem showing (by induction on $\xi$ ) that for $\alpha \in \mathrm{BC}_{\xi}, \boldsymbol{u}(\alpha)$ is defined and gives the right thing. But it is not possible to get a total recursive function $g$ with the properties we need.

We will end these exercises with a simple but interesting application of the SuslinKleene Theorem - there are many others of this type.

7B.9. Show that a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ is effectively Borel if and only if it is $\Delta_{1}^{1}$-recursive.

## 7C. Inductive definability

We will survey here briefly the theory of inductive definability of relations which is intimately connected with some of our concerns. One of our aims is to get a new and interesting characterization of $\Pi_{1}^{1}$; we will also prove a theorem of Solovay about the pointclass $9 \Sigma_{2}^{0}$ of 6 D which relates games with inductive definability and we will introduce the pointclass of inductive sets, a natural extension of the pointclass of projective sets.

Suppose

$$
\Phi: \operatorname{Power}(\mathcal{X}) \rightarrow \operatorname{Power}(\mathcal{X})
$$

is a pointset operation which takes subsets of $\mathcal{X}$ into subsets of $\mathcal{X}$ and suppose further that $\Phi$ is monotone, i.e.,

$$
A \subseteq B \Longrightarrow \Phi(A) \subseteq \Phi(B)
$$

For each ordinal $\xi$ we define the $\xi^{\prime}$ th iterate $\Phi^{\xi}$ of $\Phi$ by the transfinite recursion

$$
\Phi^{\xi}=\Phi\left(\bigcup_{\eta<\xi} \Phi^{\eta}\right)
$$

and we call

$$
\Phi^{\infty}=\bigcup_{\xi} \Phi^{\xi}
$$

the fixed point of $\Phi$ or the set built up by $\Phi$.
7C.1. Lemma. Let $\Phi$ be a monotone operator on $\operatorname{Power}(\mathcal{X})$.
(i) If $\zeta \leq \xi$, then $\Phi^{\zeta} \subseteq \Phi^{\xi}$.
(ii) There is a an ordinal $\kappa$, such that there exists a surjection $f: \mathcal{X} \rightarrow \kappa$, and

$$
\Phi^{\infty}=\Phi^{\kappa}=\bigcup_{\xi<\kappa} \Phi^{\xi}
$$

(iii) The set $\Phi^{\infty}$ built up by $\Phi$ is the least fixed point of $\Phi$, i.e.,

$$
\begin{gathered}
\Phi\left(\Phi^{\infty}\right)=\Phi^{\infty} \\
\Phi^{\infty}=\bigcap\{A \subseteq \mathcal{X}: \Phi(A) \subseteq A\}
\end{gathered}
$$

Proof. (i) is immediate by monotonicity,

$$
\Phi^{\zeta}=\Phi\left(\bigcup_{\eta<\zeta} \Phi^{\eta}\right) \subseteq \Phi\left(\bigcup_{\eta<\xi} \Phi^{\eta}\right)=\Phi^{\xi}
$$

To prove (ii), notice that if for each ordinal $\xi$ we had

$$
\bigcup_{\eta<\xi} \Phi^{\eta} \varsubsetneqq \Phi^{\xi}
$$

then the operation $\xi \mapsto\left(\Phi^{\xi} \backslash \bigcup_{\eta<\xi} \Phi^{\eta}\right)$ would inject the class of ordinals into Power $(\mathcal{X})$, which is absurd; so there is a least $\kappa$ for which $\Phi^{\infty}=\Phi^{\kappa}=\bigcup_{\xi<\kappa} \Phi^{\xi}$, and the map

$$
x \mapsto \text { the least } \xi \text { such that } x \in \Phi^{\xi}
$$

takes $\Phi^{\kappa}$ onto $\kappa$.
This argument also proves that $\Phi^{\infty}$ is a fixed point of $\Phi$, since (choosing $\kappa$ as in (ii)) we have

$$
\Phi\left(\Phi^{\infty}\right)=\Phi\left(\Phi^{\kappa}\right)=\Phi\left(\bigcup_{\xi<\kappa} \Phi^{\xi}\right)=\Phi^{\kappa}=\Phi^{\infty}
$$

On the other hand, if $\Phi(A) \subseteq A$, then an easy induction shows that for each $\xi, \Phi^{\xi} \subseteq A$ (using monotonicity), so that $\Phi^{\infty} \subseteq A$.

The least ordinal $\kappa$ which satisfies (ii) in this lemma is called the closure ordinal of $\Phi$ - it gives us the length of the recursion determined by the operation $\Phi$. (Notice that if $\mathcal{X}$ is equinumerous with an ordinal, then the cardinality of $\kappa$ is $\leq \operatorname{card}(\mathcal{X})$-but it is useful to have this version of the Lemma which does not depend on the Axiom of Choice.)

In order to study the more useful definitions by recursion with parameters, it is convenient to switch from set operations to set relations, i.e., relations with arguments both points and pointsets. We will denote a typical set relation by

$$
\varphi\left(x_{1}, \ldots, x_{n}, A_{1}, \ldots, A_{k}\right)
$$

where $x_{1}, \ldots, x_{n}$ vary over specified spaces $\mathcal{X}_{1}, \ldots, \mathcal{X}_{n}$ and $A_{1}, \ldots, A_{k}$ vary over the subsets of specified spaces $\mathcal{Y}_{1}, \ldots, \mathcal{Y}_{k}$ respectively. (Of course, we may have $n=0$ or $k=0$, so in particular, all pointsets are set relations.)

We call $\varphi$ monotone if

$$
\begin{aligned}
\varphi\left(x_{1}, \ldots, x_{n}, A_{1}, \ldots, A_{k}\right) \& A_{1} \subseteq B_{1} \& \cdots \& A_{k} & \subseteq B_{k} \\
& \Longrightarrow \varphi\left(x_{1}, \ldots, x_{n}, B_{1}, \ldots, B_{k}\right) .
\end{aligned}
$$

A set relation is operative on the space $\mathcal{W}$ if it is monotone and of the form

$$
\varphi(w, x, A)
$$

where $w$ varies over $\mathcal{W}$ and $A$ varies over the subsets of $\mathcal{W}$. Such a relation determines naturally for each $x \in \mathcal{X}$ a monotone set operation on the subsets of $\mathcal{W}$,

$$
\Phi_{x}(A)=\{w: \varphi(w, x, A)\}
$$

which we can iterate and set

$$
\varphi^{\xi}(w, x) \Longleftrightarrow w \in \Phi_{x}^{\xi} ;
$$

it is clear that each relation $\varphi^{\xi}$ is defined directly by the recursion

$$
\varphi^{\xi}(w, x) \Longleftrightarrow \varphi\left(w, x,\left\{w^{\prime}:(\exists \eta<\xi) \varphi^{\eta}\left(w^{\prime}, x\right)\right\}\right) .
$$

To simplify this further, put

$$
\begin{equation*}
\varphi^{<\xi}(w, x) \Longleftrightarrow(\exists \eta<\xi) \varphi^{\eta}(w, x) \tag{1}
\end{equation*}
$$

so that the determining equivalence for $\varphi^{\xi}$ becomes

$$
\begin{equation*}
\varphi^{\xi}(w, x) \Longleftrightarrow \varphi\left(w, x,\left\{w^{\prime}: \varphi^{<\xi}\left(w^{\prime}, x\right)\right\}\right) \tag{2}
\end{equation*}
$$

We also put

$$
\varphi^{\infty}(w, x) \Longleftrightarrow(\exists \xi) \varphi^{\xi}(w, x)
$$

and we call $\varphi^{\infty}$ the fixed point of $\varphi$ or the relation built up by $\varphi$.
The closure ordinal of $\varphi$ is the least $\kappa$ such that for all $w \in \mathcal{W}, x \in \mathcal{X}$

$$
\varphi^{\infty}(w, x) \Longleftrightarrow \varphi^{\kappa}(w, x) \Longleftrightarrow \varphi^{<\kappa}(w, x) ;
$$

this is easily the supremum of the closure ordinals of all the set operations $\Phi_{x}(x \in \mathcal{X})$ associated with $\varphi$.

To illustrate the notions, let us reconsider from this point of view the analysis of $\Pi_{1}^{1}$ relations that we gave in 4 C in order to prove that $\Pi_{1}^{1}$ is contained in every Spector pointclass.

Suppose that $Q \subseteq \mathcal{X} \times \omega$ is given and we put

$$
\begin{equation*}
P(x, w) \Longleftrightarrow(\forall \alpha)(\exists t) Q(x, w * \bar{\alpha}(t)) . \tag{3}
\end{equation*}
$$

Define the set relation $\varphi(w, x, A)$ (with $w$ ranging over $\omega$ and $A$ ranging over subsets of $\omega$ ) by

$$
\begin{equation*}
\varphi(w, x, A) \Longleftrightarrow Q(x, w) \vee(\forall s) A(w *\langle s\rangle) ; \tag{4}
\end{equation*}
$$

now $\varphi$ is clearly operative on $\omega$ and by (1) and (2) above,

$$
\begin{aligned}
\varphi^{\xi}(w, x) & \Longleftrightarrow \varphi\left(w, x,\left\{w^{\prime}: \varphi^{<\xi}\left(w^{\prime}, x\right)\right\}\right) \\
& \Longleftrightarrow Q(x, w) \vee(\forall s) \varphi^{<\xi}(w *\langle s\rangle, x) .
\end{aligned}
$$

In the notation that we used in the beginning of 4 C then, clearly

$$
\varphi^{\xi}(w, x) \Longleftrightarrow P^{\xi}(x, w)
$$

and hence by the argument given there,

$$
\begin{aligned}
P(x, w) & \Longleftrightarrow(\exists \xi) P^{\xi}(x, w) \\
& \Longleftrightarrow(\exists \xi) \varphi^{\xi}(w, x) \\
& \Longleftrightarrow \varphi^{\infty}(w, x),
\end{aligned}
$$

i.e., except for the order of the variables, $P$ is the fixed point of $\varphi$. Using the canonical representation of $\Pi_{1}^{1}$ sets (4A.1) and setting $w=1$ in (3), we thus have that every $\Pi_{1}^{1}$ pointset $R \subseteq \mathcal{X}$ satisfies

$$
R(x) \Longleftrightarrow \varphi^{\infty}(1, x)
$$

where $\varphi^{\infty}$ is the fixed point of a set relation defined by (4) above with $Q$ some $\Sigma_{1}^{0}$ set; in fact if $\mathcal{X}$ is of type 0 or 1 , we can take $Q$ to be recursive.

In order to define a relation $R$ on $\mathcal{X}$ here, we perform for each $x$ an induction on $\omega$ and we ask at the end whether the specific constant 1 belongs to the fixed point of this induction; this key example motivates the following basic definition.

Suppose $\Gamma$ is a collection of monotone set relation and $R \subseteq \mathcal{X}$; we say that $R$ is $\Gamma$-inductive on $\mathcal{W}$ if there is a set relation $\varphi(w, x, A)$ in $\Gamma$ which is operative on $\mathcal{W}$ and some point $w_{0} \in \mathcal{W}$, such that

$$
\begin{equation*}
R(x) \Longleftrightarrow \varphi^{\infty}\left(w_{0}, x\right) \tag{5}
\end{equation*}
$$

If we can choose a recursive $w_{0}$ in (5), we call $R$ absolutely $\Gamma$-inductive on $\mathcal{W}$.
Let us now look at some specific examples of collections of set relations and (in particular) try to find a simple $\Gamma$ so that $\Pi_{1}^{1}$ consists precisely of all pointsets that are $\Gamma$-inductive on $\omega$. We will extend to (some) set relations the Kleene hierarchy of arithmetical and analytical pointclasses.

A collection $\Gamma$ of set relations is a monotone $\Sigma$-collection if the following conditions hold.
(i) All set relations in $\Gamma$ are monotone.
(ii) For each space $\mathcal{W}, \Gamma$ contains the relation of evaluation on $\mathcal{W}$,

$$
\begin{equation*}
E_{\mathcal{W}}(w, A) \Longleftrightarrow A(w) \quad(A \subseteq \mathcal{W}) \tag{6}
\end{equation*}
$$

this is obviously monotone.
(iii) $\Gamma$ contains all the $\Sigma_{1}^{0}$ pointsets (viewed as set relations with no set arguments) and it is closed under \& , $\vee, \exists^{\leq}, \forall^{\leq}, \exists^{\omega}$ and trivial substitutions; by trivial substitution here we mean any map of the form

$$
\left(x_{1}, \ldots, x_{n}, A_{1}, \ldots, A_{k}\right) \mapsto\left(x_{j_{1}}, \ldots, x_{j_{s}}, A_{l_{1}}, \ldots, A_{l_{t}}\right)
$$

where for each $i, 1 \leq j_{i} \leq n$ and $1 \leq l_{i} \leq k$, so that we can add, permute or identify variables of any sort and stay in $\Gamma$.

A monotone $\Pi$-collection is defined in the same way, except that we replace the conditions $\Sigma_{1}^{0} \subseteq \Gamma$ and closure under $\exists^{\omega}$ by $\Pi_{1}^{0} \subseteq \Gamma$ and closure under $\forall^{\omega}$.


Diagram 7C.1. The positive arithmetical collections of set relations.
The collection $\operatorname{pos} \Sigma_{1}^{0}$ of positive $\Sigma_{1}^{0}$ set relations is the smallest monotone $\Sigma$-collection and $\operatorname{pos} \Pi_{1}^{0}$ is the smallest monotone $\Pi$-collection. Proceeding inductively, put

$$
\begin{aligned}
\operatorname{pos} \Pi_{2}^{0} & =\forall^{\omega} \operatorname{pos} \Sigma_{1}^{0} \\
\operatorname{pos} \Sigma_{3}^{0} & =\exists^{\omega} \operatorname{pos} \Pi_{2}^{0},
\end{aligned}
$$

etc., and for the dual collections,

$$
\begin{aligned}
\operatorname{pos} \Sigma_{2}^{0} & =\exists^{\omega} \operatorname{pos} \Pi_{1}^{0}, \\
\operatorname{pos} \Pi_{3}^{0} & =\forall^{\omega} \operatorname{pos} \Sigma_{2}^{0},
\end{aligned}
$$

etc.
It is trivial to check that the canonical diagram of inclusions holds for these collections, see Diagram 7C.1, where of course

$$
\operatorname{pos} \Delta_{n}^{0}=\operatorname{pos} \Sigma_{n}^{0} \cap \operatorname{pos} \Pi_{n}^{0} .
$$

Most of the other formal properties of the arithmetical pointsets also extend trivially to these positive arithmetical set relations with one obvious exception: the negation of the basic relation $E_{\mathcal{W}}$ in (6) is not positive arithmetical, so that this collection of set relations is not closed under $\neg$.

The extension of these definitions to the positive analytical set relations is immediate,

$$
\begin{aligned}
\operatorname{pos} \Sigma_{1}^{1} & =\exists^{\mathcal{N}}\left(\bigcup_{n} \operatorname{pos} \Pi_{n}^{0}\right), \\
\operatorname{pos} \Pi_{1}^{1} & =\forall^{\mathcal{N}}\left(\bigcup_{n} \operatorname{pos} \Sigma_{n}^{0}\right),
\end{aligned}
$$

and inductively,

$$
\begin{aligned}
\operatorname{pos} \Sigma_{n+1}^{1} & =\exists^{\mathcal{N}}\left(\operatorname{pos} \Pi_{n}^{1}\right), \\
\operatorname{pos} \Pi_{n+1}^{1} & =\forall^{\mathcal{N}}\left(\operatorname{pos} \Sigma_{n}^{1}\right) .
\end{aligned}
$$

Again the diagram of inclusions is easy to establish.
We now have all notions we need to state the characterization of $\Pi_{1}^{1}$ in terms of inductive definability on $\omega$.

7C.2. Theorem. (i) All the positive analytical set relations are monotone.
(ii) Every $\Pi_{1}^{1}$ pointset $R$ is positive $\Delta_{2}^{0}$-inductive on $\omega$; in fact, if $R$ is of type 0 or 1 , then $R$ is positive $\Pi_{1}^{0}$-inductive on $\omega$ (Kleene ${ }^{(3)}$ ).
(iii) If $R$ is positive $\Pi_{n}^{1}$-inductive on $\omega$, then $R$ is $\Pi_{n}^{1}$ (Spector [1961]).
(iv) If $R$ is positive $\Sigma_{n}^{1}$-inductive on $\omega$ and $n \geq 2$, then $R$ is $\Sigma_{n}^{1}$ (Spector [1961]).

Proof. (i) holds for $\operatorname{pos} \Sigma_{1}^{0}$ and $\operatorname{pos} \Pi_{1}^{0}$ because the collection of monotone set relations is easily both a $\Sigma$-collection and a $\Pi$-collection and it contains $E$. For the higher collections use induction.
(ii) was proved above, since the set relation defined by (4) is trivially in $\operatorname{pos} \Delta_{2}^{0}$,

$$
\varphi(w, x, A) \Longleftrightarrow Q(x, w) \vee(\forall s)(\forall u)[u \neq w *\langle s\rangle \vee A(u)]
$$

With each set relation $\varphi(x, A)$ where $A$ varies over subsets of $\omega$ we associate the pointset $Q_{\varphi} \subseteq \mathcal{X} \times \mathcal{N}$,

$$
Q_{\varphi}(x, \alpha) \Longleftrightarrow \varphi(x,\{t: \alpha(t)=1\})
$$

it is trivial to check that if $\varphi$ is $\operatorname{pos} \Sigma_{n}^{1}$ or $\operatorname{pos} \Pi_{n}^{1}$, then $Q_{\varphi}$ is $\Sigma_{n}^{1}$ or $\Pi_{n}^{1}$ respectively.
To prove (iii) we use the characterization of $\Phi^{\infty}$ in 7C.1(iii), as the least fixed point of $\Phi$ : if $\varphi(w, x, A)$ is operative on $\omega$, tracing the definitions,

$$
\begin{aligned}
\varphi^{\infty}(w, x) & \Longleftrightarrow w \in \Phi_{x}^{\infty} \\
& \Longleftrightarrow(\forall A)\left\{\Phi_{x}(A) \subseteq A \Longrightarrow w \in A\right\} \\
& \Longleftrightarrow(\forall A)\left\{\left(\forall w^{\prime}\right)\left[\varphi\left(w^{\prime}, x, A\right) \Longrightarrow w^{\prime} \in A\right] \Longrightarrow w \in A\right\} \\
& \Longleftrightarrow(\forall A)\left\{\left(\exists w^{\prime}\right)\left[\varphi\left(w^{\prime}, x, A\right) \& w^{\prime} \notin A\right] \vee w \in A\right\} \\
& \Longleftrightarrow(\forall \alpha)\left\{\left(\exists w^{\prime}\right)\left[Q_{\varphi}\left(w^{\prime}, x, \alpha\right) \& \alpha\left(w^{\prime}\right) \neq 1\right] \vee \alpha(w)=1\right\}
\end{aligned}
$$

so that if $\varphi$ is $\operatorname{pos} \Pi_{n}^{1}$, then $Q_{\varphi}$ is $\Pi_{n}^{1}$ and hence $\varphi^{\infty}$ is $\Pi_{n}^{1}$.
To prove (iv) we analyze the definition of $\Phi^{\xi}$ by transfinite recursion. Check first, using monotonicity that

$$
\varphi^{\infty}(w, x) \Longleftrightarrow w \in \Phi_{x}^{\infty}
$$

$\Longleftrightarrow$ there exists a sequence of sets $\left\{A_{\xi}\right\}_{\xi<\kappa}$ indexed
by some countable ordinal $\kappa$ such that

$$
(\forall \xi<\kappa)\left[A_{\xi} \subseteq \Phi_{x}\left(\bigcup_{\eta<\xi} A_{\eta}\right)\right] \& w \in \bigcup_{\xi<\kappa} A_{\xi}
$$

Using the canonical codes for ordinals and associating with each irrational $\alpha$ the set $\{w: \alpha(w)=1\}$, we then have

$$
\begin{aligned}
\varphi^{\infty}(w, x) \Longleftrightarrow & (\exists \beta)(\exists \alpha)\{\beta \in \mathrm{WO} \\
& \&(\forall n)\left[n \leq_{\beta} n \Longrightarrow\left\{w^{\prime}:(\alpha)_{n}\left(w^{\prime}\right)=1\right\}\right. \\
& \left.\subseteq \Phi_{x}\left(\cup\left\{w^{\prime}:\left(\exists m<_{\beta} n\right)\left[(\alpha)_{m}\left(w^{\prime}\right)=1\right]\right\}\right)\right] \\
& \left.\&(\exists n)\left[n \leq_{\beta} n \&(\alpha)_{n}(w)=1\right]\right\}
\end{aligned}
$$

Now using monotonicity again,

$$
\begin{aligned}
& w^{\prime \prime} \in \Phi_{x}\left(\cup\left\{w^{\prime}:\left(\exists m<_{\beta} n\right)\left[(\alpha)_{m}\left(w^{\prime}\right)=1\right]\right\}\right) \\
& \Longleftrightarrow(\exists \gamma)\left[\left(\forall w^{\prime}\right)\left[\gamma\left(w^{\prime}\right)=1 \Longrightarrow\left(\exists m<_{\beta} n\right)\left[(\alpha)_{m}\left(w^{\prime}\right)=1\right]\right]\right. \\
& \left.\& Q_{\varphi}\left(w^{\prime \prime}, x, \gamma\right)\right]
\end{aligned}
$$

thus if $\varphi$ is $\operatorname{pos} \Sigma_{n}^{1}$, this last relation is $\Sigma_{n}^{1}$ and then easily $\varphi^{\infty}$ is also $\Sigma_{n}^{1}$, provided of course that $n \geq 2$ so that the $\Pi_{1}^{1}$ relation " $\beta \in \mathrm{WO}$ " is $\Sigma_{n}^{1}$.

This simple result does not handle the case of positive $\Sigma_{1}^{1}$-induction on $\omega$-we will deal with this very interesting example in 7C.10.

Let us now turn to induction on $\mathcal{N}$ which is more directly relevant to descriptive set theory.

A pointset $R \subseteq \mathcal{X}$ is inductive if it is positive analytical inductive on $\mathcal{N}$, i.e., if there is a set relation $\varphi(\alpha, x, A)$ which is in some $\operatorname{pos} \Sigma_{n}^{1}$ and operative on $\mathcal{N}$ and some fixed $\alpha_{0} \in \mathcal{N}$ so that

$$
\begin{equation*}
R(x) \Longleftrightarrow \varphi^{\infty}\left(\alpha_{0}, x\right) \tag{7}
\end{equation*}
$$

We call $R$ hyperprojective if both $R$ and $\neg R$ are inductive and we denote the pointclasses of inductive and hyperprojective pointsets respectively by IND and HYP.

If (7) holds with a recursive irrational $\alpha_{0}$, then $R$ is absolutely inductive and if both $R$ and $\neg R$ are absolutely inductive, then $R$ is absolutely hyperprojective. We will denote these two "lightface" pointclasses by IND and HYP respectively. ${ }^{(4)}$

The definition of inductive sets together with the characterization of $\Pi_{1}^{1}$ sets in 7 C .2 suggest that IND is somehow a "generalization" or "second-order analog" of the pointclass $\Pi_{1}^{1}$. In fact (with suitable hypotheses) almost the entire theory of $\Pi_{1}^{1}$ can be extended to IND. We will look at some of these results in the exercises, but it is worth putting down here the statements of three basic facts.

7C.3. Theorem (Moschovakis). The class IND of all absolutely inductive sets is a Spector pointclass, in fact it is the smallest Spector pointclass which is closed under both $\forall^{\mathcal{N}}$ and $\exists^{\mathcal{N}}$; its associated boldface class is $\mathbf{I N D}$, i.e., a set $R \subseteq \mathcal{X}$ is inductive if and only if there is some absolutely inductive $R^{*} \subseteq \mathcal{N} \times \mathcal{X}$ and some $\varepsilon \in \mathcal{N}$ so that

$$
R=R_{\varepsilon}^{*}=\left\{x: R^{*}(\varepsilon, x)\right\} .
$$

Proof. See 7C.12-7C. 15.
7C.4. Theorem (AC, Moschovakis [1971b]). A pointset $R \subseteq \mathcal{X}$ is absolutely inductive if and only if there is an analytical (or even $\Sigma_{1}^{1}$ ) pointset $P$ such that

$$
R(x) \Longleftrightarrow\left\{\left(\exists \alpha_{0}\right)\left(\forall \alpha_{1}\right)\left(\exists \alpha_{2}\right)\left(\forall \alpha_{3}\right) \cdots\right\}(\exists n) P\left(x,\left\langle\alpha_{0}, \ldots, \alpha_{n-1}\right\rangle\right) .
$$

Proof. See 7C. 18 .
The interpretation of the infinite string of quantifiers here is via games, as in 6D, except that now the games are played in $\mathcal{N}$. This representation of IND is obviously analogous to the representation of $\Pi_{1}^{1}$ as $9 \Sigma_{1}^{0}$ in 6 D in terms of open games on $\omega$.

7C.5. Theorem (Moschovakis [1978]). If every hyperprojective set is determined, then every absolutely inductive set admits an IND-scale.

In particular, every absolutely inductive $R \subseteq \mathcal{X} \times \mathcal{Y}$ can be uniformized by some absolutely inductive $R^{*} \subseteq R$ and every non-empty absolutely inductive pointset has an absolutely hyperprojective member.

Proof. See 7C.19.
The collection of inductive sets was the largest pointclass on which definable scales were known to exist from any hypotheses, when this book was first published, and whether coinductive sets admit definable scales appeared to be a critical open problem. It was quickly solved, however, and the solution led to a beautiful characterization of the class of scaled pointsets in the universe $L(\mathbb{R})^{(9)}$.

## Exercises

Let us start with a simple result which relates these new positive analytical set relations with the Kleene pointclasses.

Recall from 4E that with each pointset $P \subseteq \omega^{k}$ of type 0 we have associated its contracted characteristic function

$$
\alpha_{P}(n)= \begin{cases}1 & \text { if } P\left((n)_{1}, \ldots,(n)_{k}\right), \\ 0 & \text { if } \neg P\left((n)_{1}, \ldots,(n)_{k}\right) ;\end{cases}
$$

conversely, for each $\alpha \in \mathcal{N}$ and fixed $k$, let

$$
P^{\alpha}\left(t_{1}, \ldots, t_{k}\right) \Longleftrightarrow \alpha\left(\left\langle t_{1}, \ldots, t_{k}\right\rangle\right)=1
$$

so that

$$
P^{\alpha P}=P .
$$

Finally, if $\varphi\left(x_{1}, \ldots, x_{n}, A_{1}, \ldots, A_{m}\right)$ is a set relation where each $A_{i}$ varies over the subsets of some space $\mathcal{X}_{i}$ of type 0 , put

$$
Q_{\varphi}\left(x_{1}, \ldots, x_{n}, \alpha_{1}, \ldots, \alpha_{m}\right) \Longleftrightarrow \varphi\left(x_{1}, \ldots, x_{n}, P^{\alpha_{1}}, \ldots, P^{\alpha_{m}}\right) .
$$

7C.6. (i) Prove that if $\varphi\left(x_{1}, \ldots, x_{n}, A_{1}, \ldots, A_{m}\right)$ is in $\operatorname{pos} \Sigma_{k}^{0}$ or $\operatorname{pos} \Pi_{k}^{0}$, then the associated pointset $Q_{\varphi}$ is in $\Sigma_{k}^{0}$ or $\Pi_{k}^{0}$ respectively.
(ii) Prove that if each $A_{i}$ ranges over the subsets of some space $\mathcal{Y}_{i}$ of type 0 , then $\varphi\left(x_{1}, \ldots, x_{n}, A_{1}, \ldots, A_{m}\right)$ is in $\operatorname{pos} \Sigma_{k}^{1}$ or $\operatorname{pos} \Pi_{k}^{1}$ if and only if $\varphi$ is monotone and the associated $Q_{\varphi}$ is in the corresponding pointclass $\Sigma_{k}^{1}$ or $\Pi_{k}^{1}$.

Hint. (i) and half of (ii) can be verified by a simple induction on the definition of the positive analytical classes of set relations. For the other direction of (ii) notice (for example) that if $\varphi(x, A)$ is monotone and $A$ varies over subsets of $\omega$, then

$$
\begin{aligned}
\varphi(x, A) & \Longleftrightarrow(\exists \beta)\left\{(\forall t)[\beta(t)=1 \Longrightarrow A(t)] \& Q_{\varphi}(x, \beta)\right\} \\
& \Longleftrightarrow(\forall \beta)\left\{(\forall t)[A(t) \Longrightarrow \beta(t)=1] \Longrightarrow Q_{\varphi}(x, \beta)\right\},
\end{aligned}
$$

from which it follows immediately that if $Q_{\varphi}$ is in $\Sigma_{k}^{1}$ or $\Pi_{k}^{1}$, then $\varphi$ is in $\operatorname{pos} \Sigma_{k}^{1}$ or $\operatorname{pos} \Pi_{k}^{1}$.

The next result clarifies the connection between the Kleene Basis Theorem for $\Sigma_{1}^{1}$ (4E.8) and the Martin-Solovay Basis Theorem for $\Sigma_{2 n+1}^{1}$ ( $6 \mathrm{C} .10,6 \mathrm{C} .11$ ).

7C.7. (i) Prove that every $\Sigma_{1}^{1}$ pointset of type 0 is recursive in some $\Sigma_{1}^{1}$ set $P \subseteq \omega^{k}$ such that $\alpha_{P}$ is a $\Pi_{1}^{1}$-singleton.
(ii) Prove that if $P$ is $\Sigma_{1}^{1}$ of type 0 and $\alpha$ is any $\Pi_{1}^{1}$-singleton which is not $\Delta_{1}^{1}$, then $\alpha_{P} \in \Delta_{1}^{1}(\alpha)$.

Thus in the notation of 6 C .11 , the Kleene Basis Theorem asserts that there is a $\Sigma_{1}^{1}$ set $P$ of type 0 such that $\left\{x: x \in \Delta_{1}^{1}\left(\alpha_{P}\right)\right\}$ is a basis for $\Sigma_{1}^{1}$ and such that $\alpha_{P}$ is $\leq_{1}$-minimal among the non- $\Delta_{1}^{1}$ singletons in $\Pi_{1}^{1}$.

Hint. Let $G \subseteq \mathcal{X}$ be any $\Pi_{1}^{1}$ set of type 0 , choose $\varphi(w, x, A)$ in pos $\Pi_{1}^{0}$ by 7 C .2 so that for suitable integers $w^{*}$,

$$
G(x) \Longleftrightarrow \varphi^{\infty}\left(w^{*}, x\right)
$$

and let

$$
H(w, x) \Longleftrightarrow \varphi^{\infty}(w, x)
$$

Now, easily

$$
\begin{aligned}
& \alpha=\alpha_{H} \Longleftrightarrow(\forall x)(\forall w)[\alpha(\langle w, x\rangle) \leq 1] \\
& \&(\forall x)(\forall w)\left[Q_{\varphi}\left(w, x, w^{\prime} \mapsto \alpha\left(\left\langle w^{\prime}, x\right\rangle\right)\right) \Longrightarrow \alpha(\langle w, x\rangle)=1\right] \\
& \&(\forall x)(\forall \gamma)\left\{(\forall w)\left[Q_{\varphi}(w, x, \gamma) \Longleftrightarrow \gamma(\langle w\rangle)=1\right]\right. \\
&\Longrightarrow(\forall w)[\gamma(\langle w\rangle)=1 \Longleftrightarrow \alpha(\langle w, x\rangle)=1]\}
\end{aligned}
$$

so that $\alpha_{H}$ is a $\Pi_{1}^{1}$-singleton. This establishes (i) by considering the complements of $G$ and $H$.

To prove (ii) let $G \subseteq \omega \times(\omega \times \mathcal{N})$ be universal $\Pi_{1}^{1}$ and choose $n_{0}, n_{1}$ so that

$$
\begin{array}{ll}
\neg P(s) \Longleftrightarrow G\left(n_{0}, s, \beta\right) & (\text { any } \beta), \\
\beta=\beta \Longleftrightarrow G\left(n_{1}, s, \beta\right) & (\text { any } s) .
\end{array}
$$

Let $\varphi$ be a $\Pi_{1}^{1}$-norm on $G$ and argue that

$$
(\forall s)\left[\neg P(s) \Longrightarrow \varphi\left(n_{0}, s, \alpha\right) \leq \varphi\left(n_{1}, s, \alpha\right)\right],
$$

otherwise, easily, $\alpha$ is a $\Sigma_{1}^{1}$-singleton and hence $\Sigma_{1}^{1}$; this then yields immediately that $P$ is $\Delta_{1}^{1}(\alpha)$.

Before going into the discussion of specific pointclasses introduced by inductive definitions, it is worth putting down a soft and very general-but useful-remark about inductive definability.

Suppose $\Gamma$ is a pointclass and $\varphi(x, A)$ is a set relation where $A$ ranges over the subsets of some $\mathcal{W}$; we say that $\varphi$ is $\Gamma$ on $\Gamma$ if for every $Q \subseteq Z \times \mathcal{W}$ in $\Gamma$, the relation

$$
P(x, z) \Longleftrightarrow \varphi(x,\{w: Q(z, w)\})
$$

is also in $\Gamma$. The definition extends in the obvious way to more general set relations $\varphi\left(x_{1}, \ldots, x_{n}, A_{1}, \ldots, A_{m}\right)$.

7C. 8 (Moschovakis [1974b]). Suppose $\Gamma$ is adequate, $\omega$-parametrized and normed and suppose that $\varphi(w, x, A)$ is $\Gamma$ on $\Gamma$ and operative on $\mathcal{W}$; prove that the fixed point $\varphi^{\infty}(w, x)$ is in $\Gamma$.

Hint. Choose good parametrizations of $\Gamma$ by 3 H .4 , let $\psi$ be a $\Gamma$-norm on a universal set $G \subseteq \omega \times \mathcal{W} \times Z$, and put

$$
Q(m, w, x) \Longleftrightarrow \varphi\left(w, x,\left\{w^{\prime}:\left(m, w^{\prime}, x\right)<_{\psi}^{*}(m, w, x)\right\}\right) ;
$$

$Q$ is easily in $\Gamma$, so by 3 H .4 there is a fixed $m^{*} \in \omega$ so that

$$
\begin{aligned}
Q\left(m^{*}, w, x\right) & \Longleftrightarrow G\left(m^{*}, w, x\right) \\
& \Longleftrightarrow \varphi\left(w, x,\left\{w^{\prime}:\left(m^{*}, w^{\prime}, x\right)<\not /\left(m^{*}, w, x\right)\right\}\right)
\end{aligned}
$$

Now check by induction on $\psi\left(m^{*}, w, x\right)$ that

$$
G\left(m^{*}, w, x\right) \Longrightarrow \varphi^{\infty}(w, x)
$$

and by induction on $\xi$ that

$$
\varphi^{\xi}(w, x) \Longrightarrow G\left(m^{*}, w, x\right)
$$

so that

$$
\varphi^{\infty}(w, x) \Longleftrightarrow G\left(m^{*}, w, x\right) .
$$

(Both argument appeal to the monotonicity of $\varphi$.)


## Diagram 7C.2.

In order to identify the relations which are positive $\Sigma_{1}^{1}$-inductive on $\omega$, we compute first a simple normal form for $\operatorname{pos} \Sigma_{1}^{1}$.

7C.9. Suppose $\varphi(x, A)$ is a set relation, where $A$ ranges over subsets of $\omega$. Prove that $\varphi$ is $\operatorname{pos} \Sigma_{1}^{1}$ if and only if there exist $\Sigma_{1}^{1}$ pointsets $Q(x)$ and $R(x, \alpha)$ so that

$$
\begin{equation*}
\varphi(x, A) \Longleftrightarrow Q(x) \vee(\exists \alpha)\{(\forall t) A(\alpha(t)) \& R(x, \alpha)\} . \tag{*}
\end{equation*}
$$

Hint. Use induction on the definition of $\operatorname{pos} \Sigma_{1}^{1}$. The only parts of the argument where some care is required, are in checking that the class of relations defined by $(*)$ is closed under \& and $\forall^{\omega}$.

7C. 10 (Solovay). Prove that a pointset $R$ is positive $\Sigma_{1}^{1}$-inductive on $\omega$ if and only if $R$ is in the pointclass $9 \Sigma_{2}^{0}$ defined in 6D.

Hint. To check that every pointset in $9 \Sigma_{2}^{0}$ is positive $\Sigma_{1}^{1}$-inductive on $\omega$, go back and look carefully at the proof of $\operatorname{Det}\left(\sum_{2}^{0}\right)$ in 6A.3.

For the converse, it is enough by 7 C .8 and 7 C .9 to check that if $Q(x, n)$ is in $9 \Sigma_{2}^{0}$ and $R(z, \alpha)$ is $\Sigma_{1}^{1}$, then the relation

$$
\begin{equation*}
P(x, z) \Longleftrightarrow(\exists \alpha)\{(\forall t) Q(x, \alpha(t)) \& R(z, \alpha)\} \tag{1}
\end{equation*}
$$

is in $9 \Sigma_{2}^{0}$, so suppose

$$
\begin{align*}
& Q(x, n) \Longleftrightarrow\left(\exists u_{1}\right)\left(\forall v_{1}\right)\left(\exists u_{2}\right)\left(\forall v_{2}\right) \cdots Q_{1}\left(x, n,\left(u_{1}, v_{1}, \ldots\right)\right),  \tag{2}\\
& R(z, \alpha) \Longleftrightarrow(\exists \beta)(\forall k) R_{1}(z, \bar{\alpha}(k), \bar{\beta}(k)), \tag{3}
\end{align*}
$$

where $Q_{1}$ is $\Sigma_{2}^{0}$ and $R_{1}$ is recursive. For each $x, z$ consider the game $G(x, z)$ where I starts by playing

$$
\begin{aligned}
& \alpha(0),, \ldots, \alpha(l), \\
& \beta(0), \ldots, \beta(l),
\end{aligned}
$$

until at some step $l$ he is told by II to stop; I loses at this step if for some $k \leq l$, $\neg R(z, \bar{\alpha}(k), \bar{\beta}(k))$ and wins if he is never told to stop. If II does ask I to stop at some $l$, then II choose some $t$ and then the game continues as in Diagram 7C.2. At the end of the run I wins if $(\forall k) R_{1}(z, \bar{\alpha}(k), \bar{\beta}(k))$ and $Q_{1}\left(x, \alpha(t),\left(u_{1}, v_{1}, u_{2}, v_{2}, \ldots\right)\right)$. This is clearly a ${\underset{\sim}{2}}_{2}^{0}$ game (for each $x, z$ ) and it is easy to check that if (1), (2) and (3) hold, then

$$
P(x, z) \Longleftrightarrow \text { I wins } G(x, z)
$$

so that $P$ is in $9 \Sigma_{2}^{0}$.

Together with the Third Periodicity Theorem 6E.1, the last exercise implies that if player I can win a $\Sigma_{2}^{0}$ game, then I in fact has a winning strategy which is positive $\Sigma_{1}^{1}$-inductive on $\omega$. Thomas John has recently computed the complexity of winning strategies for $\Sigma_{3}^{0}$ games (in terms of recursion of higher types) but the corresponding problem for $\Sigma_{n}^{0}(n \geq 4)$ is still open.

Let us now turn to an outline of the proofs of $7 \mathrm{C} .3-7 \mathrm{C} .5$; it will be convenient to frame some of the lemmas in a context wider than positive analytical induction, although the proofs will make it clear that we have not aimed at the most general results.

A collection $\Gamma$ of set relations is (temporarily) called "suitable for our purposes" if $\Gamma$ is both a $\Sigma$-collection and a $\Pi$-collection (as we defined these preceding 7C.2), and if in addition $\Gamma$ is closed under recursive substitution in the following sense: if $P\left(z, A_{1}, \ldots, A_{k}\right)$ is in $\Gamma$ and $f(x), g_{1}\left(x, y_{1}\right), \ldots, g_{k}\left(x, y_{k}\right)$ are recursive functions, then $Q\left(x, B_{1}, \ldots, B_{k}\right)$ is also in $\Gamma$, where

$$
\begin{aligned}
Q\left(x, B_{1}, \ldots, B_{k}\right) & \\
& \Longleftrightarrow P\left(f(x),\left\{y_{1}: B_{1}\left(g_{1}\left(x, y_{1}\right)\right)\right\}, \ldots,\left\{y_{k}: B_{k}\left(g_{k}\left(x, y_{k}\right)\right)\right\}\right)
\end{aligned}
$$

It is not hard to verify that the collections $\operatorname{pos} \Sigma_{n}^{1}, \operatorname{pos} \Pi_{n}^{1}$ are all suitable for our purposes.

For any $\Gamma$, put
$\operatorname{IND}(\Gamma ; \mathcal{N})=$ all relations $\Gamma$-inductive on $\mathcal{N}$,
$\operatorname{IND}(\Gamma ; \mathcal{N})=$ all relations absolutely $\Gamma$-inductive on $\mathcal{N}$.
7C.11. Suppose that $\Gamma$ is suitable for our purposes and

$$
\varphi_{1}\left(y_{1}, A_{1}, \ldots, A_{n}\right), \varphi_{2}\left(y_{2}, A_{1}, \ldots, A_{n}\right), \ldots, \varphi_{n}\left(y_{n}, A_{1}, \ldots, A_{n}\right)
$$

are in $\Gamma$, where each $y_{i}$ ranges over the space $\mathcal{Y}_{i}$ of type 1 and each $A_{i}$ ranges over the subsets of $\mathcal{Y}_{i}$. Define the sets $J_{i}^{\xi} \subseteq \mathcal{Y}_{i}$ by the simultaneous induction:

$$
\begin{aligned}
y_{1} \in J_{1}^{\xi} & \Longleftrightarrow \varphi_{1}\left(y_{1}, J_{1}^{<\xi}, J_{2}^{<\xi}, \ldots, J_{n}^{<\xi}\right), \\
y_{2} \in J_{2}^{\xi} & \Longleftrightarrow \varphi_{2}\left(y_{2}, J_{1}^{<\xi}, J_{2}^{<\xi}, \ldots, J_{n}^{<\xi}\right), \\
& \ldots \\
y_{n} \in J_{n}^{\xi} & \Longleftrightarrow \varphi_{n}\left(y_{n}, J_{1}^{<\xi}, J_{2}^{<\xi}, \ldots, J_{n}^{<\xi}\right),
\end{aligned}
$$

where of course

$$
J_{i}^{<\xi}=\bigcup_{\eta<\xi} J_{i}^{\eta} .
$$

Prove that each

$$
J_{i}^{\infty}=\bigcup_{\xi} J_{i}^{\xi}
$$

is absolutely $\Gamma$-inductive on $\mathcal{N}$.
Similarly with parameters: given

$$
\varphi_{1}\left(y_{1}, x, A_{1}, \ldots, A_{n}\right), \ldots, \varphi_{n}\left(y_{n}, x, A_{1}, \ldots, A_{n}\right)
$$

in $\Gamma$ with the obvious restrictions, if we set

$$
J_{i}^{\xi}\left(y_{i}, x\right) \Longleftrightarrow \varphi_{i}\left(y_{1}, x,\left\{y_{1}^{\prime}: J_{1}^{<\xi}\left(y_{1}^{\prime}, x\right)\right\}, \ldots,\left\{y_{n}^{\prime}: J_{n}^{<\xi}\left(y_{n}^{\prime}, x\right)\right\}\right),
$$

then each $J_{i}^{\infty}$ is absolutely $\Gamma$-inductive on $\mathcal{N}$. In this case we allow that for some $i$ we may have $\mathcal{Y}_{i}=\emptyset$, i.e., $\varphi_{1}\left(x, A_{1}, \ldots, A_{n}\right)$ is given and

$$
J_{i}^{\xi}(x) \Longleftrightarrow \varphi_{i}\left(x,\left\{y_{1}^{\prime}: J_{1}^{<\xi}\left(y_{1}^{\prime}, x\right)\right\}, \ldots,\left\{y_{n}^{\prime}: J_{n}^{<\xi}\left(y_{n}^{\prime}, x\right)\right\}\right) .
$$

In particular, if $\varphi(y, x, A)$ is in $\Gamma$ and operative on the space $\mathcal{Y}$, then the fixed point $\varphi^{\infty}(y, x)$ is absolutely $\Gamma$-inductive on $\mathcal{N}$.

Hint. Take $n=2$ without parameters, so that $\varphi_{1}\left(y_{1}, A_{1}, A_{2}\right), \varphi_{2}\left(y_{2}, A_{1}, A_{2}\right)$ are given, let

$$
\pi_{1}: \mathcal{N} \hookrightarrow \mathcal{Y}_{1}, \quad \pi_{2}: \mathcal{N} \rightsquigarrow \mathcal{Y}_{2}
$$

be recursive isomorphisms, and put

$$
\begin{aligned}
\psi\left(\alpha, y_{1}, A\right) & \Longleftrightarrow \\
& {\left[\alpha(0)=1 \& \varphi_{1}\left(\pi_{1}\left(\alpha^{\star}\right),\left\{\pi_{1}(\beta): A\left(1^{\wedge} \beta\right)\right\},\left\{\pi_{2}(\gamma): A\left(2^{\wedge} \gamma\right)\right\}\right)\right] } \\
& \vee\left[\alpha(0)=2 \& \varphi_{2}\left(\pi_{2}\left(\alpha^{\star}\right),\left\{\pi_{1}(\beta): A\left(1^{\wedge} \beta\right)\right\},\left\{\pi_{2}(\gamma): A\left(2^{\wedge} \gamma\right)\right\}\right)\right] \\
& \vee\left[\alpha(0)=3 \&\left(1, \pi^{-1}{ }_{1}\left(y_{1}\right)\right) \in A\right]
\end{aligned}
$$

where $\alpha^{\star}(t)=\alpha(t+1)$ and $i^{\wedge} \delta=(i, \delta(0), \delta(1), \ldots)$. Clearly $\psi$ is in $\Gamma$ and by a simple induction on $\xi$,

$$
\begin{aligned}
\psi^{\xi}\left(1 \wedge \beta, y_{1}\right) & \Longleftrightarrow J_{1}^{\xi}\left(\pi_{1}(\beta)\right), \\
\psi^{\xi}\left(2^{\wedge} \gamma, y_{1}\right) & \Longleftrightarrow J_{2}^{\xi}\left(\pi_{2}(\gamma)\right)
\end{aligned}
$$

so that if we substitute the recursive constant

$$
\alpha_{3}(t)=3,
$$

we have

$$
\begin{aligned}
\psi^{\xi}\left(\alpha_{3}, y_{1}\right. & \Longleftrightarrow\left(1, \pi^{-1}{ }_{1}\left(y_{1}\right)\right) \in \psi^{<\xi} \\
& \Longleftrightarrow J_{1}^{<\xi}\left(y_{1}\right) ;
\end{aligned}
$$

thus

$$
J_{1}^{\infty}\left(y_{1}\right) \Longleftrightarrow \psi^{\infty}\left(\alpha_{3}, y_{1}\right)
$$

and $J_{1}^{\infty}$ is absolutely $\Gamma$-inductive on $\mathcal{N}$. The argument for $J_{2}^{\infty}$ is similar.
7C.12. Prove that if $\Gamma$ is suitable for our purposes, then $\operatorname{IND}(\Gamma ; \mathcal{N})$ contains all the pointsets in $\Gamma$ and is closed under \&, $\vee, \exists^{\omega}, \forall^{\omega}$ and recursive substitutions; if $\Gamma$ is also closed under either $\exists^{\mathcal{N}}$ or $\forall^{\mathcal{N}}$, then so is $\operatorname{IND}(\Gamma ; \mathcal{N})$.

Hint. To show closure under $\exists^{\mathcal{N}}$ as an example, suppose

$$
R(x, \beta) \Longleftrightarrow \varphi^{\infty}\left(\alpha_{0}, x, \beta\right)
$$

with $\alpha_{0}$ recursive and $\varphi(\alpha, x, \beta, A)$ in $\Gamma$ and operative on $\mathcal{N}$ and consider the system

$$
\begin{aligned}
\varphi_{1}\left(\alpha, \beta, x, A_{1}, A_{2}\right) & \Longleftrightarrow \varphi\left(\alpha, x, \beta,\left\{\alpha^{\prime}: A_{1}\left(\alpha^{\prime}, \beta\right)\right\}\right), \\
\varphi_{2}\left(x, A_{1}, A_{2}\right) & \Longleftrightarrow(\exists \beta) A_{1}\left(\alpha_{0}, \beta\right) ;
\end{aligned}
$$

check easily that

$$
(\exists \beta) R(x, \beta) \Longleftrightarrow J_{2}^{\infty}(x)
$$

(In this case we are applying 7 C .11 with $\mathcal{Y}_{2}=\emptyset$, which is valid by the proof of that result outlined in the hint.)

Closure of $\operatorname{IND}(\Gamma ; \mathcal{N})$ under recursive substitutions follows from the simple observation that if $\varphi(\alpha, z, y, A)$ is operative on $\mathcal{N}$, if $f: \mathcal{X} \rightarrow \mathcal{Z}$ is any function, and if

$$
\psi(\alpha, x, y, A) \Longleftrightarrow \varphi(\alpha, f(x), y, A),
$$

then

$$
\psi^{\xi}(\alpha, x, y) \Longleftrightarrow \varphi^{\xi}(\alpha, f(x), y) .
$$

7C.13. Prove that every absolutely inductive relation is in $\operatorname{IND}\left(\operatorname{pos} \Pi_{2}^{1} ; \mathcal{N}\right)$ and also in $\operatorname{IND}\left(\operatorname{pos} \Sigma_{2}^{1} ; \mathcal{N}\right)$.

Hint. Suppose for example that

$$
\varphi(\alpha, x, A) \Longleftrightarrow(\exists \beta) \psi(\alpha, x, \beta, A)
$$

where $\psi$ is in $\operatorname{pos} \Pi_{2}^{1}$ and $\varphi$ is operative on $\mathcal{N}$ and consider the system:

$$
\begin{aligned}
\varphi_{1}\left(\alpha, \beta, x, A_{1}, A_{2}\right) & \Longleftrightarrow \psi\left(\alpha, x, \beta, A_{2}\right) \\
\varphi_{2}\left(\alpha, x, A_{1}, A_{2}\right) & \Longleftrightarrow(\exists \beta) A_{1}(\alpha, \beta) .
\end{aligned}
$$

Check easily (using monotonicity) that

$$
\varphi^{\infty}(\alpha, x) \Longleftrightarrow J_{2}^{\infty}(\alpha, x) ;
$$

now if $\alpha_{0}$ is recursive, then the relation $\left\{x: \varphi^{\infty}\left(\alpha_{0}, x\right)\right\}$ which is a typical member of $\operatorname{IND}\left(\operatorname{pos} \Sigma_{3}^{1} ; \mathcal{N}\right)$ is in $\operatorname{IND}\left(\operatorname{pos} \Pi_{2}^{1} ; \mathcal{N}\right)$, by closure of this latter pointclass under recursive substitution.

7C.14. Prove that every set relation $\varphi(\alpha, x, A)$ in $\operatorname{pos} \Sigma_{1}^{1}$ with $A \subseteq \mathcal{N}$ satisfies an equivalence of the form

$$
\begin{equation*}
\varphi(\alpha, x, A) \Longleftrightarrow Q(\alpha, x) \vee(\exists \gamma)\left\{(\forall n) A\left((\gamma)_{n}\right) \& R(\alpha, x, \gamma)\right\} \tag{*}
\end{equation*}
$$

with $Q$ and $R$ in $\Sigma_{1}^{1}$; infer that the pointclass of absolutely inductive pointsets is $\omega$-parametrized.

Hint. Check that the collection of relations which admits this representation has all the right closure properties. Derive a similar representation for $\operatorname{pos} \Pi_{2}^{1}$ by quantifying both sides of $(*)$ and infer that $\operatorname{IND}\left(\operatorname{pos} \Pi_{2}^{1} ; \mathcal{N}\right)$ is $\omega$-parametrized using the parametrization theorem for $\Sigma_{1}^{1}$ (and the closure properties of $\operatorname{IND}\left(\operatorname{pos} \Pi_{2}^{1} ; \mathcal{N}\right)$ ).

7C. 15 (Moschovakis [1974a]). Prove that the pointclass IND is normed.
Hint. If $\varphi(\alpha, x, A)$ is positive analytical with $A \subseteq \mathcal{N}$, we have an obvious norm on the fixed point $\varphi^{\infty}(\alpha, x)$ given by

$$
\sigma(\alpha, x)=\text { least } \xi \text { such that } \varphi^{\xi}(\alpha, x) ;
$$

we will prove that this norm is inductive, so that for any recursive $\alpha_{0}$, the induced norm

$$
\sigma_{0}(x)=\sigma\left(\alpha_{0}, x\right)
$$

on $\left\{x: \varphi^{\infty}\left(\alpha_{0}, x\right)\right\}$ will also be inductive.
Let

$$
\psi(\alpha, \beta, x, A) \Longleftrightarrow \varphi\left(\alpha, x,\left\{\alpha^{\prime}: \neg \varphi\left(\beta, x,\left\{\beta^{\prime}: \neg A\left(\alpha^{\prime}, \beta^{\prime}\right)\right\}\right)\right\}\right)
$$

and verify that $\psi$ is positive analytical; thus $\psi^{\infty}(\alpha, \beta, x)$ is inductive by 7C. 11 (with $n=1$ ) and it is not hard to check that

$$
(\alpha, x) \leq_{\sigma}^{*}(\beta, x) \Longleftrightarrow \psi^{\infty}(\alpha, \beta, x)
$$

The construction of a $\psi^{\prime}$ which defined inductively $<_{\sigma}^{*}$ is similar.
7C.16. Prove 7C.3.
Hint. From 7C.12-7C.15, we know that IND is a Spector pointclass with all the right closure properties and the fact that IND is its associated boldface class follows from closure of IND under the substitution of constants which is elementary.

Suppose now that $\Gamma$ is any Spector pointclass which is closed under both $\exists^{\mathcal{N}}$ and $\forall^{\mathcal{N}}$; then easily, each positive analytical $\varphi(\alpha, x, A)$ is $\Gamma$ on $\Gamma$, so that by $7 \mathrm{C} .8, \varphi^{\infty} \in \Gamma$ and hence IND $\subseteq \Gamma$.

7C.17. Prove that for any set relation $\varphi(x, A)$ in $\operatorname{pos} \Sigma_{3}^{1}$ with $A$ ranging over subsets of $\mathcal{N}$, there is some $\Sigma_{1}^{1}$ relation $\varphi(x, \alpha, \beta)$ so that for all $A \varsubsetneqq \mathcal{N}$,

$$
\varphi(x, A) \Longleftrightarrow(\exists \alpha)(\forall \beta)(\exists \gamma)(\forall \delta)[Q(x, \alpha, \beta, \gamma, \delta) \vee A(\delta)] .
$$

Hint. Start with

$$
\varphi(x, A) \Longleftrightarrow(\exists \alpha)(\forall \beta) \psi(x, \alpha, \beta, A)
$$

where $\psi$ is in $\operatorname{pos} \Sigma_{1}^{1}$ so that by 7C. 14 there are $\Sigma_{1}^{1}$ relations $Q_{1}$ and $R_{1}$ with which

$$
\psi(x, \alpha, \beta, A) \Longleftrightarrow Q_{1}(x, \alpha, \beta) \vee(\exists \gamma)\left\{(\forall n) A\left((\gamma)_{n}\right) \& R_{1}(x, \alpha, \beta, \gamma)\right\}
$$

Check that for $A \varsubsetneqq \mathcal{N}$, easily

$$
\begin{aligned}
(\forall n) A\left((\gamma)_{n}\right) \& R_{1}(x, \alpha, \beta, \gamma) & \\
& \Longleftrightarrow(\forall \delta)\left\{\left[(\forall n)\left[\delta \neq(\gamma)_{n}\right] \& R_{1}(x, \alpha, \beta, \gamma)\right] \vee A(\delta)\right\} ;
\end{aligned}
$$

thus with

$$
Q_{2}(x, \alpha, \beta, \gamma, \delta) \Longleftrightarrow(\forall n)\left[\delta \neq(\gamma)_{n}\right] \& R_{1}(x, \alpha, \beta, \gamma)
$$

we have for $A \varsubsetneqq \mathcal{N}$

$$
\psi(x, \alpha, \beta, A) \Longleftrightarrow(\exists \gamma)(\forall \delta)\left[Q_{2}(x, \alpha, \beta, \gamma, \delta) \vee A(\delta)\right]
$$

from which the required representation follows immediately.
7C.18. Prove 7C.4.
Hint. By 7C.13, if $R(x)$ is absolutely inductive, then

$$
R(x) \Longleftrightarrow \varphi^{\infty}\left(\alpha_{0}, x\right)
$$

with $\varphi(\alpha, x, A)$ in $\operatorname{pos} \Sigma_{3}^{1}$ and $\alpha_{0}$ recursive and by 7 C .17 there is a $\Sigma_{1}^{1}$ pointset $Q(\alpha, x, \beta, \gamma, \delta, \varepsilon)$ so that for $A \varsubsetneqq \mathcal{N}$,

$$
\varphi(\alpha, x, A) \Longleftrightarrow(\exists \beta)(\forall \gamma)(\exists \delta)(\forall \varepsilon)[Q(\alpha, x, \beta, \gamma, \delta, \varepsilon) \vee A(\varepsilon)] .
$$

We claim that

$$
\begin{aligned}
\varphi^{\infty}(\alpha, x) \Longleftrightarrow & \left\{\left(\exists \beta_{1}\right)\left(\forall \gamma_{1}\right)\left(\exists \delta_{1}\right)\left(\forall \varepsilon_{1}\right)\left(\exists \beta_{2}\right)\left(\forall \gamma_{2}\right)\left(\exists \delta_{2}\right)\left(\forall \varepsilon_{2}\right) \cdots\right\} \\
& {\left[Q\left(\alpha, x, \beta_{1}, \gamma_{1}, \delta_{1}, \varepsilon_{1}\right) \vee Q\left(\alpha, x, \beta_{2}, \gamma_{2}, \delta_{2}, \varepsilon_{2}\right)\right.} \\
& \left.\vee Q\left(\alpha, x, \beta_{3}, \gamma_{3}, \delta_{3}, \varepsilon_{3}\right) \vee \cdots\right]
\end{aligned}
$$

to check this, show by induction on $\xi$ that $\varphi^{\xi}(\alpha, x)$ implies the right-hand-side and show that if $\neg \varphi^{\infty}(\alpha, x)$, then II can easily win the game determining the truth of the right-hand-side. Now half of 7C. 4 follows immediately.

To prove the other half consider the inductive analysis of the open game on the right hand side.

## 7C.19. Prove 7C.5.

Hint. It is enough to show (granting the hypotheses) that every fixed point $\varphi^{\infty}$ of a positive analytical $\varphi(\alpha, x, A)$ admits an absolutely inductive scale. We will skip the parameter $x$ in outlining the argument.

There is an analytical scale $\bar{\psi}^{0}=\left\{\psi_{n}^{0}\right\}_{n \in \omega}$ on $\varphi^{0}=\{\alpha: \varphi(\alpha, \emptyset)\}$ by 6 C .2 and the Second Periodicity Theorem 6C.3, and from any hyperprojective scale $\bar{\chi}^{\lambda}=\left\{\chi_{n}^{\lambda}\right\}_{n \in \omega}$ on the iterate $\varphi^{<\lambda}=\bigcup_{\xi<\lambda} \varphi^{\xi}$ we can easily construct a scale $\bar{\psi}^{\lambda}$ on the iterate $\varphi^{\lambda}=$ $\left\{\alpha: \varphi\left(\alpha, \varphi^{<\lambda}\right)\right\}$ by the same two theorems. On the other hand, given scales $\bar{\psi}^{\xi}$ on $\varphi^{\xi}$ for each $\xi<\lambda$, define on $\varphi^{<\lambda}$,

$$
\begin{aligned}
\chi_{0}^{\lambda}(\alpha) & =\text { least } \xi \text { such that } \alpha \in \varphi^{\xi}, \\
\chi_{n+1}^{\lambda}(\alpha) & =\psi_{n}^{\xi}(\alpha), \quad \text { where } \xi=\chi_{0}^{\lambda}(\alpha) ;
\end{aligned}
$$

it is easy to check that $\bar{\chi}^{\lambda}$ is a scale on $\varphi^{<\lambda}$. Finally define $\bar{\chi}^{\kappa}$ on $\varphi^{\infty}=\bigcup_{\xi<\kappa} \varphi^{\xi}$ in the same way, to get a scale on $\varphi^{\infty}$.

It remains to check that each $\bar{\varphi}^{\lambda}$ and each $\bar{\chi}^{\lambda}$ are hyperprojective in a "uniform" way so that $\bar{\chi}^{\kappa}$ is absolutely inductive - and in particular so that the hypotheses of determinacy needed to go from $\bar{\chi}^{\lambda}$ to $\bar{\psi}^{\lambda}$ actually hold.

Let $G \subseteq \mathcal{N} \times \mathcal{N}$ be universal absolutely inductive, call $\gamma=\langle\alpha, \beta\rangle$ a code of the hyperprojective set $A \subseteq \mathcal{N}$ if $A=\{\delta: G(\alpha, \delta)\}=\{\delta: \neg G(\beta, \delta)\}$ and argue by using 3H. 2 that the pointclass HYP is uniformly closed under all operations in this coding. Code also hyperprojective scales on sets in the obvious way.

Finally, use the Recursion Theorem 7A. 2 to define a recursion function

$$
f(\alpha)=f^{*}\left(\varepsilon^{*}, \alpha\right)=\left\{\varepsilon^{*}\right\}(\alpha)
$$

with the following property: for each $\alpha \in \varphi^{\infty}$, if $\lambda=$ least $\xi$ such that $\alpha \in \varphi^{\xi}$, then $f(\alpha)$ is a code of the scale $\bar{\psi}^{\lambda}$ on $\varphi^{\lambda}$ as described above; there is a bit of checking to be done, but the result follows easily from this.

## 7D. The completely playful universe

In the historical remarks at the end of Chapter 6 we mentioned the so-called Axiom of Determinacy,
$\mathbf{A D} \Longleftrightarrow$ every subset of $\mathcal{N}$ is determined,
introduced in Mycielski and Steinhaus [1962]. This is false by 6A.6, but the proof of that result depended on a blatant application of the Axiom of Choice and none has yet succeeded in violating AD without some appeal to choice. Thus it remains possible that $\mathbf{A D}$ is consistent with the axioms of Zermelo-Fraenkel set theory ( without choice) and one might attempt to study its consequences. We will derive a very few of them in this section; the interested reader should go to the collections of papers Kechris and Moschovakis [1978a], Kechris, Martin, and Moschovakis [1981], [1983], Kechris, Martin, and Steel [1988] (and the further references given there) as well as Kleinberg [1977] for a deeper study of this fascinating theory.

What is the value of proving theorems on the basis of a false assumption?
Mycielski and Steinhaus [1962] suggested that we might replace the Axiom of Choice by AD in our thinking about sets, because it implies many desirable regularity properties about sets of reals - under AD they are all Lebesgue measurable, they have
the property of Baire, etc. However, mathematicians with a realistic approach to set theory resist this temptation to accept "desirable falsehoods" for the sake of utility or simplicity. Moreover, many consequences of AD (proved since 1962) give a picture of the universe of sets which is by no means "simple" and tends to contradict our basic intuitions about sets at least as much as the alleged "undesirable" consequences of the Axiom of Choice.

One might also study the consequences of $\mathbf{A D}$ in an attempt to prove it false without using the Axiom of Choice. Some have worked on this worthy program but without success so far.

Most mathematicians who work on AD are motivated by the hope that there is a natural model of Zermelo-Fraenkel set theory (without AC) which contains all the real numbers and in which AD holds, as suggested in Mycielski [1964]; by this we mean that there is a collection $M \supseteq \mathbb{R}$ of sets such that if we reinterpret "set" as "member of $M$," then all the classical axioms of set theory (except choice) become true and so does the proposition AD. A natural candidate is the collection of sets

$$
\begin{aligned}
L(\mathcal{N})= & \text { the smallest model of Zermelo-Fraenkel set theory which } \\
& \text { contains } \mathcal{N}
\end{aligned}
$$

which we will define precisely in Chapter 8. Consequences of AD then become true assertions about $L(\mathcal{N})$ —which in turn yield theorems about some of the sets in our intended interpretation of set theory. ${ }^{(10)}$

There is also an obvious practical reason for learning to think in the context of full determinacy: if you prove a result from AD, you can almost always rework the argument to get a weaker theorem-or a reformulation-from restricted hypotheses of definable determinacy such as we have been assuming.

Although AD is inconsistent with the full Axiom of Choice, it implies a very weak Countable Principle of Choice for pointsets.

7D.1. Lemma. Assume AD and suppose $P \subseteq \omega \times \mathcal{X}$ where $\mathcal{X}$ is any product space; then

$$
(\forall n)(\exists x) P(n, x) \Longleftrightarrow(\exists f: \omega \rightarrow \mathcal{X})(\forall n) P(n, f(n)) .
$$

Proof. Let $\pi: \mathcal{N} \rightarrow \mathcal{X}$ be a canonical surjection of $\mathcal{N}$ onto $\mathcal{X}$ and consider the game where I plays $n$ (his future moves being irrelevant) and II plays $\alpha$; II wins if $P(n, \pi(\alpha))$. Now I cannot win, since any strategy would fix some $n$ and then II can beat it by playing some $\alpha$ so that $P(n, \pi(\alpha))$. By AD then, II has some winning strategy $\tau$ and we can take

$$
f(n)=\pi([n] * \tau) .
$$

The countable principle of choice is not strong enough and we will often assume (together with $\mathbf{A D}$ ) the following very reasonable proposition.

Axiom of Dependent Choices (DC). For every set of pairs $P \subseteq A \times A$ from a non-empty set $A$,

$$
(\forall x \in A)(\exists y \in A) P(x, y) \Longrightarrow(\exists f: \omega \rightarrow A)(\forall n) P(f(n), f(n+1)) .
$$

In effect, $\mathbf{D C}$ says that we can make a countable number of choices, each choice depending on the preceding choice. It is a very useful principle, for example it is the only kind of choice we need to prove that a relation with no infinite descending chains must be wellfounded (i.e., every non-empty subset of its field must have a minimal member).

The full Axiom of Choice implies DC easily and in Chapter 8 we will show that DC holds in $L(\mathcal{N})$, so that for our purposes, $\mathbf{D C}$ is an innocuous assumption. On the other hand, Solovay [1978a] has shown (from strong hypotheses) that AD does not formally imply DC.

It is very important to point out now that in this book we have not used any choice principles other than DC without explicitly taking note of the fact. Actually there are only a few results in whose proofs we used the full Axiom of Choice and we have listed them all in an Appendix to this chapter, Section 7F.

Thus when we assume $\mathbf{A D}+\mathbf{D C}$, we can appeal to the whole theory developed so far except for these few results. In the cases where we only assume AD and we used previously proved theorems, the reader should be able to check easily that the proofs of these theorems appeal at most to the Countable Principle of Choice for pointsets which is a consequence of AD.

Let us put down for the record the regularity results already established in Chapter 6.
7D.2. Theorem. Assume AD; then every uncountable pointset has a non-empty perfect subset, every pointset has the property of Baire and for every $\sigma$-finite Borel measure $\mu$ on a space $\mathcal{X}$, every subset of $\mathcal{X}$ is $\mu$-measurable (Davis [1964], Mycielski [1964], Mycielski and Swierczkowski [1964], Mycielski [1966]).

Proof. Take $\Lambda=\operatorname{power}(\mathcal{N})$ in 6A.12, 6A. 16 and 6A. 18 .
To look at a regularity result of a different kind, consider the following relation between pointsets $A \subseteq \mathcal{X}$ and $B \subseteq \mathcal{Y}$ :

$$
\begin{aligned}
A \leq_{w} B & \Longleftrightarrow A \text { is a continuous preimage of } B \\
& \Longleftrightarrow \text { there is a continuous function } f: \mathcal{X} \rightarrow \mathcal{Y} \text { such } \\
& \text { that for all } x, x \in A \Longleftrightarrow f(x) \in B
\end{aligned}
$$

If $A \leq_{w} B$, we say that $A$ is Wadge reducible or continuously reducible to $B$. It is obvious that $\leq_{w}$ is a transitive relation on the collection of all pointsets.

7D.3. Wadge's Lemma (Wadge [1984]). Assume AD and suppose $A$ and $B$ are pointsets of type 1 ; then either $A \leq_{w} B$ or $B \leq_{w} \neg A=\mathcal{N} \backslash A$.

Proof. If $A, B$ are sets of irrationals, let $G(A, B)$ be the game where I plays $\alpha$, II plays $\beta$ and II wins if the following equivalence holds:

$$
\alpha \in A \Longleftrightarrow \beta \in B .
$$

If II wins $G(A, B)$ with a strategy $\tau$, then

$$
\alpha \in A \Longleftrightarrow[\alpha] * \tau \in B
$$

and since the map $\alpha \mapsto[\alpha] * \tau$ is continuous, we have $A \leq_{w} B$. If I wins $G(A, B)$ with a strategy $\sigma$, then

$$
\sigma *[\beta] \notin A \Longleftrightarrow \beta \in B
$$

and since again the map $\beta \mapsto \sigma *[\beta]$ is continuous, we have $B \leq_{w} \neg A$.
The result follows immediately for pointsets of type 1.
Wadge's lemma says essentially that any two subsets of Baire space are comparable in terms of the operations of continuous substitution and complementation. It has many interesting consequences and we will come back to it in the exercises.

We now turn to one of the most fascinating problems in the theory of full determinacy. How large is the continuum in a fully playful universe, a model of AD $+\mathbf{D C}$ ? From one point of view it is very small indeed.

7D.4. Theorem. If AD holds, then every pointset which can be wellordered is countable; in particular, $\mathcal{N}$ cannot be wellordered and if

$$
\pi: \lambda \hookrightarrow \mathcal{N}
$$

is any injection from an ordinal $\lambda$ into $\mathcal{N}$, then $\lambda$ is countable.
Proof. If $A$ is uncountable, then $A$ has a perfect subset which (as a space with the induced topology) is Borel isomorphic with $\mathcal{N}$, so that any wellordering of $A$ induces a wellordering of ${ }^{\omega} \omega$. If $\rho: \mathcal{N} \rightarrow$ Ordinals is the rank function of this wellordering, then $\rho^{-1}(\xi)$ is a singleton for each $\xi$, so that 5A. 10 applies and $\{(\alpha, \beta): \alpha<\beta\}$ does not have the property of Baire, contradicting 7D.1.

Thus $\mathcal{N}$ is very small relative to the ordinals if we use injections to compare sizes. When choice is not available, however, it is more natural to use surjections for this purpose, and to think of an ordinal $\lambda$ as not larger then $\mathcal{N}$ if we can map $\mathcal{N}$ onto $\lambda$.

Put

$$
\Theta=\operatorname{supremum}\{\lambda: \text { there exists a surjection } \pi: \mathcal{N} \rightarrow \lambda\} ;
$$

AD implies that $\Theta$ is very large.
The key result is a coding lemma which asserts that bounded subsets of $\Theta$ and functions on ordinals below $\Theta$ are "definable."

Suppose $<$ is a (strict) wellfounded relation on some $S \subseteq \mathcal{X}$ and let

$$
\rho: S \rightarrow \lambda
$$

be its rank function as in 2 G defined by the recursion

$$
\rho(x)=\operatorname{supremum}\{\rho(y)+1: y<x\} .
$$

We can obviously think of each $x \in S$ as a code for the ordinal $\xi=\rho(x)$.
Let

$$
f: \lambda^{n} \rightarrow \operatorname{Power}(\mathcal{Y})
$$

be a function which assigns subsets of $\mathcal{Y}$ to $n$-tuples from $\lambda$. A choice set for $f$ (relative to a given wellfounded relation $<$ that codes $\lambda$ ) is any pointset

$$
C \subseteq \mathcal{X}^{n} \times \mathcal{Y}
$$

such that

$$
\begin{equation*}
\left(x_{1}, \ldots, x_{n}, y\right) \in C \Longrightarrow x_{1}, \ldots, x_{n} \in S \& y \in f\left(\rho\left(x_{1}\right), \ldots, \rho\left(x_{n}\right)\right) \tag{i}
\end{equation*}
$$

$$
\begin{gather*}
f\left(\xi_{1}, \ldots, \xi_{n}\right) \neq \emptyset \Longrightarrow\left(\exists x_{1}\right) \cdots\left(\exists x_{n}\right)(\exists y)\left[\rho\left(x_{1}\right)=\xi_{1}\right.  \tag{ii}\\
\& \cdots \& \rho\left(x_{n}\right)=\xi_{n} \& y \in f\left(\xi_{1}, \ldots, \xi_{n}\right) \\
\left.\&\left(x_{1}, \ldots, x_{n}, y\right) \in C\right] .
\end{gather*}
$$

7D.5. The Coding Lemma (I) (Moschovakis [1970]). ${ }^{(6)}$ Assume AD, let $<$ be a strict wellfounded relation on some $S \subseteq \mathcal{X}$ with rank function

$$
\rho: S \rightarrow \lambda
$$

and let $\Gamma$ be any pointclass such that $<\in \Gamma, \Sigma_{1}^{1} \subseteq \Gamma$ and $\Gamma$ is $\omega$-parametrized and closed under $\&, \vee, \exists^{\omega}, \forall^{\omega}$ and $\exists^{\mathcal{N}}$. Then every function

$$
f: \lambda^{n} \rightarrow \operatorname{Power}(\mathcal{Y})
$$

has a choice set in the associated boldface pointclass $\underset{\sim}{\Gamma}$.

Proof. For any unary function

$$
f: \lambda \rightarrow \operatorname{Power}(\mathcal{Y})
$$

and each $\xi \leq \lambda$, put

$$
f_{\xi}(\eta)= \begin{cases}f(\eta) & \text { if } \eta<\xi, \\ \emptyset & \text { if } \xi \leq \eta .\end{cases}
$$

We will prove the result for unary functions first by assuming that some $f_{\xi}$ does not have a choice set in $\underset{\sim}{\Gamma}$ and deducing a contradiction.

Suppose $\xi<\lambda$ and $C_{\xi}$ is a choice set for $f_{\xi}$ in $\underset{\sim}{\Gamma}$. If $f(\xi)=\emptyset$, then $C_{\xi}$ is obviously a choice set for $f_{\xi+1}$ also, while if $y_{0} \in f(\xi)$ and $\rho\left(x_{0}\right)=\xi$, then

$$
C_{\xi+1}=C_{\xi} \cup\left\{\left(x_{0}, y_{0}\right)\right\}
$$

is a choice set for $f_{\xi+1}$ and it is also in $\underset{\sim}{\Gamma}$. Thus the ordinal

$$
\kappa=\text { least } \xi \text { such that } f_{\xi} \text { does not have a choice set in } \underset{\sim}{\Gamma}
$$

is a limit ordinal $\leq \lambda$.
Fix a good parametrization for $\Gamma$ by 3 H .1 and suppose $G \subseteq \mathcal{N} \times(\mathcal{X} \times \mathcal{Y})$ is universal. As usually,

$$
G_{\alpha}=\{(x, y): G(\alpha, x, y)\} .
$$

We consider the following two-person game: if I plays $\alpha$ and II plays $\beta$, then
II wins $\Longleftrightarrow G_{\alpha}$ is not a choice set for any $f_{\xi}, \xi<\kappa$ $\vee(\exists \xi<\kappa)\left[G_{\alpha}\right.$ is a choice set for $f_{\xi}$, and there is some $\eta>\xi$ such that $G_{\beta}$ is a choice set for $\left.f_{\eta}\right]$.
The game is determined by AD.
Case 1. I has a winning strategy $\sigma$. Now for each $\beta$ there is some $\xi(\beta)<\kappa$ such that $G_{\sigma *[\beta]}$ is a choice set for $f_{\xi(\beta)}$. Put

$$
\xi=\operatorname{supremum}\{\xi(\beta): \beta \in \mathcal{N}\}
$$

and check easily that the set

$$
C_{\xi}=\bigcup_{\beta} G_{\sigma *[\beta]}
$$

is a choice set for $f_{\xi}$, so that by the choice of $\kappa, \xi<\kappa$; but since $\kappa$ is limit, there is then some $\eta>\xi, \eta<\kappa$ and II can beat $\sigma$ by playing any $\beta$ so that $G_{\beta}$ is a choice set for $f_{\eta}$.

Case 2. II has a winning strategy $\tau$. Let

$$
\{\varepsilon\}(x)=U^{\mathcal{X}, \mathcal{Y}}(\varepsilon, x)
$$

be the partial function on $\mathcal{X}$ to $\mathcal{N}$ which is universal for all the partial functions on $\mathcal{X}$ to $\mathcal{N},\left({\underset{\sim}{1}}^{0}-\right)$ recursive on their domain, and for each $\varepsilon \in \mathcal{N}, w \in \mathcal{X}$, put

$$
(x, y) \in A_{\varepsilon, w} \Longleftrightarrow(\exists z)\{z<w \&\{\varepsilon\}(z) \text { is defined } \& G(\{\varepsilon\}(z), x, y)\} ;
$$

each $A_{\varepsilon, w}$ is obviously in $\underset{\sim}{\Gamma}$, and by 3 H .2 there is a recursive function $\pi(\varepsilon, w)$ such that

$$
A_{\varepsilon, w}=\{(x, y): G(\pi(\varepsilon, w), x, y)\} .
$$

Now the map

$$
(\varepsilon, w) \mapsto[\pi(\varepsilon, w)] * \tau
$$

is recursive in $\tau$ and total, so by the Recursion Theorem 7A.2, we can find a fixed $\varepsilon^{*} \in \mathcal{N}$ such that for all $w \in \mathcal{X}$,

$$
\left\{\varepsilon^{*}\right\}(w)=\left[\pi\left(\varepsilon^{*}, w\right)\right] * \tau
$$

to simplify notation, put

$$
g(w)=\left\{\varepsilon^{*}\right\}(w)
$$

Sublemma. For each $w \in S=\operatorname{Field}(<)$, there is some $\eta=\eta(w)>\rho(w)$, such that $G_{g(w)}$ is a choice set for $f_{\eta(w)}$.

Proof of the sublemma is by induction on $\rho(w)$. If the sublemma holds for all $x<w$, then $A_{\varepsilon^{*}, w}$ is clearly a choice set for $f_{\xi}$ with

$$
\xi=\operatorname{supremum}\{\eta(x): x<w\} \geq \rho(w)
$$

and since $g(w)=\left[\pi\left(\varepsilon^{*}, w\right)\right] * \tau$ is II's response to I's play $\pi\left(\varepsilon^{*}, w\right)$, it must be that $G_{g(w)}$ is a choice set for some $f_{\eta}$ with $\eta>\xi \geq \rho(w)$.
$\dashv$ (Sublemma)
It follows from this Sublemma that

$$
\operatorname{supremum}\{\eta(w): w \in S\}=\kappa
$$

and that

$$
C_{\kappa}=\bigcup_{w \in S} G_{g(w)}
$$

is a choice set for $f_{\kappa}$ in $\underset{\sim}{\Gamma}$, contrary to the choice of $\kappa$.
This completes the proof of the Coding Lemma for unary functions. To prove it for functions with any number of variables by induction, suppose

$$
f: \lambda^{n+1} \rightarrow \operatorname{Power}(\mathcal{Y})
$$

is given and for $\eta<\lambda$, put

$$
f^{\eta}\left(\xi_{1}, \ldots, \xi_{n}\right)=f\left(\xi_{1}, \ldots, \xi_{n}, \eta\right)
$$

and let

$$
g(\eta)=\left\{\alpha: G_{\alpha} \text { is a choice set for } f^{\eta}\right\} .
$$

Let $C_{g} \subseteq \mathcal{X} \times \mathcal{N}$ be a choice set for $g$ in $\underset{\sim}{\Gamma}$ and check that

$$
C\left(x_{1}, \ldots, x_{n}, x, y\right) \Longleftrightarrow(\exists \alpha)\left[C_{g}(x, \alpha) \& G\left(\alpha, x_{1}, \ldots, x_{n}, y\right)\right]
$$

is a choice set for $f$.
If $\leq$ is a prewellordering with field $S \subseteq \mathcal{X}$ and

$$
\rho: S \rightarrow \lambda
$$

is the associated rank function, then for any $A \subseteq \lambda$, put

$$
\operatorname{Code}(A ; \leq)=\{x \in S: \rho(x) \in A\} ;
$$

similarly, if $\leq_{1}, \ldots, \leq_{n}$ are prewellorderings with respective ranks

$$
\rho_{1}: S_{1} \rightarrow \lambda_{1}, \ldots, \rho_{n}: S_{n} \rightarrow \lambda_{n}
$$

and $A \subseteq \lambda_{1} \times \cdots \times \lambda_{n}$, then

$$
\operatorname{Code}\left(A ; \leq_{1}, \ldots, \leq_{n}\right)=\left\{\left(x_{1}, \ldots, x_{n}\right):\left(\rho_{1}\left(x_{1}\right), \ldots, \rho_{n}\left(x_{n}\right)\right) \in A\right\} .
$$

7D.6. The Coding Lemma (II) (Moschovakis [1970]). ${ }^{(6)}$ Assume AD, suppose $\leq_{1}$ , ,.., $\leq_{n}$ are prewellorderings on $S_{1} \subseteq \mathcal{X}_{1}, \ldots, S_{n} \subseteq \mathcal{X}_{n}$ respectively with rank functions $\rho_{1}: S_{1} \rightarrow \lambda_{1}, \rho_{2}: S_{2} \rightarrow \lambda_{2}, \ldots, \rho_{n}: S_{n} \rightarrow \lambda_{n}$, and let $\Gamma$ be any pointclass such that $\leq \in \underset{\sim}{\boldsymbol{\Delta}}, \Sigma_{1}^{1} \subseteq \Gamma$ and $\Gamma$ is $\omega$-parametrized and closed under $\&, \vee, \exists^{\omega}, \forall^{\omega}$ and $\exists^{\mathcal{N}}$. Then for every set $A \subseteq \lambda_{1} \times \cdots \times \lambda_{n}$, the pointset $\operatorname{Code}\left(A ; \leq_{1}, \ldots, \leq_{n}\right)$ is in $\underset{\sim}{\underset{\sim}{\Delta}}$.

Proof. On $\mathcal{X}=\mathcal{X}_{1} \times \cdots \times \mathcal{X}_{n}$ define

$$
\begin{aligned}
\left(x_{1}, \ldots, x_{n}\right)<\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right) \Longleftrightarrow & x_{1}<_{1} x_{1}^{\prime} \\
& \vee x_{1} \sim_{1} x_{1}^{\prime} \& x_{2}<2 x_{2}^{\prime} \\
& \vee \cdots \\
& \vee x_{1} \sim_{1} x_{1}^{\prime} \& \cdots \& x_{n-1} \sim_{1} x_{n-1}^{\prime} \& x_{n}<_{n} x_{n}^{\prime}
\end{aligned}
$$

so that < is strict, wellfounded in $\underset{\sim}{\Delta}$ with rank

$$
\rho\left(x_{1}, \ldots, x_{n}\right)=\left\langle\rho_{1}\left(x_{1}\right), \ldots, \rho_{n}\left(x_{n}\right)\right\rangle,
$$

where $\left(\xi_{1}, \ldots, \xi_{n}\right) \mapsto\left\langle\xi_{1}, \ldots, \xi_{n}\right\rangle$ takes $\lambda_{1} \times \cdots \times \lambda_{n}$ with the lexicographic ordering onto $\lambda$, in an order-preserving way. Let $C \subseteq \mathcal{X} \times \omega$ be a choice set in $\underset{\sim}{\Gamma}$ for the function

$$
f\left(\left\langle\xi_{1}, \ldots, \xi_{n}\right\rangle\right)= \begin{cases}1, & \text { if }\left(\xi_{1}, \ldots, \xi_{n}\right) \in A, \\ 0, & \text { if }\left(\xi_{1}, \ldots, \xi_{n}\right) \notin A,\end{cases}
$$

and check that

$$
\begin{aligned}
& \left(x_{1}, \ldots, x_{n}\right) \in \operatorname{Code}\left(A ; \leq_{1}, \ldots, \leq_{n}\right) \\
& \quad \Longleftrightarrow\left(\exists x_{1}^{\prime}\right) \cdots\left(\exists x_{n}^{\prime}\right)\left[x_{1} \sim_{1} x_{1}^{\prime} \& \cdots \& x_{n} \sim_{n} x_{n}^{\prime} \& C\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}, 1\right)\right], \\
& \left(x_{1}, \ldots,\right. \\
& \left.\quad \Longleftrightarrow x_{n}\right) \notin \operatorname{Code}\left(A ; \leq_{1}, \ldots, \leq_{n}\right) \\
& \quad \Longleftrightarrow\left(\exists x_{1}^{\prime}\right) \cdots\left(\exists x_{n}^{\prime}\right)\left[x_{1} \sim_{1} x_{1}^{\prime} \& \cdots \& x_{n} \sim_{n} x_{n}^{\prime} \& C\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}, 0\right)\right] .
\end{aligned}
$$

In applying the Coding Lemma, we often take $\Gamma=\operatorname{pos} \Sigma_{1}^{1}\left(Q_{1}, \ldots, Q_{n}\right)$, where $\operatorname{pos} \Sigma_{1}^{1}\left(Q_{1}, \ldots, Q_{n}\right)=$ the smallest pointclass which contains $Q_{1}, \ldots, Q_{n}$ and all $\Sigma_{1}^{1}$ pointsets. and which is closed under $\&, \vee, \exists^{\omega}, \forall^{\omega}$ and $\exists^{\mathcal{N}}$.

7D.7. Lemma. For any $Q_{1}, \ldots, Q_{n}$, the pointclass $\operatorname{pos} \Sigma_{1}^{1}\left(Q_{1}, \ldots, Q_{n}\right)$ is closed under $\&, \vee, \exists^{\omega}, \forall^{\omega}$ and $\exists^{\mathcal{N}}$, it contains $Q_{1}, \ldots, Q_{n}$ and all $\Sigma_{1}^{1}$ pointsets, and it is $\omega$ parametrized.

Proof. Assume without loss of generality that we have only one set $Q \neq \emptyset$, and consider the collection of all pointsets which satisfy some equivalence of the form

$$
\begin{equation*}
P(x) \Longleftrightarrow(\exists \alpha)\left\{(\forall n) Q\left(\pi\left((\alpha)_{n}\right)\right) \& R(x, \alpha)\right\} \tag{*}
\end{equation*}
$$

where $R$ is $\Sigma_{1}^{1}$ and $\pi: \mathcal{N} \rightarrow \mathcal{Z}$ is a canonical recursive surjection. This contains $Q$ and each $P$ in $\Sigma_{1}^{1}$ (taking $R(x, \alpha) \Longleftrightarrow P(x)$ ), and it is easily closed under $\&, \vee, \exists^{\omega}, \forall^{\omega}$, $\exists^{\mathcal{N}}$, e.g.,

$$
\begin{aligned}
&(\forall t)(\exists \alpha)\left\{Q\left(\pi\left((\alpha)_{n}\right)\right) \& R(x, t, \alpha)\right\} \Longleftrightarrow(\exists \beta)\left\{(\forall m) Q\left(\pi\left((\beta)_{m}\right)\right)\right. \\
&\left.\&(\forall t)(\exists \alpha)\left[(\forall n)(\exists m)\left[(\alpha)_{n}=(\beta)_{m}\right] \& R(x, t, \alpha)\right]\right\} .
\end{aligned}
$$

Thus every $P$ in $\operatorname{pos} \Sigma_{1}^{1}(Q)$ satisfies $(*)$ with some $R$ in $\Sigma_{1}^{1}$, and we can use universal sets in $\Sigma_{1}^{1}$ to get the universal sets we need.

Let us now put down one result which implies that $\Theta$ is large.

7D.8. Theorem. Assume AD and let $\Gamma$ be an $\omega$-parametrized pointclass such that $\Sigma_{1}^{1} \subseteq \Gamma$ and $\Gamma$ is closed under \&, $\vee, \exists^{\omega}, \forall^{\omega}$ and $\exists^{\mathcal{N}}$. Let

$$
\begin{aligned}
\underset{\sim}{\boldsymbol{\delta}}= & \text { supremum }\{|\leq|: \leq \\
\underset{\sim}{\gamma}= & \text { is a prewellordering of } \mathcal{N} \text { in } \underset{\sim}{\boldsymbol{\Delta}}\} \\
& \text { with field in } \mathcal{N}\} .
\end{aligned}
$$

(i) $\underset{\sim}{\boldsymbol{\delta}}$ is a cardinal.
(ii) $\gamma$ is a regular cardinal.
(iii) $\widetilde{I} f \Gamma$ is also closed under $\forall^{\mathcal{N}}$, then $\underset{\sim}{\boldsymbol{\delta}}$ is a regular limit cardinal (i.e., weakly inaccessible).
In particular, taking $\Gamma=$ all inductive sets, the ordinal

$$
{\underset{\sim}{\boldsymbol{\delta} N D}}=\text { supremum of all hyperprojective prewellorderings of } \mathcal{N}
$$

is weakly inaccessible. ${ }^{(7,8)}$
Proof. (i) Assume towards a contradiction that for some $\lambda<\underset{\sim}{\boldsymbol{\delta}}$ we have a bijection

$$
g: \lambda \hookrightarrow \underset{\sim}{\boldsymbol{\delta}}
$$

and let $\leq$ be a prewellordering of some $\mathcal{X}$ in $\underset{\sim}{\underset{\sim}{\underset{\sim}{~}}}$ with rank function

$$
\rho: \mathcal{X} \rightarrow \lambda .
$$

The relation

$$
P(\xi, \eta) \Longleftrightarrow g(\xi) \leq g(\eta) \quad(\xi, \eta<\lambda)
$$

is wellfounded with length $\underset{\sim}{\boldsymbol{\delta}}$ and by the Coding Lemma 7D. 6 it has its code set in $\underset{\sim}{\underset{\sim}{\underset{\sim}{~}} \text {; } ; ~ ; ~}$ but then $\underset{\sim}{\boldsymbol{\delta}}$ is the length of a $\underset{\sim}{\boldsymbol{\Delta}}$ prewellordering which is absurd.
(ii) Assume again towards a contradiction that some map

$$
g: \lambda \rightarrow \underset{\sim}{\gamma}
$$

is cofinal with $\gamma$, where $\lambda<\gamma$ and $\lambda$ is the length of some strict wellfounded relation $\prec$ in $\underset{\sim}{\Gamma}$. Let $G \widetilde{\subseteq} \mathcal{N} \times(\mathcal{N} \times \mathcal{N})$ be universal in $\Gamma$ and put

$$
f(\xi)=\left\{\alpha: G_{\alpha} \text { is wellfounded with field in } \mathcal{N} \text { and length } g(\xi)\right\} ;
$$

by the Coding Lemma, choose a choice set $C \in \underset{\sim}{\Gamma}$ for $f$ and let

$$
(x, \alpha, \beta) \prec^{\prime}\left(x^{\prime}, \alpha^{\prime}, \beta^{\prime}\right) \Longleftrightarrow x=x^{\prime} \& \alpha=\alpha^{\prime} \& C(x, \alpha) \& G\left(\alpha, \beta, \beta^{\prime}\right) .
$$

It is obvious that $\prec^{\prime}$ is wellfounded in $\underset{\sim}{\Gamma}$ with length $\gamma$, and this is easily absurd since for each wellfounded relation in $\underset{\sim}{\Gamma}$, we can find a longer one.
(iii) If $\leq$ is a prewellordering in $\underset{\sim}{\boldsymbol{\Delta}}$, take $\Gamma_{0}=\operatorname{pos} \Sigma_{1}^{1}(\leq,<)$ and notice by the closure properties that $\Gamma_{0} \subseteq \underset{\sim}{\Delta}$. By (i), the ordinal ${\underset{\sim}{\boldsymbol{\sim}}}_{0}$ of $\Gamma_{0}$ is a cardinal, and of course it is bigger than the length of $\leq$ and less than $\underset{\sim}{\boldsymbol{\delta}} ;$ thus $\underset{\sim}{\boldsymbol{\delta}}$ is a limit cardinal.

To show that $\underset{\sim}{\boldsymbol{\delta}}$ is regular, suppose

$$
g: \lambda \rightarrow \underset{\sim}{\boldsymbol{\delta}}
$$

is cofinal in $\boldsymbol{\sim}$, where $\lambda$ is the length of a $\underset{\sim}{\Delta}$-prewellordering $\leq$, and let $G \subseteq \mathcal{N} \times(\mathcal{N} \times \mathcal{N})$ be universal in $\Gamma$. Put

$$
f(\xi)=\left\{(\alpha, \beta): G_{\alpha}=\mathcal{N} \times \mathcal{N} \backslash G_{\beta} \text { and } G_{\alpha}\right. \text { is a prewellordering }
$$

and let $C$ be some choice set for $f$ in $\operatorname{pos} \Sigma_{1}^{1}(<) \subseteq \underset{\sim}{\boldsymbol{\Delta}}$. For each $(\alpha, \beta)$ such that $G_{\alpha}=\mathcal{N} \times \mathcal{N} \backslash G_{\beta}$ and $G_{\alpha}$ is a prewellordering of $\mathcal{N}$, let

$$
\rho_{\alpha, \beta}(\gamma)=\rho(\alpha, \beta, \gamma)
$$

be the rank function mapping $\mathcal{N}$ onto some $\xi_{\alpha, \beta}$, and finally put

$$
\begin{aligned}
(x, \alpha, \beta, \gamma)<^{*}\left(x^{\prime}, \alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}\right) \Longleftrightarrow & x<x^{\prime} \\
& \vee(\exists y)\left(\exists y^{\prime}\right)\left[x \sim y \sim x^{\prime} \sim y^{\prime}\right. \\
& \& C(y, \alpha, \beta) \\
& \& C\left(y^{\prime}, \alpha^{\prime}, \beta^{\prime}\right) \\
& \left.\& \rho(\alpha, \beta, \gamma) \leq \rho\left(\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}\right)\right] .
\end{aligned}
$$

It is clear that $<^{*}$ is a prewellordering of length $\underset{\sim}{\boldsymbol{\delta}}$, so we will have the desired contradiction if we can show that $<^{*} \in \underset{\sim}{\boldsymbol{\Delta}}$.

The only clause in the definition of $<^{*}$ which causes difficulty is the last one: we must find a $\underset{\sim}{\Delta}$ relation $P\left(\alpha, \beta, \gamma, \alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}\right)$ such that if $G_{\alpha}=\mathcal{N} \times \mathcal{N} \backslash G_{\beta}$ and $G_{\alpha^{\prime}}=\mathcal{N} \times \mathcal{N} \backslash G_{\beta^{\prime}}$ are both prewellorderings in $\underset{\sim}{\underset{\sim}{\Delta}}$, then

$$
\rho(\alpha, \beta, \gamma) \leq \rho\left(\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}\right) \Longleftrightarrow P\left(\alpha, \beta, \gamma, \alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}\right) .
$$

Now

$$
\begin{aligned}
\rho(\alpha, \beta, \gamma) \leq \rho\left(\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}\right) \Longleftrightarrow & \text { there is a set } A \subseteq \xi_{\alpha, \beta} \times \xi_{\alpha^{\prime}, \beta^{\prime}} \text { which is } \\
& \text { an order-preserving map of the initial } \\
& \text { segment of } G_{\alpha} \text { up to } \gamma \text { onto the initial } \\
& \text { segment of } G_{\alpha^{\prime}} \text { up to } \gamma^{\prime} ;
\end{aligned}
$$

by the Coding Lemma, for every such set $A$ the pointset $\operatorname{Code}\left(A ; G_{\alpha}, G_{\beta}\right)$ will be in $\underset{\sim}{\underset{\sim}{\Delta}}$, i.e., it will be $G_{\delta}$ and $\mathcal{N} \times \mathcal{N} \backslash G_{\varepsilon}$ for some $\delta, \varepsilon$. The proof is completed by verifying easily that the conditions on $G_{\delta}, G_{\varepsilon}$ which guarantee that $G_{\delta}=\mathcal{N} \times \mathcal{N} \backslash G_{\varepsilon}$ is the code set of some similarity of initial segments translate to $\Delta$ conditions on $\delta, \varepsilon$.

Kechris has recently verified that the least non-hyperprojective ordinal is Mahlo in the context of AD, but long before that Solovay had already proved that there are Mahlo cardinals below $\Theta$. Moschovakis [1970] has some results of this type-as a matter of fact, $\mathbf{A D}$ implies that $\Theta$ is quite immense.

The last theorem also has some obvious consequences about the ordinals $\underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1}$ that we introduced in 4C. We will come back to it after we establish a very important result of Martin.

7D.9. The Suslin Theorem for the Odd Levels (Martin and Moschovakis). Assume $\mathbf{A D}$ and let $\Gamma$ be a Spector pointclass closed under $\forall^{\mathcal{N}}$, put

$$
\underset{\sim}{\boldsymbol{\delta}}=\operatorname{supremum}\{|\leq|: \leq \text { is a prewellordering of } \mathcal{N} \text { in } \underset{\sim}{\boldsymbol{\Delta}}\} .
$$

If $\left\{A_{\xi}\right\}_{\xi<\lambda}$ is a sequence of subsets of some $\mathcal{X}$ with $\lambda<\underset{\sim}{\boldsymbol{\delta}}$ and each $A_{\xi}$ in $\underset{\sim}{\boldsymbol{\Delta}}$, then $\bigcup_{\xi<\lambda} A_{\xi} \in \underset{\sim}{\Delta}$ (Martin [1971]).

In particular, if $\mathbf{A D}+\mathbf{D C}$ holds, then for each odd n
$\underset{\sim}{\Delta}{ }_{n}^{1}=\boldsymbol{B}_{\underset{\sim}{\boldsymbol{\delta}}}^{n} 1=$ the least pointclass which contains all open sets and is closed under complementation and unions of length $<{\underset{\sim}{\boldsymbol{\delta}}}_{n}^{1}$.

Proof. The second assertion follows immediately from the first and 6C.12.
To prove the first assertion by contradiction, let $\lambda$ be the least ordinal such that for some sequence of sets $\left\{A_{\xi}\right\}_{\xi<\lambda}$, each $A_{\xi} \subseteq \mathcal{X}$ is in $\underset{\sim}{\Delta}$ but $\bigcup_{\xi<\lambda} A_{\xi} \notin \underset{\sim}{\underset{\sim}{\Delta}}$. Clearly $\lambda$ is limit and there is a prewellordering $\leq$ of $\mathcal{N}$ in $\underset{\sim}{\Delta}$ with rank function

$$
\rho: \mathcal{N} \rightarrow \lambda .
$$

Let $G \subseteq \mathcal{N} \times \mathcal{X}$ be universal in $\Gamma$ and put

$$
f(\xi)=\left\{\beta: A_{\xi}=\mathcal{X} \backslash G_{\beta}\right\} ;
$$

if $C \subseteq \mathcal{N} \times \mathcal{N}$ is a choice set for $f$ in $\neg \underset{\sim}{\boldsymbol{\Gamma}}$ by the Coding Lemma, then clearly

$$
x \in A_{\rho(\alpha)} \Longleftrightarrow\left(\exists \alpha^{\prime}\right)(\exists \beta)\left[\alpha \sim \alpha^{\prime} \& C\left(\alpha^{\prime}, \beta\right) \& \neg G(\beta, x)\right]
$$

so that the relation

$$
\begin{equation*}
P(x, \alpha) \Longleftrightarrow x \in A_{p(\alpha)} \tag{1}
\end{equation*}
$$

is in $\neg \widetilde{\sim}$.
By the choice of $\lambda$, for each $\zeta<\lambda$ the unions

$$
\bigcup_{\xi<\zeta} A_{\xi}, \quad \bigcup_{\xi \leq \zeta} A_{\xi}
$$

are in $\underset{\sim}{\boldsymbol{\Delta}}$, so put

$$
\begin{aligned}
& g_{1}(\zeta)=\left\{\beta: \bigcup_{\xi<\zeta} A_{\xi}=G_{\beta}\right\}, \\
& g_{2}(\zeta)=\left\{\beta: \bigcup_{\xi \leq \zeta} A_{\xi}=G_{\beta}\right\},
\end{aligned}
$$

take choice sets $C_{1}$ and $C_{2}$ for these two functions in $\neg \underset{\sim}{\Gamma}$, and use them to show that the following two relations are in $\neg \underset{\sim}{\Gamma}$ :

$$
\begin{align*}
& Q(x, \alpha) \Longleftrightarrow x \notin \bigcup_{\xi<\rho(\alpha)} A_{\xi},  \tag{2}\\
& R(x, \alpha) \Longleftrightarrow x \in \bigcup_{\xi \leq \rho(\alpha)} A \xi . \tag{3}
\end{align*}
$$

From the fact that $P$ is in $\neg \underset{\sim}{\Gamma}$, it follows immediately that the union $A=\bigcup_{\xi} A_{\xi}$ is in $\neg \underset{\sim}{\Gamma}$. On this union we define the obvious norm:

$$
\varphi(x)=\mu \xi\left[x \in A_{\xi}\right] ;
$$

now

$$
\begin{aligned}
x \leq_{\varphi}^{*} y & \Longleftrightarrow(\exists \alpha)[P(x, \alpha) \& Q(y, \alpha)], \\
x<_{\varphi}^{*} y & \Longleftrightarrow(\exists \alpha)[P(x, \alpha) \& R(y, \alpha)],
\end{aligned}
$$

so that $\varphi$ is a $\neg \Gamma$-norm.
What we have proved so far is that the union $A=\bigcup_{\xi<\lambda} A_{\xi}$ is a set in $\neg \underset{\sim}{\Gamma}$ which admits $a \neg \underset{\sim}{\Gamma}$-norm. If $A$ were also in $\underset{\sim}{\Gamma}$, there would be nothing to prove; if not, then Wadge's Lemma 7D. 3 implies immediately that every set $B$ in $\neg \underset{\sim}{\Gamma}$ is a continuous preimage of $A$ (since $A$ cannot be a continuous preimage of $\neg B$ ) and then easily, every set in $\neg \underset{\sim}{\boldsymbol{\Gamma}}$ admits $a \neg \underset{\sim}{\Gamma}$-norm. But this contradicts 4B.13- $\underset{\sim}{\Gamma}$ and $\neg \underset{\sim}{\Gamma}$ cannot both be normed. $\dashv$

The Suslin Theorem for the odd levels is one of the most appealing structural consequences of AD - it is clear that we cannot hope for any neat characterization like this for ${\underset{\sim}{3}}_{3}^{1}$ in the real world. It is complemented nicely by the following simple fact.

7D.10. Theorem (Moschovakis [1970]). Assume AD and let $\Gamma$ be a pointclass such that $\Sigma_{1}^{1} \subseteq \Gamma$ and $\Gamma$ is closed under $\&, \vee, \exists^{\omega}, \forall^{\omega}$ and $\exists^{\mathcal{N}}$, let

$$
\underset{\sim}{\gamma}=\text { supremum }\{|\leq|:<\text { is a strict wellfounded relation in } \underset{\sim}{\boldsymbol{\Gamma}}\} .
$$

If $\lambda<\underset{\sim}{\gamma}$ and each $A_{\xi} \subseteq \mathcal{X}$ is in $\underset{\sim}{\Gamma}(\xi<\lambda)$, then

$$
\bigcup_{\xi<\lambda} A_{\xi} \in \underset{\sim}{\boldsymbol{\Gamma}} .
$$

In particular, if $\mathbf{A D}+\mathbf{D C}$ holds, then for each even $n$,

$$
A \in \underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{1} \Longleftrightarrow A \text { is the union of } \underset{\sim}{\boldsymbol{\delta}}{ }_{n-1}^{1} \text { sets in } \underset{\sim}{\underset{\sim}{\Delta}}{ }_{n-1}^{1}
$$

and for $n=2$,

$$
A \in{\underset{\sim}{2}}_{2}^{1} \Longleftrightarrow A \text { is the union of } \aleph_{1} \text { Borel sets. }
$$

Proof. For the first assertion, let $\rho:$ Field $(<) \rightarrow \lambda$ be the rank function $<$, let $G \subseteq \mathcal{N} \times \mathcal{X}$ be universal in $\Gamma$, put

$$
f(\xi)=\left\{\alpha: G_{\alpha}=A_{\xi}\right\},
$$

let $C \subseteq \mathcal{N} \times \mathcal{X}$ be a choice set for $f$ in $\underset{\sim}{\Gamma}$ and check that

$$
x \in \bigcup_{\xi<\lambda} A_{\xi} \Longleftrightarrow(\exists y)(\exists \alpha)[C(y, \alpha) \& C(\alpha, x)] .
$$

To prove direction $(\Longleftarrow)$ of the second assertion, suppose

$$
x \in A \Longleftrightarrow(\exists \alpha) B(x, \alpha)
$$

with $B$ in $\prod_{n-1}^{1}$ and let $B^{*}$ uniformize $B$ by the Uniformization Theorem 6 C .5 . Now by 4 C .9 , we have

$$
(x, \alpha) \in B^{*} \Longleftrightarrow\left(\exists \xi<{\underset{\sim}{x-1}}_{1}^{1}\right)(x, \alpha) \in C_{\xi}
$$

with suitable sets $C_{\xi} \in \underset{\sim}{\Delta}{ }_{n-1}^{1}$, so that

$$
x \in A \Longleftrightarrow\left(\exists \xi<{\underset{\sim}{\boldsymbol{\delta}}}_{n-1}^{1}\right)(\exists \alpha) C_{\xi}(x, \alpha)
$$

and moreover, since each $C_{\xi} \subseteq B^{*}$, we have

$$
C_{\xi}(x, \alpha) \& C_{\xi}(x, \beta) \Longrightarrow \alpha=\beta .
$$

Thus taking

$$
D_{\xi}=\left\{x:(\exists \alpha) C_{\xi}(x, \alpha)\right\},
$$

we know that $D_{\xi}$ is the image of $C_{\xi}$ under the recursive injection $(x, \alpha) \mapsto x$, so that by 4D.8, $D_{\xi} \in \underset{\sim}{\Delta}{ }_{n-1}^{1}$ and of course

$$
A=\bigcup_{\xi<{\underset{\sim}{c}}_{1}^{1}} D_{\xi} .
$$

The last two results make clear that under the hypothesis $\mathbf{A D}+\mathbf{D C}$, the projective sets are completely determined by the ordinals $\underset{1}{\boldsymbol{\delta}},{ }_{1}^{1},{\underset{2}{2}}_{1}^{1}, \underset{\sim}{\boldsymbol{\delta}}{ }_{3}^{1}, \ldots$ and the operations of wellordered union and complementation. The exact place of these ordinals in the sequence of the alephs was a difficult open problem at the time of the first edition of this book, solved later by Jackson. ${ }^{(11)}$ Here we collect in one theorem the facts about $\underset{\sim}{\boldsymbol{\delta}},{ }_{\sim}^{1} \underset{2}{1}, \ldots$ which we can prove at this point.

Following the notation established in 7D.8, we put $\underset{\sim}{\boldsymbol{\sigma}}{ }_{n}^{1}=\operatorname{supremum}\left\{|<|:<\right.$ is a stricy wellfounded relation in $\left.\underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{1}\right\}$.

7D.11. Theorem. ${ }^{(8)}$ Assume $\mathbf{A D}+\mathbf{D C}$.
(i) For each $n, \underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1}=\underset{\sim}{\boldsymbol{\sigma}}{ }_{n}^{1}$.
(ii) Each $\underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1}$ is a regular cardinal.
(iii) $\aleph_{1}=\underset{\sim}{\boldsymbol{\delta}}{ }_{1}^{1}<\underset{\sim}{\boldsymbol{\delta}}{ }_{2}^{1}<{\underset{\sim}{\boldsymbol{\delta}}}_{3}^{1}<\cdots$.
(iv) If $n$ is even, then

$$
{\underset{\sim}{\boldsymbol{\delta}}}_{n}^{1}=\left(\delta_{n-1}^{1}\right)^{+} ;
$$

in particular,

$$
{\underset{\sim}{\boldsymbol{\delta}}}_{2}^{1}=\aleph_{2} .
$$

(v) If $n$ is odd, then there is a cardinal $\kappa_{n}$ of cofinality $\omega$ such that ${\underset{\sim}{\boldsymbol{\delta}}}_{n-1}^{1}<\kappa_{n}<{\underset{\sim}{\boldsymbol{~}}}_{n}^{1}$ and

$$
{\underset{\sim}{\boldsymbol{\delta}}}_{n}^{1}=\left(\kappa_{n}\right)^{+} .
$$

Proof. All (i)-(iv) follow from the following facts.
(a) Each $\underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1}$ is a cardinal. Proof. By 7D.8.
(b) For even $n, \underset{\sim}{\boldsymbol{\delta}} \underset{n-1}{1}<\underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1}$. Proof. $\underset{\sim}{\boldsymbol{\Pi}}{ }_{n-1}^{1}$ is a Spector pointclass by 6B. 2 and hence by 4C.14, $\boldsymbol{\sim}_{n-1}^{1}$ is the length of some ${\underset{\sim}{~}}_{n-1}^{1}$ prewellordering.
(c) For even $n,{\underset{\sim}{\boldsymbol{\sigma}}}_{n}^{1}=\underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1}=\left(\underset{\sim}{\boldsymbol{\delta}}{ }_{n-1}^{1}\right)^{+}$. Proof. Each $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{1}$ relation is ${\underset{\sim}{\boldsymbol{\delta}}}_{n-1}^{1}$-Suslin by 6C.11, so that by the Kunen-Martin Theorem 2G.2, $\underset{\sim}{\boldsymbol{\sigma}}{ }_{n}^{1} \leq\left(\underset{\sim}{\boldsymbol{\delta}}{ }_{n-1}^{1}\right)^{+}$; now use (b) and (a).
(d) For all $n, \underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1}=\underset{\sim}{\boldsymbol{\sigma}}{ }_{n}^{1}$. Proof. For odd $n$, use the fact that ${\underset{\sim}{\boldsymbol{\Pi}}}_{n}^{1}$ is a Spector pointclass closed under $\forall^{\mathcal{N}}$ and 4C. 14 which then implies $\boldsymbol{\sigma}_{n}^{1} \leq \boldsymbol{\delta}_{n}^{1}$.
(e) Each $\boldsymbol{\delta}_{n}^{1}$ is a regular cardinal. Proof. By 7D.8, each $\underset{\sim}{\boldsymbol{\sigma}}{ }_{n}^{1}$ is a regular cardinal and then (d) applies.
(f) For each odd $n$, there is a cardinal $\kappa_{n}$ of cofinality $\omega$ such that

$$
{\underset{\sim}{\boldsymbol{\delta}}}_{n}^{1}=\left(\kappa_{n}\right)^{+} .
$$

Proof. By 6C.11, each ${\underset{\sim}{\boldsymbol{~}}}_{n}^{1}$ set is $\lambda$-Suslin for some $\lambda<\underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1}$, so take

$$
\kappa=\text { least } \lambda \text { such that some universal } \underset{\sim}{\Sigma_{n}^{1}} \text { set is } \lambda \text {-Suslin. }
$$

Now $\kappa_{n}$ is a cardinal by definition, the Kunen-Martin theorem implies that ${\underset{\sim}{\boldsymbol{\sigma}}}_{n}^{1} \leq\left(\kappa_{n}\right)^{+}$, and hence (since $\boldsymbol{\sigma}_{n}^{1}$ is also a cardinal) we have $\boldsymbol{\sigma}_{n}^{1}=\left(\kappa_{n}\right)^{+}$.
Suppose now that $\kappa_{n}$ has cofinality $>\omega$. By 2 B .4 then, each ${\underset{\sim}{\boldsymbol{N}}}_{n}^{1}$ set $A$ can be written in the form

$$
A=\bigcup_{\xi<\kappa_{n}} A_{\xi}
$$

where each $A_{\xi}$ is $\lambda$-Suslin for some $\lambda<\kappa_{n}$. Applying 2F. 2 and using the fact that $\kappa_{n}$ is a cardinal so that $\lambda^{+} \leq \kappa_{n}$, each $A_{\xi}$ is the union of $\kappa_{n}$ sets which are $\kappa_{n}$-Borel, so that by Martin's Theorem 7D.9, each $A_{\xi}$ is in ${\underset{\sim}{\underset{n}{n}}}^{1}$ and then by 7D. 9 again, $A$ is in ${\underset{\sim}{A}}_{n}^{1}$. This contradicts the hypothesis that $A$ was an arbitrary set in ${\underset{\sim}{~}}_{n}^{1}$.
(g) For each odd $n, \underset{\sim}{\boldsymbol{\delta}}{ }_{n-1}^{1}<\kappa_{n}<\underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1}$. Proof. Assuming towards a contradiction that $\underset{\sim}{\boldsymbol{\delta}}{ }_{n-1}^{1}={\underset{\sim}{\boldsymbol{\delta}}}_{n}^{1}$, we get

$$
\left(\kappa_{n}\right)^{+}={\underset{\sim}{\boldsymbol{\delta}}}_{n}^{1}={\underset{\sim}{\boldsymbol{\delta}}}_{n-1}^{1}=\left({\underset{\sim}{\boldsymbol{\delta}}}_{n-2}^{1}\right)^{+}
$$

so that $\kappa_{n}=\boldsymbol{\delta}_{n-2}^{1}$ which is absurd because ${\underset{\sim}{\boldsymbol{\delta}}}_{n-2}^{1}$ is regular while $\operatorname{cf}\left(\kappa_{n}\right)=\omega$. Thus ${\underset{n}{\boldsymbol{\delta}}}_{n-1}^{1}<\boldsymbol{\delta}_{n}^{1}$. But then ${\underset{\sim}{\boldsymbol{\delta}}}_{n-1}^{1} \leq \kappa_{n}$ and using again the regularity of ${\underset{\sim}{\boldsymbol{\delta}}}_{n-1}^{1},{\underset{n}{\boldsymbol{\delta}}}_{n-1}^{1}<\kappa_{n} . \dashv$

Martin has shown (from $\mathbf{A D}+\mathbf{D C}$ ) that

$$
{\underset{\sim}{\boldsymbol{\delta}}}_{3}^{1}=\aleph_{\omega+1},
$$

and that consequently

$$
{\underset{\sim}{\boldsymbol{\delta}}}_{4}^{1}=\aleph_{\omega+2} ;
$$

we will give this argument in Section 8 H . On the other hand, the computation of ${\underset{\sim}{5}}_{5}^{1}$ resisted many valiant attempts, until the work of Steve Jackson, after the first edition of this book. ${ }^{(11)}$ Notice that the smallest possible value for $\boldsymbol{\delta}_{5}^{1}$ is $\aleph_{\omega 2+1}$, but, in fact, it turns out to be larger than that: ${\underset{5}{\delta}}_{1}^{1}=\aleph_{\omega^{\omega^{\omega}}+1}$, and there are two regular cardinals strictly between $\underset{\sim}{\boldsymbol{\delta}}{ }_{4}^{1}$ and $\underset{\sim}{\boldsymbol{\delta}}{ }_{5}^{1}$, namely $\widetilde{\aleph}_{\omega \cdot 2+1}$ and $\aleph_{\omega^{\omega}+1}$.

## Exercises

Recall the game $G(A, B)$ that we associated with any two sets $A, B \subseteq \mathcal{N}$ in the proof of Wadge's Lemma 7D.3: I plays $\alpha$, II plays $\beta$ and II wins if

$$
\alpha \in A \Longleftrightarrow \beta \in B
$$

We say that $A$ is Lipschitz reducible to $B, A \leq_{l} B$ if II wins $G(A, B)$. Clearly,

$$
A \leq_{l} B \Longrightarrow A \leq_{w} B
$$

and by the proof of 7D.3, if AD holds then for each $A, B, A \leq_{l} B$ or $B \leq_{l} \mathcal{N} \backslash A$.
Put

$$
\begin{aligned}
& A \sim_{l} B \Longleftrightarrow A \leq_{l} B \& B \leq_{l} A, \\
& A<_{l} B \Longleftrightarrow A \leq_{l} B \& A \not \chi_{l} B
\end{aligned}
$$

and similarly with $\leq_{w},<_{w}, \sim_{w}$ in place of $\leq_{l},<_{l}, \sim_{l}$; we define the Wadge degree and the Lipschitz degree of a set $A \subseteq \mathcal{N}$ by

$$
\begin{aligned}
{[A]_{w} } & =\left\{B \subseteq \mathcal{N}: A \sim_{w} B\right\}, \\
{[A]_{l} } & =\left\{B \subseteq \mathcal{N}: A \sim_{l} B\right\} .
\end{aligned}
$$

By the proof of 7D. 3 again, for each $A$

$$
[A]_{l} \subseteq[A]_{w} .
$$

The reducibilities $\leq_{w}, \leq_{l}$ induce partial orderings on the sets of respective degrees in the obvious way; we will denote these partial orderings by the same symbols " $\leq_{w}$," $" \leq_{l}$. "

7D.12. Assume AD and prove that for all $A, B \subseteq \mathcal{N}$,

$$
\begin{array}{r}
A \leq_{l} \neg B \Longrightarrow \neg A \leq_{l} B \\
A<_{l} B \Longrightarrow A<_{l} \neg B
\end{array}
$$

and similarly for the Wadge reducibility.
Hint. The first implication is immediate. To prove the second, assume $A<_{l} B$ and notice that by Wadge's lemma, if $A \leq_{l} \neg B$ does not hold, we have $B \leq_{l} A$ which contradicts $A<_{l} B$; thus $A \leq_{l} \neg B$ holds, and we cannot have $\neg B \leq_{l} A$ also, since this would give $\neg B \leq_{l} B$ by transitivity, thus $B \leq_{l} \neg B$ by the first assertion, thus $A<_{l} \neg B$ by transitivity again.


Diagram 7D.1.
7D.13. Assume AD and let $a, b$ be arbitrary Lipschitz degrees. Prove that exactly one of the following holds:
(i) $a=b$,
(ii) $a \neq b$ and $a=\neg b$ (i.e., $a=[A]_{l}, b=[\neg A]_{l}$ ),
(iii) $a<_{l} b$ and $a<_{l} \neg b$,
(iv) $b<_{l} a$ and $\neg b<_{l} a$.

Prove the same result for Wadge degrees.
Thus every self-dual degree $(b=\neg b)$ is comparable with all degrees and if $b$ is not self-dual, then for every $a \neq b, a \neq \neg b$, one of the two patterns in Diagram 7D. 1 must hold in these partial orderings.

The most significant fact about Wadge and Lipschitz degrees is the following theorem of Martin which essentially asserts that AD put a certain "hierarchy" on the power of $\mathcal{N}$.

7D. 14 (Martin, cf. Martin and Kechris [1980]). Assume AD and prove that the relation $<_{l}$ on $\operatorname{Power}(\mathcal{N})$ is wellfounded; infer that $<_{w}$ is also wellfounded.

Hint (Martin, using an idea Leonard Monk had used to prove a special case). Assume towards a contradiction that

$$
A_{0}>_{l} A_{1}>_{l} A_{2}>_{l} \cdots
$$

so that by 7D. 13 we also have

$$
A_{0}>_{l} \neg A_{1}, A_{1}>_{l} \neg A_{2}, \ldots
$$

etc. Rename the games,

$$
\begin{aligned}
G_{0}^{n} & =G\left(A_{n}, A_{n+1}\right) \\
G_{1}^{n} & =G\left(A_{n}, \neg A_{n+1}\right)
\end{aligned}
$$

and by the Countable Axiom of Choice for pointsets, let $\sigma_{0}^{n}$ be a winning strategy for I in $G_{0}^{n}$ and let $\sigma_{1}^{n}$ be a winning strategy for I in $G_{1}^{n}$.

For each binary sequence $\alpha: \omega \rightarrow\{0,1\}$, consider the diagram of games 7D.2. Here we read each pair of successive lines as a run of $G_{\alpha(n)}^{n}$ in which I plays by his winning strategy $\sigma_{\alpha(n)}^{n}$ and II plays by $\sigma_{\alpha(n+1)}^{n}$ (which is I's fixed, winning strategy in the next game $\left.G_{\alpha(n+1)}^{n+1}\right)$ delayed by one move-i.e., $x_{0}^{1}$ is II's response to I's $x_{0}^{0}$ in $G_{\alpha(0)}^{0}$ and I's first move in $G_{\alpha(1)}^{1}$.

$$
\begin{aligned}
& \begin{array}{cccccc}
G_{\alpha(0)}^{0} & x_{0}^{0} & x_{1}^{0} & x_{2}^{0} & \cdots & x^{0}(\alpha) \\
G_{\alpha(1)}^{1} & x_{0}^{1} & x_{1}^{1} & x_{2}^{1} & \cdots & x^{1}(\alpha) \\
G_{\alpha(2)}^{2} & x_{0}^{2} & x_{1}^{2} & x_{2}^{2} & \cdots & x^{2}(\alpha)
\end{array} \\
& G_{\alpha(n)}^{n}\left\{\begin{array}{lllll}
x_{0}^{n} & x_{1}^{n} & x_{2}^{n} & \cdots & x^{n}(\alpha) \\
x_{0}^{n+1} & x_{1}^{n+1} & x_{2}^{n+1} & \cdots & x^{n+1}(\alpha)
\end{array}\right.
\end{aligned}
$$

Diagram 7D.2.
Plays $x^{0}(\alpha), x^{1}(\alpha), \ldots$ are produced and we clearly have

$$
\begin{aligned}
& \alpha(n)=0 \Longrightarrow x^{n}(\alpha) \in A_{n} \Longleftrightarrow x^{n+1}(\alpha) \notin A_{n+1}, \\
& \alpha(n)=1 \Longrightarrow x^{n}(\alpha) \in A_{n} \Longleftrightarrow x^{n+1}(\alpha) \in A_{n+1} .
\end{aligned}
$$

Notice that by the construction,

$$
(\forall m \leq n)[\alpha(m)=\beta(m)] \Longrightarrow x^{n}(\alpha)=x^{n}(\beta)
$$

and put

$$
\begin{aligned}
& T_{n}=\{\alpha: \text { for some (and hence for each) binary sequence } \\
& \left.\qquad s=s_{0}, \ldots, s_{n-1}, x^{n}\left(s^{\wedge} \alpha\right) \in A_{n}\right\} .
\end{aligned}
$$

From the definition of $T_{n}$ we get

$$
\begin{align*}
& \alpha \in T_{n+1} \Longleftrightarrow(1)^{\wedge} \alpha \in T_{n},  \tag{1}\\
& \alpha \notin T_{n+1} \Longleftrightarrow(0)^{\wedge} \alpha \in T_{n}, \tag{2}
\end{align*}
$$

which imply immediately that $T_{n}$ cannot be either meager or comeager, or else the whole space ${ }^{\omega} 2$ would be the union of two meager sets.

In particular, $T_{0}$ is not meager, so by full determinacy and 6A. 14 (or using the property of Baire for $T_{0}$ ), there is a binary sequence $s=s_{0}, \ldots, s_{k-1}$ so that $\left\{s^{\wedge} \beta\right.$ : $\left.s^{\wedge} \beta \notin T_{0}\right\}$ is meager. But it is clear from (1) and (2) above iterated $k$ times, that either

$$
\alpha \in T_{k} \Longleftrightarrow s^{\wedge} \alpha \notin T_{0}
$$

so that $T_{k}$ is meager, or

$$
\alpha \notin T_{k} \Longleftrightarrow s^{\wedge} \alpha \notin T_{0}
$$

so that $T_{k}$ is comeager and in either case we have reached a contradiction.
Wadge and Lipschitz degrees have been studied extensively although relatively little has been published on them; see Wadge [1984], Steel [1977], Van Wesep [1977], [1978a], [1978b].
There is another simple but very useful lemma of Martin, about Turing degrees. Recall from 3D that for each $\alpha \in \mathcal{N}$, the Turing degree of $\alpha$ is defined by

$$
[\alpha]_{T}=\left\{\beta: \alpha \leq_{T} \beta \& \beta \leq_{T} \alpha\right\},
$$

where $\leq_{T}$ stands for "recursive in." The transitive relation $\leq_{T}$ induces a partial ordering on the set $\mathcal{D}_{T}$ of all Turing degrees.

7D. 15 (Martin [1968]). Assume AD and suppose $A \subseteq \mathcal{D}_{T}$ is any set of Turing degrees. Prove that there is some degree $d_{0}$ such that

$$
\text { either } \quad\left\{d: d_{0} \leq d\right\} \subseteq A \quad \text { or } \quad\left\{d: d_{0} \leq d\right\} \subseteq \mathcal{D}_{T} \backslash A .
$$

Hint. Consider the game $G$ where I and II produce $\alpha$ and

$$
\text { I wins } \Longleftrightarrow[\alpha]_{T} \in A
$$

If I wins with a strategy $\sigma$, take $d_{0}=[\sigma]_{T}$ and for any degree $d \geq d_{0}$, have II play some $\beta$ with $[\beta]_{T}=d$; now the resulting play $\sigma *[\beta]$ easily has degree $d$, so that $d \in A$. The argument is similar in the case II wins the game.

This is the typical result where we assume full determinacy but where the proof makes it clear just how much determinacy is needed for each specific application. For example:

7D. 16 (Martin [1975]). Prove that if $A \subseteq \mathcal{N}$ is a Borel set such that

$$
\alpha \in A \& \alpha \equiv_{T} \beta \Longrightarrow \beta \in A,
$$

then there is a degree $d_{0}$ such that

$$
\text { either } \quad\left\{\alpha: d_{0} \leq[\alpha]_{T}\right\} \subseteq A \quad \text { or } \quad\left\{\alpha: d_{0} \leq[\alpha]_{T}\right\} \subseteq \mathcal{N} \backslash A
$$

Hint. Appeal to the determinacy of Borel sets.
This result has interesting consequences in the theory of Turing degrees which we will not pursue here.

At the same time, 7D. 15 also has some interesting and surprising consequences in the presence of full determinacy.

7D. 17 (Martin [1968]). Assume AD and let $\mathcal{U}$ be the set of all subsets of the set of Turing degrees which contain cones,
$A \in \mathcal{U} \Longleftrightarrow$ there is some degree $d_{0}$ such that $\left\{d: d_{0} \leq d\right\} \subseteq A$.
Prove that $\mathcal{U}$ is an $\aleph_{1}$-complete, non-principal ultrafilter on $\mathcal{D}_{T}$ so that the function

$$
\mu(A)= \begin{cases}1 & \text { if } A \in \mathcal{U}, \\ 0 & \text { if } A \notin \mathcal{U}\end{cases}
$$

is an $\aleph_{1}$-additive measure on $\mathcal{D}_{T}$.
Hint. Use the countable axiom of choice for pointsets to show that for every sequence of degrees $d_{0}, d_{1}, d_{2}, \ldots$ there is some $d^{*}$ above all of them-this comes up in checking $\aleph_{1}$-completeness.

What is perhaps even more surprising is that we can carry the Martin measure on $\mathcal{D}_{T}$ to a measure on $\aleph_{1}$.

7D. 18 (Solovay). Assume AD and show that $\aleph_{1}$ is a measurable cardinal.
Hint. Recall from 4F that for each $\alpha \in \mathcal{N}$,

$$
\omega_{1}^{\alpha}=\operatorname{supremum}\left\{|\beta|: \beta \leq_{T} \alpha \& \beta \in \mathrm{WO}\right\}
$$

and for each degree $d$ put

$$
\omega_{1}^{d}=\omega_{1}^{\alpha}, \quad \text { where } \alpha \text { is any irrational in } d .
$$

Let $\mathcal{U}$ be the Martin ultrafilter on $\mathcal{D}_{T}$ and for $A \subseteq \aleph_{1}$, put

$$
A \in \mathcal{U}^{*} \Longleftrightarrow\left\{d: \omega_{1}^{d} \in A\right\} \in \mathcal{U}
$$

As we mentioned in the historical remarks at the end of Chapter 6, this early result of Solovay was instrumental in focusing the attention of set theorists to determinacy. It came before Blackwell [1967] and the subsequent development of the structure theory from PD.

The proof of 7D. 18 sketched above is obviously due to Martin. Solovay's original proof was a bit more complicated but also more amenable to generalization: Solovay extended it to show from AD that $\aleph_{2}$ is also measurable and then Kunen proved further that all the ${\underset{\sim}{\boldsymbol{\delta}}}_{n}^{1}$ are in fact measurable cardinals. (It was already known that in the absence of the Axiom of Choice measurable cardinals need not be large, see Jech [1968].)

For these and other results relating determinacy with measurability see Kechris [1978a] (and the references given there) as well as the forthcoming monograph Martin [20??].

The next exercise is implicit in the proof of 7D. 8 but it is worth pointing to it.
7D.19. Assume AD and prove that for every $\lambda<\Theta$, there exists a surjection $\pi: \mathcal{N} \rightarrow \operatorname{Power}(\lambda)$ (Moschovakis [1970]); infer that $\Theta$ is a limit cardinal (Friedman).

Finally, the last exercise gives an interesting corollary of the Coding Lemma.
7D.20. Let $\Gamma$ be a Spector pointclass closed under $\forall^{\mathcal{N}}$, let

$$
\varphi: P \rightarrow \lambda
$$

be a regular $\Gamma$-norm on some set $P \subseteq \Gamma \backslash \underset{\sim}{\boldsymbol{\Delta}}$ and for each set $A \subseteq \lambda$, put

$$
\operatorname{Code}(A ; \varphi)=\{x: \varphi(x) \in A\} .
$$

Assume AD and prove that for each set $A, \operatorname{Code}(A ; \varphi)$ is in $\underset{\sim}{\Gamma}$. (Solovay for $\Gamma=\Pi_{1}^{1}$, Moschovakis [1970] in general.)

Hint. Assume $P \subseteq \mathcal{N}$ for simplicity and consider the game where I plays $\alpha$, II plays $\beta$ and

$$
\text { II wins } \Longleftrightarrow \alpha \notin P \vee\left\{\alpha \in P \&(\forall \gamma)\left[\gamma \leq_{\varphi}^{*} \alpha \Longrightarrow[\varphi(\gamma) \in A \Longleftrightarrow G(\beta, \gamma)]\right]\right\}
$$

where $G \subseteq \mathcal{N} \times \mathcal{N}$ is universal in $\Gamma$.
If I wins with some strategy $\sigma$, then by the Covering Lemma 4C. 11 there is some $\xi<\lambda$ such that

$$
(\forall \beta)[\sigma *[\beta] \in P \& \varphi(\sigma *[\beta])<\xi]
$$

and then the Coding Lemma implies easily that II can beat this $\sigma$; thus II wins with some $\tau$ and

$$
\alpha \in \operatorname{Code}(A ; \varphi) \Longleftrightarrow G([\alpha] * \tau, \alpha) .
$$

These games where we insure that player II wins by forcing I to play ordinal codes are called Solovay games; they were used by Solovay in one of his original proofs (from AD) of the measurability of $\aleph_{1}$.

## 7E. Historical remarks

${ }^{1}$ The Recursion Theorem was first proved in Kleene [1938] in connection with the theory of constructive ordinals. Kleene used it erroneously in his [1944] to claim (in
effect) that every relation on $\omega$ which is positive $\Pi_{1}^{0}$-inductive on $\omega$ is $\Pi_{2}^{0}$. This false claim in one of the basic first papers of the effective theory is amusingly reminiscent of the similar false claim of Lebesgue [1905], but there is little to connect the actual mathematical mistakes in the two papers. In any case, Kleene was his own Suslin: he corrected the mistake himself in his fundamental paper [1955a] where he characterized (essentially) the $\Pi_{1}^{1}$ pointsets in terms of $\Pi_{1}^{0}$-induction on $\omega$ (7C.2), and where he laid the foundations of the technique of effective transfinite recursion.
${ }^{2}$ Kleene proved his version of what we have called here the Suslin-Kleene Theorem in his [1955c], after a good deal of preliminary work in his [1955b]. He established that a relation on $\omega$ is $\Delta_{1}^{1}$ exactly when it is hyperarithmetical but with a definition of "hyperarithmetical" which was bound up with the notion of constructive ordinal. The essential content of his theorem is given in 7B.7. On the other hand, his proof (though technically quite complicated) was certainly sufficient to yield the full Suslin-Kleene Theorem 7B.4, at least for pointsets of type 0 and 1 .
${ }^{3}$ As is obvious from the remarks above Kleene established the basic properties of positive induction on $\omega$ (especially in his [1955a]) although he did not introduced the notions explicitly; this was done by Spector [1961] who also proved (iii) and (iv) of 7C.2.
${ }^{4}$ Moschovakis [1974a] gives a detailed development of positive elementary induction on abstract structures, which includes (and has as one of its most interesting examples) what we have called here positive analytical induction on $\mathcal{N}$. Before that, Moschovakis [1969], [1971b] introduced and established the basic properties of inductive and hyperprojective pointsets (of type 1), using a different, recursion-theoretic approach.
${ }^{5}$ We have tried to give the credits for results from AD in the main text of 7D, but a few clarifications must be made.
${ }^{6}$ The Coding Lemma 7D.5, 7D. 6 in its present form was proved by Moschovakis [1970], but it owes much to earlier (unpublished) results of Friedman and Solovay.
${ }^{7}$ Theorem 7D. 8 gives a collection of results by several persons which are hard to untangle. It is a bit easier to give specific credits for the facts about the ordinals $\underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1}$ in 7D. 11 since these were the preoccupation of early research in the area.
${ }^{8}$ Moschovakis [1970] introduced the ordinals $\boldsymbol{\delta}_{n}^{1}$ and proved (from AD of course) that they are all cardinals and that if $n$ is odd, then ${\underset{\sim}{\boldsymbol{\sigma}}}_{n}^{1}=\underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1},{\underset{\sim}{\boldsymbol{\delta}}}_{n}^{1}$ is regular and ${\underset{n}{\boldsymbol{\delta}}}_{n-1}^{1}<\underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1}$. Martin and Kunen showed (independently) in 1971 that for even $n$, ${\underset{\sim}{\boldsymbol{\sigma}}}_{n}^{1}=\underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1},{\underset{\sim}{\boldsymbol{\delta}}}_{n}^{1}$ is regular and $\underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1}=\left(\underset{\sim}{\boldsymbol{\delta}}{ }_{n-1}^{1}\right)^{+}$. Finally Kechris [1974] proved that for odd $n,{\underset{\sim}{\boldsymbol{\delta}}}_{n}^{1}=\kappa_{n}^{+}$for a cardinal $\kappa_{n}$ of cofinality $\omega$ and that for even $n,{\underset{\sim}{\boldsymbol{\delta}}}_{n-1}^{1}<{\underset{\sim}{\boldsymbol{\delta}}}_{n}^{1}$.
${ }^{9}$ Moschovakis [1983] constructed definable scales on coinductive sets from appropriate determinacy hypotheses, and Martin and Steel [1983] extended the method of proof to give a complete characterization of the pointsets which admit scales in $L(\mathbb{R})$, assuming $\operatorname{Det}(L(\mathbb{R}) \cap \operatorname{Power}(\mathcal{N})$. These results were announced in Martin, Moschovakis, and Steel [1982].
${ }^{10}$ The Martin-Steel-Woodin Theorem mentioned in the historical notes to Chapter 6 says precisely that $\mathbf{A D}$ holds in $L(\mathcal{N})$, justifying (on the basis of unexpectedly weak large cardinal axioms) this "hope" of those who derived consequences of AD in the 1960's and 70's.
${ }^{11}$ Jackson has computed all the values $\underset{\sim}{\boldsymbol{\delta}}{ }_{n}^{1}$ in $L(\mathbb{R})$ from $\mathbf{A D}+\mathbf{D C}$, and it turns out that

$$
{\underset{\sim}{\boldsymbol{\delta}}}_{2 n+1}^{1}=\aleph_{\omega(2 n-1)+1},
$$

where $\omega(0)=1$ and $\omega(n+1)=\omega^{\omega(n)}$ (ordinal exponentiation). See Jackson [1988], [1989], [1999] and Kechris, Löwe, and Steel [2008] (and the further references given there) for this and many more basic results on related problems obtained since the first edition of this book.

## 7F. Appendix; a list of results which depend on the Axiom of Choice

We have marked by AC all results which we proved by appealing to the full Axiom of Choice. Here we will list them and group them according to how essential this appeal to $\mathbf{A C}$ is, and whether it can be avoided by modifying either the proof we have given or the statement of the result (or both); the determinacy of Borel sets established in Section 6F is an important, special case which deserves its own grouping.

We assume without comment the Axiom of Dependent Choices DC.
A. Results which depend essentially on the full Axiom of Choice.

2 C .4 . There is an uncountable set of reals which has no non-empty perfect subset.
2H.6. There is a set of reals without the property of Baire.
2H.9. There is a set of reals which is not Lebesgue measurable.
6A.1. If II does not win the game $A(u)$, then there is some $a$ such that for all $b$, II does not win $A\left(u^{\wedge}(a, b)\right)$.

6A.6. There is a set $A \subseteq{ }^{\omega} 2$ which is not determined.
6G.9. Every measurable cardinal is strongly inaccessible.
It is not hard to see that the innocuous sounding 6A. 1 is in fact equivalent to the Axiom of Choice. Given $R \subseteq A \times B$ such that $(\forall x \in A)(\exists y \in B) R(x, y)$, consider the two-move game $A$ where I plays $x$, II plays $y$ and II wins if $R(x, y)$; now if there is no choice function $f: A \rightarrow B$ such that $(\forall x \in A) R(x, f(x))$, then II does not win the game, while for each $x$ there is obviously some $y$ such that II wins $A(x, y)$-which is finished before it starts.

## B. Results whose proofs must be modified.

There are three significant theorems which can be proved without appeal to the Axiom of Choice, but where we chose to use choice in the proofs we gave.

2B.1. For every infinite cardinal $\kappa$ and every pointset $P \subseteq \mathcal{X}$, the following conditions are equivalent.
(i) $P$ is $\kappa$-Suslin, i.e.,

$$
P=\mathfrak{p} C=\left\{x:\left(\exists f \in{ }^{\omega} \kappa\right) C(x, f)\right\}
$$

with a closed $C \subseteq \mathcal{X} \times{ }^{\omega} \kappa$.
(ii) $P$ admits a $\kappa$-semiscale.
(iii) $P=\mathscr{A}_{u}^{\kappa} P_{u}$, where the $\kappa$-Suslin system $u \mapsto P_{u}$ is regular.
(iv) $P=\mathscr{A}_{u}^{\kappa} P_{u}$ with a $\kappa$-Suslin system $u \mapsto P_{u}$ where each $P_{u}$ is closed.

The beginning of the proof of 2B. 1 asks for a choice of some $f_{x} \in{ }^{\omega} \kappa$ such that $\left(x, f_{x}\right) \in C$, but no principle of choice is required for this, because we can take $f_{x}$ to be the leftmost branch of the tree $\{f: C(x, f)\}$, defined in 4E. 8 ; i.e., we can take

$$
\begin{aligned}
f_{x}(0)= & \text { the least } \xi \text { such that }(\exists f)[C(x, f) \& f(0)=\xi], \\
f_{x}(n+1)= & \text { the least } \xi \text { such that }(\exists f)[C(x, f) \\
& \left.\& f_{0}=f_{x}(0), \ldots, f(n)=f_{x}(n)\right] .
\end{aligned}
$$

2F.3. Every ${\underset{\sim}{2}}_{1}^{1}$ set is the union of $\aleph_{1}$ Borel sets.
6C.12. If $\operatorname{Det}(\underset{\sim}{\underset{2 n}{1}} \underset{1}{1})$ holds, then every $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2 n+2}^{1}$ set is the union of $\underset{\sim}{\boldsymbol{\delta}}{ }_{2 n+1}^{1}$ sets each of which is ${\underset{\sim}{2 n+1}}_{1}^{1}$-Borel.

A proof of these two results which does not use the Axiom of Choice is part of the proof of 7D. 10 .
C. Results which can be reformulated so that they do not depend on the Axiom of Choice.

2F.4. If $P \subseteq \mathcal{X}$ is $\aleph_{n}$-Suslin $(n \geq 1)$, then

$$
P=\bigcup_{\xi \ll \aleph_{n}} P_{\xi}
$$

where each $P_{\xi}$ is Borel.
Reformulation (for $n=2$, as an example). If $P$ is $\aleph_{2}$-Suslin, then there is a sequence of sets $\left\{P_{\xi}: \xi<\aleph_{2}\right\}$ such that

$$
P=\bigcup_{\xi<N_{2}} P_{\xi}
$$

and such that for each $\xi<\aleph_{2}$, there is a sequence of sets $\left\{Q_{\eta}: \eta<\aleph_{1}\right\}$ such that each $Q_{\eta}$ is Borel and

$$
P_{\xi}=\bigcup_{\eta<\aleph_{1}} Q_{\eta} .
$$

To prove 2 F .4 for $n=2$ from this we must choose for each $\xi<\aleph_{2}$ a sequence $\left\{Q_{\eta}: \eta<\aleph_{1}\right\}$ with the requisite property.

6A.2. Every closed subset of ${ }^{\omega} X$ is determined.
6A.3. Every ${\underset{\sim}{2}}_{2}^{0}$ subset of ${ }^{\omega} X$ is determined.
The problem in the proofs of these basic theorems is that we need to make choices from $X$ in order to define the required strategies - directly understood, 6A. 2 in fact is equivalent to the full Axiom of Choice, just like 6A.1.

First reformulation. Assume that the space $X$ in which the games are played is countable. Now the proof of 6A. 1 uses only the countable axiom of choice, and 6A.2, 6 A .3 follow from 6 A .1 without any use of choice.

Second reformulation. Weaken these results by allowing the players to play sets of moves, as follows.

A multiple-valued strategy or quasistrategy for player I in the space $X$ is any set $\sigma$ of finite sequences from $X$ such that:
(i) For some $x_{0},\left(x_{0}\right) \in \sigma$.
(ii) If $\left(x_{0}, \ldots, x_{2 n}\right) \in \sigma$, then for every $y \in X,\left(x_{0}, \ldots, x_{2 n}, y\right) \in \sigma$.
(iii) If $\left(x_{0}, \ldots, x_{2 n+1}\right) \in \sigma$, then for some $y \in X,\left(x_{0}, \ldots, x_{2 n+1}, y\right) \in \sigma$.

We say that I follows $\sigma$ in a run $\left(x_{0}, x_{1}, x_{2}, \ldots\right)$ of a game $G$ on $X$ if for each $n$,

$$
\left(x_{0}, \ldots, x_{n}\right) \in \sigma
$$

and we call $\sigma$ winning for I in $G$ if whenever I follows $\sigma$ in $\left(x_{0}, x_{1}, x_{2}, \ldots\right)$, we have

$$
\left(x_{0}, x_{1}, x_{2}, \ldots\right) \in G .
$$

Quasistrategies for II are defined in the obvious way and we say that $G$ is quasidetermined if either I or II has a winning quasistrategy.

It is clear that if the set $X$ admits a wellordering, then every winning quasistrategy for I or II determines a winning strategy for the same player, so that a game $G$ on a wellorderable space $X$ is determined exactly when it is quasidetermined.

Reformulation of 6A. 2 and 6A.3: replace "determined" by "quasidetermined" in the statements of these results.

Proof of the reformulation of 6A.2. Given a closed $F \subseteq{ }^{\omega} X$ with open complement $G$, define the sets $W^{\xi}$ of sequences of even length by induction on $\xi$ (as in the proof of 6A.3),

$$
\begin{aligned}
& u \in W^{0} \Longleftrightarrow \text { if } f \in{ }^{\omega} X \text { is an extension of } u \text {, then } f \in G, \\
& u \in W^{\zeta} \Longleftrightarrow(\forall a)(\exists b)(\exists \eta<\xi)\left[u^{\wedge}(a, b) \in W^{\eta}\right] .
\end{aligned}
$$

If $\emptyset \notin W^{\infty}=\bigcup_{\xi} W^{\xi}$, then

$$
\sigma=\left\{\left(x_{0}, \ldots, x_{n-1}\right): \text { for each } i<n,\left(x_{0}, \ldots, x_{i}\right) \notin W^{\infty}\right\}
$$

is easily a winning quasistrategy for I. If $\emptyset \in W^{\infty}$, let

$$
|u|=\text { least } \xi \text { such that } u \in W^{\xi}\left(u \in W^{\infty}\right)
$$

and check easily that

$$
\begin{aligned}
& \sigma=\left\{\left(x_{0}, \ldots, x_{n-1}\right): \text { for each odd } i<n,\left(x_{0}, \ldots, x_{i}\right) \in W^{\infty}\right. \\
& \left.\quad \text { and if } i+2<n,\left|x_{0}, \ldots, x_{i}\right|>\left|x_{0}, \ldots, x_{i}, x_{i+1}, x_{i+2}\right|\right\}
\end{aligned}
$$

is a winning quasistrategy for II.
The proof we gave in the text for 6A. 3 can be easily modified in the same way to show without appealing to the full Axiom of Choice that ${\underset{\sim}{2}}_{2}^{0}$ games on an arbitrary $X \neq \emptyset$ are quasidetermined-and as a corollary, that on the wellorderable space $\omega$, ${\underset{\sim}{2}}_{0}^{0}$ games are determined. (These proofs use DC.)

7C.4. A pointset $R \subseteq \mathcal{X}$ is absolutely inductive if and only if there is a $\Sigma_{1}^{1}$ set $P$ such that

$$
R(x) \Longleftrightarrow\left\{\left(\exists \alpha_{0}\right)\left(\forall \alpha_{1}\right)\left(\exists \alpha_{2}\right)\left(\forall \alpha_{3}\right) \cdots\right\}(\exists n) P\left(x,\left\langle\alpha_{0}, \ldots, \alpha_{n-1}\right\rangle\right) .
$$

Here too we must understand the infinite alternating string on the right in terms of winning quasistrategies in order to prove 7 C .4 without appealing to the full Axiom of Choice.

## D. Borel determinacy.

The determinacy of Borel games on every $X$ (Theorem 6F.1) cannot be proved without AC, since it implies 6E. 1 and hence the full Axiom of Choice. However, the foundationally most important special case of determinacy of Borel games on $\omega$ can be proved without $\mathbf{A C}$, in two fundamentally different ways.

First, we can use the metamathematical results of Chapter 8 to infer the determinacy of Borel games on $\omega$ from Martin 's proof. This is a fairly simple argument and we will outline it first.

Second, every Borel game on an arbitrary set $X$ is quasidetermined, by a result of Tonny Hurkens in his doctoral dissertation Hurkens [1993]. We will prove this result of Hurkens here in a rather round-about fashion which is closer to the methods we have been using and introduces the interesting notion of parametric determinacy.

D1. The metamathematical argument. If $A \subseteq \mathcal{N}$ is Borel, then

$$
x \in A \Longleftrightarrow P_{\Sigma}\left(\varepsilon^{*}, x\right) \Longleftrightarrow P_{\Pi}\left(\varepsilon^{*}, x\right)
$$

where $\varepsilon^{*} \in \mathcal{N}$ and the relations $P_{\Sigma}(\varepsilon, x)$ and $P_{\Pi}(\varepsilon, x)$ are $\Sigma_{1}^{1}$ and $\Pi_{1}^{1}$ respectively. The relation

$$
R(\varepsilon) \Longleftrightarrow(\forall x)\left[P_{\Sigma}(\varepsilon, x) \Longleftrightarrow P_{\Pi}(\varepsilon, x)\right]
$$

is evidently $\Pi_{2}^{1}$, and so absolute for the model $L\left(\varepsilon^{*}\right)$ by Shoenfield's Theorem 8F.9; and since it holds in the world for $\varepsilon^{*}$, we also have

$$
L\left(\varepsilon^{*}\right) \models(\forall x)\left[P_{\Sigma}\left(\varepsilon^{*}, x\right) \Longleftrightarrow P_{\Pi}\left(\varepsilon^{*}, x\right)\right],
$$

which means that $A^{\prime}=A \cap L\left(\varepsilon^{*}\right)$ is a $\Delta_{1}^{1}\left(\varepsilon^{*}\right)$ set and hence a Borel set in $L\left(\varepsilon^{*}\right)$. Since $L\left(\varepsilon^{*}\right)$ satisfies $\mathbf{A C}, A^{\prime}$ is determined in $L\left(\varepsilon^{*}\right)$, by Martin's proof. Suppose, without loss of generality, that player I wins the game it determines: so there is some $\sigma \in L\left(\varepsilon^{*}\right)$ such that

$$
L\left(\varepsilon^{*}\right) \models(\forall \tau) P_{\Pi}\left(\varepsilon^{*}, \sigma * \tau\right) ;
$$

and since the relation

$$
R^{\prime}(\varepsilon, \sigma) \Longleftrightarrow(\forall \tau) P_{\Pi}(\varepsilon, \sigma * \tau)
$$

is evidently $\Pi_{1}^{1}$ and holds of $\left(\varepsilon^{*}, \sigma\right)$ in $L\left(\varepsilon^{*}\right)$, it holds of $\left(\varepsilon^{*}, \sigma\right)$ in the world, by Shoenfield's Theorem again. This says precisely that $\sigma$ is a winning strategy for I in $A$.

D2. Parametric determinacy. Given a tree $T$ on $X$, a set $A \subseteq{ }^{\omega} X$ and a set $\Pi \neq \emptyset$, consider the following game $G_{\mathrm{I}}^{\Pi}(A, T)$, which is auxilliary for player I to the game $G(A, T)$ defined in Section 6F and runs like this:

$$
\begin{array}{cc}
\text { I } \\
\text { II } & \emptyset \neq \Pi_{0} \subseteq \Pi^{<\omega} \\
\pi_{0} \in \Pi_{0} & x_{0} \\
x_{1}
\end{array} \emptyset \neq \Pi_{2} \subseteq \Pi^{<\omega} \quad \pi_{2} \in \Pi_{2} \quad{ }^{x_{2}}{ }_{3} \quad \cdots
$$

As indicated, the rules are that for each $i$

$$
\emptyset \neq \Pi_{2 i} \subseteq \Pi^{<\omega} \text { and } \pi_{2 i} \in \Pi_{2 i}
$$

together with the rules for $G(A, T)$, i.e., that $\left(x_{0}, \ldots, x_{n}\right) \in T$ for all $n$; and if both players follow the rules for the entire run, then I wins if $\left(x_{0}, x_{1}, \ldots\right) \in A$. The auxilliary game $G_{\text {II }}^{\Pi}(A, T)$ for player II is defined similarly, with typical runs of the form

$$
\begin{array}{cc}
\text { I } & x_{0} \\
\text { II } & \emptyset \neq \Pi_{1} \subseteq \Pi^{<\omega} \\
\pi_{1} \in \Pi_{1} & x_{1} x_{2} \\
& \emptyset \neq \Pi_{3} \subseteq \Pi^{<\omega} \\
\pi_{3} \in \Pi_{3} & x_{3}
\end{array}
$$

and the corresponding rules.
The idea is that player I needs some help to choose his move at each turn, but the choices he needs are not from subsets of $X$, as for a quasistrategy, but from a (possibly) much larger set of sequences from a set $\Pi$. At each of his turns, I presents II with a non-empty set $\Pi_{2 i} \subseteq \Pi^{<\omega}$ from which II must choose some $\pi_{2 i}$ : and then, using $\pi_{2 i}$, I can produce his move $x_{2 i}$ in the original game.

A $\Pi$-strategy for I in $G(A, T)$ is any strategy for I in $G_{\mathrm{I}}^{\Pi}(A, T)$, and it is winning if I wins $G_{\mathrm{I}}^{\Pi}(A, T)$ with it-and analogously for player II; $G(A, T)$ is $\Pi$-determined if either I or II has a winning $\Pi$-strategy, and it is parametrically determined, if it is $\Pi$-determined for some $\Pi$.

Every quasistrategy $\Sigma$ for I in $G(A, T)$ can be viewed as a parametric $\Pi$-strategy for any $\Pi \supseteq X$, in which the moves by I are given (as functions of the relevant earlier moves) by

$$
\Pi_{2 m}\left(x_{0}, x_{1}, \ldots, x_{2 m-1}\right)=\left\{(x) \mid\left(x_{0}, x_{1}, \ldots, x_{2 m-1}, x\right) \in \Sigma\right\}, \quad x_{2 m}((x))=x
$$

and similarly for quasistrategies for II. Thus quasiderminacy implies parametric determinacy.

We collect in a simple exercise the basic facts about parametric strategies.
7F.1. (i) Prove that if I has a winning $\Pi$-strategy in $G(A, T)$ and $\Pi \subseteq \Pi^{\prime}$, then I also has a winning $\Pi^{\prime}$-strategy in $G(A, T)$ (and similarly for II).
(ii) Prove that there is no game $G(A, T)$ for which both I and II have winning parametric strategies.
(iii) Prove that if $\Pi$ is wellorderable and I has a winning $\Pi$-strategy in $G(A, T)$, then I wins $G(A, T)$ (and similarly for II).
(iv) Prove that if $X$ is countable and I has a winning parametric strategy, then I wins $G(A, T)$ (and similarly for II); it follows that if a game on $\omega$ is parametrically determined, then it is determined.

The most interesting part of this Exercise is (iv), whose proof requires the Axiom of Dependent Choices.

7F.2. Theorem (Reformulation of 6F.1). For each $X \neq \emptyset$, each tree $T$ on $X$ and each Borel set $A \subseteq{ }^{\omega} X$, the game $G(A, T)$ is parametrically determined.

Together with (iv) of 7F. 1 above, this theorem implies the most significant corollary of Martin's Theorem, that every Borel game on $\omega$ is determined.

Next we outline the modifications that must be made to the proof of Theorem 6F. 1 to establish Theorem 7F. 2 without appealing to (the full) AC.

7F.3. Lemma. If $A \subseteq{ }^{\omega} X$ is closed, then $G(A, T)$ is $\Pi$-determined for every $\Pi \supseteq X$.
This is because $G(A, T)$ is quasidetermined by the reformulation of 6 A .2 above, and the winning quasistrategy (for either player) can be viewed as a $\Pi$-strategy for any $\Pi \supseteq X$.

Notice that the $\Pi$-strategies for I or II in $G(A, T)$ are determined by the tree $T$ and the parameter set $\Pi$, i.e., they do not depend on the set $A$. So for any tree $T$ on $X$ and any $\Pi \neq \emptyset$, we let

$$
\begin{aligned}
\Sigma_{p}^{\mathrm{I}}(\Pi, T) & =\text { the set of strategies for } \mathrm{I} \text { in } G_{\mathrm{I}}^{\mathrm{\Pi}}(A, T) \quad(\text { any } A), \\
\Sigma_{*, p}^{\mathrm{I}}(\Pi, T) & =\bigcup_{m} \Sigma_{p}^{\mathrm{I}}(\Pi, T \upharpoonright(2 m)) .
\end{aligned}
$$

We will also write

$$
\begin{aligned}
&\left(\Pi_{0}, \pi_{0}, x_{0}, x_{1}, \ldots, \Pi_{2 m}, \pi_{2 m}, x_{2 m}, \ldots\right) \approx_{X}\left(\Pi_{0}^{\prime}, \pi_{0}^{\prime}, x_{0}^{\prime}, x_{1}^{\prime}, \ldots, \Pi_{2 m}^{\prime}, \pi_{2 m}^{\prime}, x_{2 m}^{\prime}, \ldots\right) \\
& \Longleftrightarrow\left(x_{0}, x_{1}, \ldots, x_{2 m}, \ldots\right)=\left(x_{0}^{\prime}, x_{1}^{\prime}, \ldots, x_{2 m}^{\prime}, \ldots\right),
\end{aligned}
$$

for the important relation of $X$-equivalence between two runs of $G_{I}^{\Pi}(A, T)$. These notations and relations are defined analogously for the auxilliary games $G_{\Pi I}^{\Pi}(A, T)$ for player II.

A parametric covering $c: S \rightsquigarrow T$ of a tree $T$ on $X$ by a tree $S$ on $Y$ is a quadruple

$$
\begin{equation*}
\boldsymbol{c}=\left(c, \Pi, \boldsymbol{c}^{\mathrm{I}}, \boldsymbol{c}^{\mathrm{II}}\right) \tag{1}
\end{equation*}
$$

satisfying the following conditions ( PC 1$)-(\mathrm{PC} 3)$.
(PC1) The space map $c: S \rightarrow T$ of $c$ is a monotone, length-preserving mapping, as in (C1) of Section 6F.
(PC2) The parameter set $\Pi$ of $\boldsymbol{c}$ is non-empty, and the mapping

$$
c^{\mathrm{I}}: \Sigma_{*, p}^{\mathrm{I}}(\Pi, S) \rightarrow \Sigma_{*, p}^{\mathrm{I}}(\Pi, T)
$$

assigns a partial $\Pi$-strategy $\boldsymbol{c}^{\mathrm{I}}(\sigma)$ on $T$ for player I to every partial $\Pi$-strategy $\sigma$ on $S$ for I, so that

$$
\sigma^{\prime}=\sigma \upharpoonright(2 m) \Longrightarrow \boldsymbol{c}^{\mathrm{I}}\left(\sigma^{\prime}\right)=\boldsymbol{c}^{\mathrm{I}}(\sigma) \upharpoonright(2 m) .
$$

This coherence condition allows us to extend $\boldsymbol{c}^{\mathrm{I}}$ to $\sigma \in \Sigma_{p}^{\mathrm{I}}(\Pi, S)$,

$$
\boldsymbol{c}^{\mathrm{I}}(\sigma)=\bigcup_{m} \boldsymbol{c}^{\mathrm{I}}(\sigma \upharpoonright(2 m)) .
$$

We also assume the analogous condition for $c^{\text {II }}$, which maps partial, $\Pi$-strategies for II on the tree $S$ to partial $\Pi$-strategies for II of the same length on the tree $T$.
(PC3) The liftup or simulation condition. The space map $c$ extends naturally to the runs of $G_{\mathrm{I}}^{\Pi}(A, T)$ :

$$
\begin{aligned}
c\left(\Pi_{0}, \pi_{0}, y_{0}, y_{1}, \ldots, \Pi_{2 m}, \pi_{2 m}, y_{2 m}, \ldots\right) & \\
& =\left(\Pi_{0}, \pi_{0}, x_{0}, x_{1}, \ldots, \Pi_{2 m}, \pi_{2 m}, x_{2 m}, \ldots\right)
\end{aligned}
$$

where $c\left(y_{0}, y_{1}, \ldots, y_{2 m}\right)=\left(x_{0}, x_{1}, \ldots, x_{2 m}\right)$. With this notation, we assume that for every $\sigma \in \Sigma_{*, p}^{\mathrm{I}}(\Pi, S)$,

$$
u \in \boldsymbol{c}^{\mathrm{I}}(\sigma) \Longrightarrow(\exists v \in \sigma)\left[c(v) \approx_{X} u\right],
$$

and for every total, $\Pi$-strategy $\sigma \in \Sigma_{p}^{\mathrm{I}}(\Pi, S)$,

$$
f \in\left[c^{\mathrm{I}}(\sigma)\right] \Longrightarrow(\exists g \in[\sigma])\left[c(g) \approx_{X} f\right] .
$$

We also assume the analogous condition for $\boldsymbol{c}^{\mathrm{II}}$.
A parametric covering as in (1) unravels a game $G(A, T)$ if the inverse image $c^{-1}[A]=c^{-1}[A \cap[T]]$ is a (strong) clopen subset of the space [S], i.e., for some open and closed $C \subseteq{ }^{\omega} Y$,

$$
f \in C \Longleftrightarrow c(f) \in A \quad(f \in[S])
$$

Notice that as with the simpler coverings of Section 6 F , if $\boldsymbol{c}: S \rightsquigarrow T$ unravels $G(A, T)$, then it also unravels $G\left({ }^{\omega} X \backslash A, T\right)$.

7F.4. Lemma (Reformulation of 6F.2). If $A \subseteq{ }^{\omega} X$ and some parametric covering $c: S \rightsquigarrow T$ with $S$ a tree on $Y$ and parameter set $\Pi \supseteq Y$ unravels $G(A, T)$, then $G(A, T)$ is parametrically determined.

Proof is exactly like that of Lemma 6F.2, using $\Pi$-strategies and appealing to Lemma 7F. 3 instead of the Gale-Stewart Theorem.

As in Section 6F, a parametric covering $c: S \rightsquigarrow T$ is $n$-fixing (an $n$-covering) if it just copies up to stage $n$, i.e., $S \upharpoonright n=T \upharpoonright n$; for $m \leq n, c\left(\left(x_{0}, \ldots, x_{m}\right)\right)=\left(x_{0}, \ldots, x_{m}\right)$; if $2 m \leq n$ and $\sigma \in \Sigma_{p}^{\mathrm{I}}(\Pi, S \upharpoonright(2 m))$, then $\boldsymbol{c}^{\mathrm{I}}(\sigma)=\sigma$; and the corresponding condition for $\tau \in \Sigma_{p}^{\mathrm{II}}(\Pi, S \upharpoonright(2 m+1))$, if $2 m+1 \leq n$.

If $i<n$, then every $n$-covering is also an $i$-covering.
Finally, a set $A \subseteq{ }^{\omega} X$ parametrically unravels fully if for every tree $T$, every continuous function $f:[T] \rightarrow{ }^{\omega} X$ and every $k$, there is some tree $S$ with $S \upharpoonright k=T \upharpoonright k$ such that for some $\Pi^{*}$ and every $\Pi \supseteq \Pi^{*}$, there is a $k$-covering $c: S \rightsquigarrow T$ with parameter set $\Pi$ which unravels the game $G\left(f^{-1}[A], T\right)$.

We let as before

$$
\boldsymbol{U} \upharpoonright{ }^{\omega} X=\left\{A \subseteq{ }^{\omega} X: A \text { unravels fully }\right\}
$$

so that $\boldsymbol{U}$ is now the class of sets in all spaces ${ }^{\omega} X$ which parametrically unravel fully. Every set in $\boldsymbol{U}$ is (in particular) unraveled by some $\boldsymbol{c}: S \rightsquigarrow T$ with $S$ a tree on some
$Y$ and parameter set $\Pi \supseteq Y$, so that by Lemma 7F.4, it is parametrically determined. Moreover, as with the definition in Section 6F, $\boldsymbol{U}$ is obviously closed under continuous preimages and complementation: thus, to establish Theorem 7F.2, it suffices to prove that $\boldsymbol{U}$ contains all closed sets and that it is closed under countable intersections.

7F.5. Lemma (Reformulation of Lemma 6F.3). Every closed set parametrically unravels fully.

Proof is a mild embellishment of the proof of Lemma 6F.3: we use the same notation and the same auxilliary game on

$$
Y=X \cup(X \times \operatorname{Power}(S)) \cup(X \times(S \cup\{0\})) .
$$

We let $\Pi^{*}=Y$, and we only need to provide some additional instructions to define the required maps from the partial $\Pi$-strategies on the auxilliary game to the partial $\Pi$-strategies of $G(A, T)$, for any $\Pi \supseteq \Pi^{*}$. We will omit the details, except for the following, brief remarks on the required changes in the two cases of the proof of Lemma 6F. 3 (for $k=0$ ).

Case I. Given $\sigma \in \Sigma_{*, p}^{\mathrm{I}}(\Pi, S)$, player I moves by $\boldsymbol{c}^{\mathrm{I}}(\sigma)$ in $T$ so that

$$
v=\left(\Pi_{0}, \pi_{0},\left\langle x_{0}, P\right\rangle,\left\langle x_{1}, 0\right\rangle, \Pi_{2}, \pi_{2}, x_{2}, x_{3}, \ldots, x_{n}\right) \in \sigma,
$$

i.e., I assumes temporarily that II accepted his offer. If the moves of II are such that $\left(x_{0}, x_{1}, \ldots, x_{n}\right) \in T \backslash J$ as long as $\sigma$ applies, then the play in $G_{I}^{\Pi}(A, T)$ by $\boldsymbol{c}^{\mathrm{I}}(\sigma)$ is

$$
u=\left(\Pi_{0}, \pi_{0}, x_{0}, x_{1},, \Pi_{2}, \pi_{2}, x_{2}, x_{3}, \ldots, x_{n}\right)
$$

and the liftup condition is satisfied since (in fact) $c(v)=u$. Suppose that at some (first) stage I moves in $G_{I}^{\Pi}(A, T)$ so that $\left(x_{0}, \ldots, x_{2 l+1}\right) \notin J$. The rules of the game ensure that $\left(x_{0}, \ldots, x_{2 l+1}\right) \in P$, and that there is an initial run of $G_{\mathrm{I}}^{\Pi}\left(c^{-1}[A], S\right)$ of the form

$$
\begin{aligned}
v^{\prime}=\left(\Pi_{0}, \pi_{0},\left\langle x_{0}, P\right\rangle,\left\langle x_{1},\left(x_{0}, \ldots, x_{2 l+1}\right)\right\rangle,\right. \\
\left.\Pi_{2}^{\prime}, \pi_{2}^{\prime}, x_{2}, x_{3}, \ldots, \Pi_{2 l}^{\prime}, \pi_{2 l}^{\prime}, x_{2 l}, x_{2 l+1}\right),
\end{aligned}
$$

where the sets $\Pi_{2 i}^{\prime}($ for $i \leq l)$ are determined by $\sigma$ and the choices $\pi_{2 i}^{\prime}$ are arbitrary, as long as $\pi_{2 i} \in \Pi_{2 i}^{\prime}$ so that the rules of the game are obeyed. To continue playing using $\sigma$ and such a (new) simulation, I needs a specific sequence $\pi_{2}^{\prime}, \ldots \pi_{2 l}^{\prime}$ with these properties: and he can force II to give him one by moving

$$
\Pi_{2 l+2}=\left\{\pi_{2}^{\prime} * \pi_{4}^{\prime} * \cdots * \pi_{2 l}^{\prime} \mid v^{\prime} \in \sigma\right\}
$$

where $v^{\prime}$ is defined above and $*$ is the concatenation operation on sequences. (In more detail: I plays the set of all sequences from $\Pi$ which can be viewed as concatenations of sequences that with $\sigma$ define an initial run $v^{\prime}$ of $G_{\mathrm{I}}^{\Pi}(A, T)$, and then computes the "minimal" such decomposition $\pi_{2}^{\prime}, \ldots, \pi_{2 l}^{\prime}$ of the sequence supplied by II.) Now I continues to play by $\sigma$ as if $v^{\prime}$ were the sequence of the players' moves up to that point, and it is clear that the (weak) liftup condition is satisfied.

Case II. Given $\tau \in \Sigma_{*, p}^{\mathrm{II}}(\Pi, S)$ and a first move $x_{0}$ by I in $G_{\mathrm{II}}^{\Pi}(A, T)$, we set

$$
P=\left\{u \in T \mid \text { for all } Q \subseteq T, \Pi_{1} \subseteq \Pi^{<\omega}, \pi_{1} \in \Pi_{1} \text { and } x_{1} \in X,\right.
$$

$$
\left.\left(\left\langle x_{0}, Q\right\rangle, \Pi_{1}, \pi_{1},\left\langle x_{1}, u\right\rangle\right) \notin \tau\right\} .
$$

Player II simulates I's first move in $G_{\text {II }}^{\Pi}\left(c^{-1}[A], S\right)$ by $\left\langle x_{0}, P\right\rangle$ and he plays in $G_{\text {II }}^{\Pi}(A, T)$ so that the simulating run is

$$
\left(\left\langle x_{0}, P\right\rangle, \Pi_{1}, \pi_{1},\left\langle x_{1}, 0\right\rangle, x_{2}, \Pi_{3}, \pi_{3}, x_{3}, \ldots\right),
$$

where $\tau$ provides him with $\Pi_{1}, x_{1}, \Pi_{3}, x_{3}, \ldots$ while I's moves in $G_{\Pi I}^{\Pi}(A, T)$ determine $\pi_{1}, x_{2}, \pi_{3}, x_{4} \ldots$. Notice that $\tau$ could not have required a play $\left\langle x_{1}, u\right\rangle$ for some $u \neq 0$; because then $\left(\left\langle x_{0}, P\right\rangle, \Pi_{1}, \pi_{1},\left\langle x_{1}, u\right\rangle\right) \in \tau$ which puts $u \notin P$ and violate the rules of $G\left(c^{-1}[A], S\right)$ in the very first move by II. If I moves so that $\left(x_{0}, \ldots, x_{2 l+1}\right) \in P$ for every $l$ (as long as $\tau$ applies), then the liftup condition is satisfied trivially. Suppose that for some (first) stage $2 l$, when the simulating run is

$$
v=\left(\left\langle x_{0}, P\right\rangle, \Pi_{1}, \pi_{1},\left\langle x_{1}, 0\right\rangle, x_{2}, \ldots, x_{2 l-1}, x_{2 l}\right),
$$

I' last move $x_{2 l}$ is such that for some $y$,

$$
u=\left(x_{0}, \ldots, x_{2 l}, y\right) \in T \backslash P
$$

the definition of $P$ guarantees an alternative simulating run

$$
v^{\prime}=\left(\left\langle x_{0}, Q\right\rangle, \Pi_{1}^{\prime}, \pi_{1}^{\prime},\left\langle x_{1}, u\right\rangle, x_{2}, \ldots, x_{2 l}, \Pi_{2 l+1}^{\prime}, \pi_{2 l+1}^{\prime}, x_{2 l+1}\right) \in \tau,
$$

where $\Pi_{1}^{\prime}, \Pi_{3}^{\prime}, \ldots$ are determined by $\tau$ and $\pi_{1}^{\prime}, \pi_{3}^{\prime}, \ldots$ are arbitrary but such that the rules of the game are obeyed. To continue playing with $\tau$, II needs to know one such alternative run, and he can force I to give him one by moving

$$
\Pi_{2 l+1}=\left\{\left\langle x_{0}, Q\right\rangle * \pi_{1}^{\prime} * \cdots * \pi_{2 l+1}^{\prime} \mid v^{\prime} \in \tau\right\},
$$

where $v^{\prime}$ is defined above and the concatenation is interpreted as in Case I. Now II continues to play with $\tau$ as if this $v^{\prime}$ were the run so far, and, as in Case I, the liftup condition is satisfied.

The results about coverings in Section 6F which follow Lemma 6F. 3 can be very easily generalized to parametric coverings, and so we will confine ourselves here to the correct statements of these facts.

7F.6. Lemma (Reformulation of 6F.4). For any two parametric coverings

$$
T_{2} \rightsquigarrow_{c_{1}} T_{1} \rightsquigarrow c_{c_{0}} T_{0},
$$

with the same parameter set $\Pi$, define the composition $\boldsymbol{c}=\boldsymbol{c}_{0} \boldsymbol{c}_{1}=\left(c, \boldsymbol{c}^{\mathrm{I}}, \boldsymbol{c}^{\mathrm{II}}\right): T_{2} \rightsquigarrow T_{0}$ by

$$
c(u)=c_{0}\left(c_{1}(u)\right), \boldsymbol{c}^{\mathrm{I}}(\sigma)=\boldsymbol{c}_{0}^{\mathrm{I}}\left(\boldsymbol{c}_{1}^{\mathrm{I}}(\sigma)\right), \boldsymbol{c}^{\mathrm{II}}(\sigma)=\boldsymbol{c}_{0}^{\mathrm{II}}\left(\boldsymbol{c}_{1}^{\mathrm{II}}(\sigma)\right) .
$$

This is also a parametric covering $\boldsymbol{c}: T_{2} \rightsquigarrow T_{0}$ with parameter set $\Pi$, and if $\boldsymbol{c}_{1}$ and $\boldsymbol{c}_{0}$ are both $k$-fixing, then so is $\boldsymbol{c}$.

7F.7. Lemma (Reformulation of 6F.5). The intersection $A \cap B \subseteq{ }^{\omega} X$ of two sets which parametrically unravel fully, parametrically unravels fully.

7F.8. Lemma (Reformulation of 6F.6). Fix $\Pi \neq \emptyset$ and suppose that for each $i, \boldsymbol{c}_{i}$ : $T_{i+1} \rightsquigarrow T_{i}$ is a $(k+i)$-covering with parameter set $\Pi$; then there there exists a tree $S$ and, for each $i, a(k+i)$-covering $\boldsymbol{d}_{i}: S \rightsquigarrow T_{i}$ with parameter set $\Pi$ such that for each $i$,

$$
\boldsymbol{d}_{i}=\boldsymbol{c}_{i} \boldsymbol{d}_{i+1} .
$$

7F.9. Theorem (Reformulation of 6F.7). The class $\boldsymbol{U}$ of sets which parametrically unravel fully is closed under countable intersections.

Outline of proof. The space maps of the required coverings are constructed as in the proof of 6 F .7 , and each $c_{i}$ can be extended to a covering $\boldsymbol{c}_{i}$ relative to any parameter set $\Pi \supseteq \Pi_{i}^{*}$, for some $\Pi_{i}^{*}$; we then take $\Pi^{*}=\cup_{i} \Pi_{i}^{*}$ and argue that we can apply Lemma 7 F .8 with this $\Pi^{*}$.

It follows from this theorem and Lemma 7F. 5 that every Borel subset of ${ }^{\omega} X$ unravels fully, which with Lemma 7F. 4 completes the proof of Theorem 7F. 2.

There remains the question of the relation between parametric determinacy and quasideterminacy, and we first notice that, in general, the first does not imply the second without substantial choice assumptions:

7F. 10 (Neeman). If every parametrically determined game on $\aleph_{1}$ is quasidetermined, then there is a function $f: \aleph_{1} \rightarrow \mathcal{N}$ such that for every countable ordinal $\xi$, $F(\xi) \in \mathrm{WO} \&|f(\xi)|=\xi$.

Hint. Consider the game where I plays some countable ordinal $\xi$, II plays a sequence $\alpha=\left(a_{0}, a_{1}, \ldots\right)$, and II wins if $\alpha \in \mathrm{WO} \&|\alpha|=\xi$. Now II has a winning parametric strategy on $\Pi=\mathcal{N}$, because he can respond to I's move by $\Pi_{1}=\{(\alpha) \mid \alpha \in$ WO \& $|\alpha|=\xi\}$ forcing I to give him a winning sequence for his subsequent moves; but a winning quasistrategy for II yields a winning strategy, since II is playing in $\omega$, and that is a function which selects a code for each countable $\xi$.

On the other hand, every parametrically determined Borel game on an arbitrary set $X$ is quasidetermined. Although not difficult, the proof of this result (due to Neeman) requires a generalization of the Third Periodicity Theorem 6E. 1 to arbitrary spaces ${ }^{\omega} X$ which has some independent interest. We outline it in the remaining exercises of this section.

7F.11. The class $\boldsymbol{B}$ of Borel subsets of ${ }^{\omega} X$ is the smallest class of subsets of ${ }^{\omega} X$ which contains the open and the closed sets and is closed under countable intersections and countable unions.

Hint. Let $\boldsymbol{B}^{\prime}$ be the smallest class of subsets of ${ }^{\omega} X$ which contains ${\underset{\sim}{\Sigma}}_{1}^{0}$ and ${\underset{\sim}{\boldsymbol{\Pi}}}_{1}^{0}$ and is closed under countable intersections and unions, and prove by induction that for every countable $\xi,{\underset{\sim}{\Sigma}}_{\underset{\xi}{0}}^{0}, \underset{\sim}{\boldsymbol{\Pi}} \subseteq \boldsymbol{B}^{\prime}$. The converse is trivial by the closure properties of B.

As in Section 2B for $\mathcal{N}={ }^{\omega} \omega$, a $\lambda$-norm on a set $P \subseteq{ }^{\omega} X$ is any function $\varphi: P \rightarrow \lambda$, and a $\lambda$-semiscale on $P$ is any sequence $\bar{\varphi}=\left\{\varphi_{n}\right\}$ of $\lambda$-norms on $P$ with the following convergence property: if $x_{i} \in P$ for every $i, x_{i} \rightarrow x$, and for each $n$ the sequence of ordinals $\left\{\varphi_{n}\left(x_{i}\right)\right\}$ is ultimately constant, then $x \in P$.

7F.12. Every Borel set $A \subseteq{ }^{\omega} X$ admits an $\omega$-semiscale $\bar{\varphi}$ such that for all $n, w \in \omega$, the set

$$
A_{n, w}=\left\{x \in A \mid \varphi_{n}(x)=w\right\}
$$

is Borel.
Hint. If $G$ is open, let

$$
N_{i}(x)=\left\{y \in{ }^{\omega} X \mid(\forall j<i)[y(j)=x(j)\}\right.
$$

be the neighborhood of $x$ determined by its first $i$ values and set

$$
\varphi_{n}(x)=\mu i\left[N_{i}(x) \subseteq G\right] \quad(n=0,1, \ldots) ;
$$



## Diagram 7F. 1

this (constant) sequence of norms is clearly a semiscale, and the set

$$
G_{n, w}=\left\{x \in G \mid N_{w}(x) \subseteq G \&(\forall j<w)\left[N_{j}(x) \nsubseteq G\right]\right\}
$$

is open.
If $F$ is closed, let $\varphi_{n}(x)=0$, and notice again that this constant sequence of norms is a semiscale and $F_{n, 0}=F$ while $F_{n, w}=\emptyset$ if $w \neq 0$.

If $P=\bigcup_{i} P_{i}$ and $\bar{\varphi}^{i}$ is a semiscale on each $P_{i}$, let

$$
\begin{aligned}
\varphi_{0}(x) & =\mu i\left[x \in P_{i}\right] \\
\varphi_{n+1} & =\varphi_{n}^{i}(x) \text { where } i=\varphi_{0}(x)
\end{aligned}
$$

this is obviously a semiscale and

$$
\begin{aligned}
&\left\{x \mid \phi_{0}(x)\right.=w\} \\
&=P_{w} \backslash \cup_{j<w} P_{j} \\
&\left\{x \mid \phi_{n+1}\right.=w\}
\end{aligned}=\bigcup_{i}\left(\left\{x \mid \phi_{0}(x)=i\right\} \cap\left\{x \mid \phi_{n}^{i}(x)=w\right\}\right) . ~ l
$$

Finally, if $P=\bigcap_{i} P_{i}$ and $\bar{\varphi}^{i}$ is a semiscale on each $P_{i}$, let $\rangle: \omega \times \omega \rightarrow \omega$ be a correspondence of all pairs of natural numbers with $\omega$, suppose $\bar{\varphi}^{i}$ is a semiscale on each $P_{i}$, and set

$$
\phi_{\langle i, j\rangle}(x)=\phi_{j}^{i}(x)
$$

7F.13. Theorem (Hurkens [1993]). Every Borel game on a set $X$ is quasidetermined.
Outline of proof (Neeman). Suppose $A \subseteq{ }^{\omega} X$, and I has a parametric winning strategy for $A$. For each $u=\left(u_{0}, \ldots, u_{k}\right)$ with even $k$, let

$$
A_{u}=\left\{\left(a_{0}, a_{1}, \ldots\right) \mid u *\left(a_{0}, a_{1}, \ldots\right) \in A\right\}
$$

be the subgame of $A$ starting with $u$, in which II moves first. This is a Borel (and hence parametrically determined) game on $X$, and we let

$$
W_{k}=\left\{\left\langle u_{0}, \ldots, u_{k}\right\rangle \mid \text { I wins parametrically } A_{u}\right\} .
$$

This set of winning positions for I is not empty: for example, every sequence "compatible" with a winning parametric strategy for I in $A$ is winning. Moreover, the set $\Sigma$ of initial segments of $\bigcup_{k} W_{k}$ is (easily) a quasistrategy for I in $A$, but it need not be winning. To get a winning quasistrategy we generalize the construction in the proof of the Third Periodicity Theorem 6E. 1 to Borel games on $X$.

Fix a semiscale $\bar{\phi}$ on $A$ and (as in Lemma 7F.12), for any two sequences

$$
u=\left(u_{0}, \ldots, u_{k}\right), v=\left(v_{0}, \ldots, v_{k}\right) \in W_{k}
$$

define the game $H(u, v)$ with players $F$ and $S$ whose runs are illustrated in Diagram 6E. 1 and whose payoff is

$$
\left\{(\alpha, \beta) \mid v * \beta \notin A \vee(\forall i \leq k) \phi_{i}(u * \alpha) \leq \phi_{i}(v * \beta)\right\} .
$$

These games are all Borel and so parametrically determined.
Lemma. The relation

$$
u \leq_{k}^{*} v \Longleftrightarrow u, v \in W_{k} \text { and } S \text { wins parametrically the game } H_{u, v}
$$

is a prewellordering of $W_{k}$.
Proof is very much like that of Theorem 6D.3, except for the proof of the transitivity of the relation $\leq_{k}^{*}$, for which we need to construct a parametric strategy from two given ones and we cannot appeal to arbitrary choices for the moves not determined by the given parametric strategies. The idea is illustrated in Diagram 7F.1: given winning parametric strategies for $S$ in $H(u, v)$ and $H(v, w)$ on the (disjoint) parameter sets $\Pi^{u}$ and $\Pi^{v}$, we let $\Pi=\Pi^{u} \cup \Pi^{v}$, and we show how $S$ can win $H(u, w)$ on this parameter set by copying moves and forcing $F$ to give him the required parameters in the two auxilliary games. For example, for the construction of the first move in $X$ shown in the diagram, $S$ plays

$$
\left.\Pi_{0}=\left\{\pi^{u} * \pi^{v} \mid\left(\exists \Pi_{0}^{u}, b_{0}, \Pi_{0}^{v}\right)\left[\left(b_{0}, \Pi_{0}^{v}, \pi_{0}^{v}\right) \in \sigma^{u}\right) \&\left(a_{0}, \Pi_{0}^{u}, \pi_{0}^{u}, b_{0}\right) \in \sigma^{v}\right]\right\}
$$

where $\sigma^{u}, \sigma^{v}$ are winning strategies for $S$ in $H(u, v)$ and $H(v, w)$ respectively. The remaining parts of the proof of this Lemma are about specific runs of the game and we can use DC to fill in the required moves without appealing to the rules for parametric strategies.
$\dashv($ Lemma)
Finally, as in the proof of Thereom 6E.1, we define minimal wining positions and we verify that the set $\Sigma$ of initial segments of them is a winning quasistrategy for $I$ in $A$; the key construction is a natural, parametric adaptation of the diagrams of games illustrated in Diagrams 6E. 2 and 6E.3, and it is quite simple, with DC providing all the required extra moves.

## CHAPTER 8

## METAMATHEMATICS

In this last chapter we will study briefly the metamathematical method, the key tool for establishing consistency and independence results. Here too we presuppose no knowledge of formal logic-we will develop in some detail all the preliminary material that we need. We are, however, assuming a good understanding of (informal, axiomatic) set theory, as we have been using it in the first seven chapters of this book.

The chief aim of mathematics is to study certain concrete mathematical structures, e.g., the semiring $\omega$ of integers, the field $\mathbb{R}$ of real numbers or, in set theory, the universe $V$ of sets. What we do in actual fact is to consider various propositions about these structures and attempt to determine their truth or falsity. We often use the axiomatic method for precision and elegance: certain fairly obvious propositions are designated axioms and whatever assertions we make after this are supposed to follow from the axioms by logic alone.

The essence of the metamathematical method consists in identifying and making precise the language $\mathcal{L}$ in which we make assertions about a particular structure $\mathfrak{A}$. Typically we take $\mathcal{L}$ to be the first order language associated with $\mathfrak{A}$-this is simple but sufficiently expressive so we can formulate in it most of the propositions about $\mathfrak{A}$ we care to consider. We will look at these languages in 8A.

Suppose $\theta$ is a particular proposition of $\mathcal{L}$ which may be true or false in $\mathfrak{A}$-perhaps we have not been able to determine this yet. Suppose we can find an alternative interpretation of all the propositions in $\mathcal{L}$, such that all the axioms are true in this interpretation but $\theta$ fails; this clearly establishes that $\theta$ cannot follow from the axioms by logic alone, assuming at least that truth in our alternative interpretation is preserved under logical deduction. In these circumstances we say that $\theta$ is independent of the axioms or that the negation of $\theta$ is consistent with the axioms.

One powerful method for constructing alternative interpretations of the language of set theory is to specify a collection $V^{\prime}$ of sets with very special properties and reinterpret "set" to mean "set in $V^{\prime}$." Some of these inner models of set theory are interesting mathematical models in their own right, particularly Gödel's universe $L$ of constructible sets whose properties we considered briefly in Chapter 5. Cohen's method of forcing introduces more complicated reinterpretations of the language.

A fascinating thing about the metamathematical method is that it can be used to establish positive results about the universe $V$, our intended interpretation of the language of set theory. We will look at some of these applications of metamathematics, as we are naturally more interested here in facts about sets rather than theorems about systems of axioms.

It may be useful to review at this point our intuitive conception of the standard model for set theory, the universe $V$ of sets. This does not contain all "arbitrary collections of
objects"-it is well known that this naive approach leads to contradictions. Instead, we admit as "sets" only those collections which occur in the complete (transfinite) cumulative sequence of types - the hierarchy obtained by starting with the empty set and iterating "indefinitely" the "power operation."

To be more precise, suppose we are given an operation $P$ on sets which assigns to each set $x$ a collection $P(x)$ of subsets of $x$

$$
\begin{equation*}
y \in P(x) \Longrightarrow y \subseteq x \tag{1}
\end{equation*}
$$

Suppose we are also given a collection $\mathcal{S}$ of stages, wellordered by a relation $\leq$, i.e., for $\zeta, \eta, \xi$ in $\mathcal{S}$,

$$
\begin{gather*}
\zeta \leq \zeta, \quad(\zeta \leq \eta \& \eta \leq \xi) \Longrightarrow \zeta \leq \xi, \quad(\zeta \leq \eta \& \eta \leq \zeta) \Longrightarrow \zeta=\eta,  \tag{2}\\
\zeta \leq \eta \quad \text { or } \quad \eta \leq \zeta
\end{gather*}
$$

(3) if $A \subseteq \mathcal{S}$ is any collection of stages, $A \neq \emptyset$, then
there is some $\xi \in A$ such that for every $\eta \in A, \xi \leq \eta$.
Call the least stage 0 and for $\xi \in \mathcal{S}$, let $\xi+1$ be the next stage- the least stage which is greater than $\xi$. If $\lambda$ is a stage $\neq 0$ and $\neq \xi+1$ for every $\xi$, we call it a limit stage.

For fixed $P, \mathcal{S}, \leq$ satisfying (1) - (3) we define the hierarchy

$$
V_{\xi}=V_{\xi}(P, \mathcal{S}, \leq) \quad(\xi \in \mathcal{S})
$$

by recursion on $\xi \in \mathcal{S}$ :

$$
\begin{aligned}
V_{0} & =\emptyset \\
V_{\xi+1} & =V_{\xi} \cup P\left(V_{\xi}\right), \\
V_{\lambda} & =\bigcup_{\xi<\lambda} V_{\xi} \quad \text { if } \lambda \text { is a limit stage. }
\end{aligned}
$$

The collection of sets

$$
V=V(P, \mathcal{S}, \leq)=\bigcup_{\xi \in \mathcal{S}} V_{\xi}
$$

is the universe generated with $P$ as the power operation, on the stages $\mathcal{S}$. It is very easy to check that

$$
\xi \leq \eta \Longrightarrow V_{\xi} \subseteq V_{\eta}
$$

and that each $V_{\xi}$ is a transitive set, i.e.,

$$
\left(x \in V_{\xi} \& y \in x\right) \Longrightarrow y \in V_{\xi}
$$

For example, suppose we take

$$
P(x)=\operatorname{Power}(x)=\{y: y \subseteq x\}
$$

and

$$
\mathcal{S}=\{0,1,2, \ldots, \omega, \omega+1, \omega+2, \ldots\},
$$

where the stages $0,1,2, \ldots, \omega, \omega+1, \omega+2, \ldots$ are all assumed distinct and ordered as we have enumerated them. In this case we obtain the universe of Zermelo,

$$
V^{Z}=V_{0} \cup V_{1} \cup V_{2} \cup \cdots \cup V_{\omega} \cup V_{\omega+1} \cup \cdots
$$

It is well known that all the familiar structures of classical mathematics have isomorphic copies within $V^{Z}$-we can locate in $V^{Z}$ the integers, the reals, all functions on the reals to the reals, etc.

For a very different universe of sets, we might choose a small power operation, e.g.,

$$
P(x)=\{y: y \subseteq x \text { and } y \text { is definable }\} .
$$

This appears vague, but there are many mathematicians which will argue that the notion of $a$ definable subset of $x$ is at least as clear as that of arbitrary subset of $x$. In any case, assuming that this operation $P$ is meaningful, we can iterate it on any collection of stages $\mathcal{S}$ and define a universe of sets. We may want to take $\mathcal{S}$ quite long this time, say

$$
\mathcal{S}=\{0,1,2,, \ldots, \omega, \omega+1, \ldots, \omega 2, \omega 2+1, \ldots, \omega n, \omega n+1, \ldots, \ldots\} .
$$

It is clear that the universe $V(P, \mathcal{S}, \leq)$ does not depend on the particular objects that we have chosen to call stages but only on the length (the order type) of the ordering $\leq$; i.e., if we have a one-to-one correspondence of $\mathcal{S}$ with $\mathcal{S}^{\prime}$ which takes the ordering $\leq$ to $\leq^{\prime}$, then

$$
V(P, \mathcal{S}, \leq)=V\left(P, \mathcal{S}^{\prime}, \leq^{\prime}\right)
$$

Most mathematicians accept that there is a largest meaningful operation $P$ satisfying (1) above, the true power operation which takes $x$ to the collection of all subsets of $x$. This is one of the cardinal assumptions of realistic (meaningful, not formal) set theory. Similarly, it is not unreasonable to assume that there is a longest collection of stages $\mathcal{S}$ along which we can meaningfully iterate the power operation. We take then our standard universe of sets to be $V(P, \mathcal{S}, \leq)$, where $P$ is the true power operation and $\mathcal{S}, \leq$ is the longest meaningful collection of stages.

This definition of the universe $V$ is admittedly vague. It is clear that we cannot expect to give a precise, mathematical definition of the basic notions of set theory, unless we use notions of some richer theory which in turn would require interpretation. We claim only that the intuitive description of $V$ given above is sufficiently clear so we can formulate meaningful propositions about sets and argue rationally about their truth or falsity.

One last remark about the Axiom of Choice. Although we take it as evident (throughout this book) that the Axiom of Choice is true (in the standard universe of sets), it is often useful for technical, metamathematical reasons to keep track ot its (rare) uses. In this chapter we will include among the hypotheses of our theorems whichever special case of the the Axiom of Choice we need for the proof.

## 8A. Structures and languages

Here we will explain briefly the basic notions of logic and model theory. The reader who is knowledgable in these matters will want to skip through this section very quickly.

Let us consider first some important examples of mathematical "structures."
Example 1. $\mathrm{A}^{1}=(\omega,+, \cdot, 0,1)$, the structure of (first order) arithmetic.
We think of $\mathrm{A}^{1}$ as an algebraic system with domain $\omega$, two binary relations, + (addition) and • (multiplication) and two specified constants, 0 and 1.

Example 2. $\mathrm{A}^{2}=(\omega, \mathcal{N},+, \cdot$, ap, 0,1$\left.)\right)$, the structure of second order arithmetic.
Now we have two domains, $\omega$ and $\mathcal{N}={ }^{\omega} \omega$, the same two binary operations + and . defined on $\omega$ and again 0 and 1 . We also have the binary operation of application

$$
\text { ap : } \mathcal{N} \times \omega \rightarrow \omega,
$$

where of course

$$
\operatorname{ap}(\alpha, n)=\alpha(n)
$$

Example 3. $\mathrm{R}=(\mathbb{R},+, \cdot, 0,1, \leq, Z)$, the structure of the real numbers or analysis. Just one domain this time, the reals $\mathbb{R}$, together with the operation + and $\cdot$, the constants 0 and 1 and the ordering $\leq$ which turns $\mathbb{R}$ into a complete ordered field. We also have the distinguished subset $Z$ of rational integers,

$$
\mathbb{Z}=\{\ldots,-2,-1,0,1,2, \ldots\}
$$

which we take as additional relation on $\mathbb{R}$,

$$
\mathbb{Z}(x) \Longleftrightarrow x \text { is a rational integer. }
$$

Example 4. $\mathrm{V}=(V, \in)$, the structure of set theory.
Again just one domain, the universe $V$ of sets in the cumulative sequence of types, together with the membership relation $\in$ on $V$,

$$
x \in y \Longleftrightarrow x \text { is a member of } y
$$

In this structure, the domain is a collection of objects which is not a set.
In general, a structure is determined by certain domains (collections of objects) and certain functions, relations and distinguished elements of these domains. Allowing for the possibility of infinitely many objects in each of these categories, a structure $\mathfrak{A}$ is given by

$$
\mathfrak{A}=\left(\left\{A_{i}\right\}_{i \in I},\left\{f_{j}\right\}_{j \in J},\left\{R_{k}\right\}_{k \in K},\left\{c_{l}\right\}_{l \in L}\right),
$$

where the following hold.
(1) The index set $I$ is non-empty and each $A_{i}$ is a non-empty collection of objects.
(2) Each $f_{j}$ is a function

$$
f_{j}: A_{i_{1}} \times \cdots \times A_{i_{m}} \rightarrow A_{n}
$$

with domain some cartesian product $A_{i_{1}} \times \cdots \times A_{i_{m}}$ and range some $A_{n}$.
(3) Each $R_{k}$ is a relation

$$
R_{k} \subseteq A_{i_{1}} \times \cdots \times A_{i_{m}}
$$

on some cartesian product $A_{i_{1}} \times \cdots \times A_{i_{m}}$.
(4) Each $c_{l}$ is an element of some $A_{i}$.

We allow the possibility that some of the index sets $J, K, L$ are empty, so the simplest possible structure is of the form

$$
\mathfrak{A}=(A),
$$

with $A$ some non-empty collection. Most of the time we have finitely many domains, functions, relations and constants and we exhibit the structures without indexings, as in the examples.

One can think of many natural structures that come up in mathematics, particularly in algebra-groups, rings, fields, etc.

With each structure

$$
\mathfrak{A}=\left(\left\{A_{i}\right\}_{i \in I},\left\{f_{j}\right\}_{j \in J},\left\{R_{k}\right\}_{k \in K},\left\{c_{l}\right\}_{l \in L}\right)
$$

we now associate a formal language $\mathcal{L}^{\mathfrak{A}}$, the first order or elementary language of $\mathfrak{A}$. Like a natural language, $\mathcal{L}^{\mathfrak{A}}$ will have an alphabet (a set of symbols) and a grammar, a system of rules which determine which combinations of symbols in the alphabet are meaningful. There will be two kinds of meaningful expressions, terms (or nouns) which will name elements in the domains of $\mathfrak{A}$ and formulas which will express propositions about $\mathfrak{A}$.

One difference between $\mathcal{L}^{\mathfrak{A}}$ and natural languages is that the grammar of $\mathcal{L}^{\mathfrak{A}}$ will be very simple and completely precise; there will be no exceptions to its rules and no ambiguities with variant spellings, double meanings, etc.

It will be good to keep in mind while going through the formal details below, that every object of $\mathcal{L}^{\mathfrak{A}}$ has a natural translation into English-the symbols, the terms and the formulas. What we are doing is to isolate and make precise a small part of the natural language in which we can make reasonably complicated assertions about the structure $\mathfrak{A}$.

The alphabet of $\mathcal{L}^{\mathfrak{A}}$ consists of the following (distinct) symbols.
Variables: We have an infinite sequence of variables

$$
\boldsymbol{v}_{0}^{i}, \boldsymbol{v}_{1}^{i}, \boldsymbol{v}_{2}^{i}, \ldots
$$

for each domain $A_{i}$.
We will use the variables $\boldsymbol{v}_{j}^{i}$ to name unspecified objects of $A_{i}$. For example, in the case of arithmetic $A^{1}$ we have variables $\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \ldots$ over $\omega$ and in the case of second order arithmetic $\mathrm{A}^{2}$ we have variables $\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \ldots$ over $\omega$ and $\boldsymbol{\alpha}_{0}, \boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \ldots$ over $\mathcal{N}$.

Function symbols: a relation symbol $\boldsymbol{f}_{j}$ for each $j \in J$.
Relation symbols: a constant symbol $\boldsymbol{R}_{k}$ for each $k \in K$.
Constant symbols: a function symbol $\boldsymbol{c}_{l}$ for each $l \in L$.
Logical symbols: the usual symbols of logic $\neg, \&, \exists$, to be read "not", "and", "there exists".

Identity: the symbol
for equality.
Punctuation marks: the parentheses
and the comma

Before we go on to define the grammar of $\mathcal{L}^{\mathfrak{A}}$, we can get an idea of its expressive power by glancing at its alphabet. We can refer to the functions, relations and constants of $\mathfrak{A}$, we can assert that two objects in some domain $A_{i}$ are equal, we can say "and" and "not" or "it is not the case." More significantly, using the variables we can say "there exists an object in $A_{i}$ such that ... " but we cannot say "there exists a subset of $A_{i}$ such that $\ldots$ ", because we have no variables over subsets of the basic domains. This is why $\mathcal{L}^{\mathfrak{A}}$ is called a first order language.

Here are the precise rules of the grammar of $\mathcal{L}^{\mathfrak{A}}$.
Terms. For each domain $A_{i}$ there are terms of type $A_{i}$ which will name objects of $A_{i}$. We define all these simultaneously by the following recursion.
(1) For each $A_{i}$, every variable $v_{j}^{i}$ over $A_{i}$ is a term of type $A_{i}$.
(2) If the distinguished constant $c_{l}$ belongs to $A_{i}$, then the constant symbol $\boldsymbol{c}_{l}$ is a term of type $A_{i}$.
(3) If $f_{j}: A_{i_{1}} \times \cdots \times A_{i_{m}} \rightarrow A_{n}$ is one of the functions in $\mathfrak{A}$ with corresponding function symbol $\boldsymbol{f}_{j}$ and if $\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}$ are terms of types $A_{i_{1}}, \ldots, A_{i_{m}}$ respectively, then the finite sequence

$$
\boldsymbol{f}_{j}\left(\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}\right)
$$

is a term of type $A_{n}$. By $\boldsymbol{f}_{j}\left(\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}\right)$ we mean the finite sequence obtained by stringing along $f_{j}$, then (, then the sequence $\boldsymbol{t}_{1}$, then the comma ,, then the sequence $\boldsymbol{t}_{2}$, etc.

These clauses determine by recursion on the length of a given finite sequence of symbols $\boldsymbol{t}$ whether or not $\boldsymbol{t}$ is of type $A_{i}$. It is easy to prove by induction on the length of a given term $\boldsymbol{t}$ that $\boldsymbol{t}$ is a variable or a constant symbol or else $\boldsymbol{t}$ is $\boldsymbol{f}_{j}\left(\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}\right)$ with uniquely determined $\boldsymbol{f}_{j}, \boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{\boldsymbol{m}}$. Thus we can define a function $F$ on terms by specifying outright the values $F(\boldsymbol{t})$ for prime $\boldsymbol{t}$ (those given by clauses (1) and (2) above) and then giving instructions for computing $F$ at $\boldsymbol{f}_{j}\left(\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}\right)$ in terms of the value of $F$ at $\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}$. This process of definition by recursion on the length of terms is very useful.

In the case of $V=(V, \in)$ where we have no functions and no distinguished constants, the only terms are the variables.

Formulas. These too are finite sequences of symbols defined recursively by the following clauses.
(1) If $R_{k} \subseteq A_{i_{1}} \times \cdots \times A_{i_{m}}$ is a relation on $\mathfrak{A}$ with corresponding relation symbol $\boldsymbol{R}_{k}$ and if $\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}$ are terms of types $A_{i_{1}}, \ldots, A_{i_{m}}$ respectively, then the finite sequence

$$
\boldsymbol{R}_{k}\left(\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}\right)
$$

is a formula.
(2) If $\boldsymbol{t}$ and $\boldsymbol{s}$ are terms of the same type, then

$$
t=\boldsymbol{s}
$$

is a formula.
(3) If $\varphi$ is a formula, then $\neg(\varphi)$ is also a formula.
(4) If $\varphi$ and $\psi$ are formulas, then $(\varphi) \&(\psi)$ is also a formula.
(5) If $\varphi$ is a formula, then for each variable $\boldsymbol{v}_{j}^{i},\left(\exists \boldsymbol{v}_{j}^{i}\right)(\varphi)$ is also a formula.

Again, one can show by induction on the length of a given formula $\chi$, that $\chi$ is of exactly one of the forms

$$
\boldsymbol{R}_{k}\left(\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}\right), \quad \boldsymbol{t}=\boldsymbol{s}, \quad \neg(\varphi), \quad(\varphi) \&(\psi), \quad\left(\exists \boldsymbol{v}_{j}^{i}\right)(\varphi)
$$

with uniquely determined $\boldsymbol{R}_{k}, \boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}, \boldsymbol{t}, \boldsymbol{s}, \varphi, \psi, \boldsymbol{v}_{j}^{i}$, see 8A.2. This justifies definition by recursion on the length of formulas, where we define $F(\chi)$ by specifying the values outright for $\chi$ prime (given by clauses (1) or (2) above) and then defining $F$ at $\neg(\varphi)$, $(\varphi) \&(\psi),\left(\exists \boldsymbol{v}_{j}^{i}\right)(\varphi)$ in terms of the values of $F$ at $\varphi$ and $\psi$.
The natural interpretation of the terms and formulas of $\mathcal{L}^{\mathfrak{A}}$ in $\mathfrak{A}$ is completely obvious from the way in which we read the formal symbols. Notice that some formulas express propositions which are outright true or false, e.g., $\left(\exists \boldsymbol{v}_{0}^{i}\right)\left(\boldsymbol{v}_{0}^{i}=\boldsymbol{v}_{0}^{i}\right)$ asserts the existence of some object in $A_{i}$ which is equal to itself which is obviously true, since we are assuming $A_{i} \neq \emptyset$. Other formulas impose conditions on unspecified members in the domains of $\mathfrak{A}$ named by the variables, e.g., $\boldsymbol{R}_{k}\left(\boldsymbol{v}_{0}^{i}\right)$ is true just in case the relation $R_{k}$ holds at the object of $A_{i}$ we are (for the moment) calling $\boldsymbol{v}_{0}^{i}$. Similarly, some terms name specific objects, e.g., $\boldsymbol{f}_{j}\left(\boldsymbol{c}_{l}, \boldsymbol{c}_{l^{\prime}}\right)$ names $f_{j}\left(c_{l}, c_{l^{\prime}}\right)$, while the value of others (like $\boldsymbol{f}_{j}\left(\boldsymbol{v}_{0}^{i}, \boldsymbol{c}_{l}\right)$ depends on our interpretation of the variables.

An assignment of values to the variables is a function

$$
\bar{x}=\left\{x_{j}^{i}: i \in I, j=0,1,2, \ldots\right\}
$$

which assigns to each domain $A_{i}$ and each variable $\boldsymbol{v}_{j}^{i}$ over $A_{i}$ a member $x_{j}^{i}$ of $A_{i}$. With each assignment $\bar{x}$ and each term $\boldsymbol{t}$ we associate the value $\boldsymbol{t}^{\boldsymbol{t}}[\bar{x}]=\boldsymbol{t}[\bar{x}]$ of $\boldsymbol{t}$ at $\bar{x}$ by the obvious recursion

$$
\begin{align*}
\boldsymbol{v}_{j}^{i}[\bar{x}] & =x_{j}^{i},  \tag{1}\\
\boldsymbol{c}_{l}[\bar{x}] & =c_{l},  \tag{2}\\
\boldsymbol{f}_{j}\left(\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}\right)[\bar{x}] & =f_{j}\left(\boldsymbol{t}_{1}[\bar{x}], \ldots, \boldsymbol{t}_{m}[\bar{x}]\right) . \tag{3}
\end{align*}
$$

Clearly, $\boldsymbol{t}[\bar{x}] \in A_{i}$, if $\boldsymbol{t}$ is a term of type $A_{i}$.
If $\bar{x}=\left\{x_{j}^{i}: i \in I, j \in \omega\right\}$ is an assignment and $\chi$ is a formula of $\mathcal{L}^{\mathfrak{A}}$, let us say

$$
\bar{x} \text { satisfies } \chi \text { in } \mathfrak{A}
$$

and write

$$
\mathfrak{A}, \bar{x} \models \chi
$$

if $\chi$ is true when we interpret each $\boldsymbol{v}_{j}^{i}$ by $x_{j}^{i}$. This relation of satisfaction between structures, assignments and formulas has the following properties:

$$
\begin{align*}
\mathfrak{A}, \bar{x} \models \boldsymbol{R}_{k}\left(\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}\right) & \Longleftrightarrow R_{k}\left(\boldsymbol{t}_{1}[\bar{x}], \ldots, \boldsymbol{t}_{m}[\bar{x}]\right),  \tag{1}\\
\mathfrak{A}, \bar{x} \models \boldsymbol{t}=\boldsymbol{s} & \Longleftrightarrow \boldsymbol{t}[\bar{x}]=s[\bar{x}],  \tag{2}\\
\mathfrak{A}, \bar{x} \models \neg(\varphi) & \Longleftrightarrow \text { it is not the case that } \mathfrak{A}, \bar{x} \models \varphi,  \tag{3}\\
\mathfrak{A}, \bar{x} \models(\varphi) \&(\psi) & \Longleftrightarrow \mathfrak{A}, \bar{x} \models \varphi \text { and } \mathfrak{A}, \bar{x} \models \psi,  \tag{4}\\
\mathfrak{A}, \bar{x} \models\left(\exists \boldsymbol{v}_{j}^{i}\right)(\varphi) \Longleftrightarrow & \text { there exists some assignment }  \tag{5}\\
& \bar{y}=\left\{y_{n}^{k}: k \in I, n \in \omega\right\} \text { such that } \\
& \mathfrak{A}, \bar{y} \models \varphi \text { and if } k \neq i \text { or } n \neq j, \text { then } \\
& y_{n}^{k}=x_{n}^{k} .
\end{align*}
$$

These equivalences (the Tarski conditions) codify the natural translation of the formal language $\mathcal{L}^{\mathfrak{A}}$ into English-only (5) needs a bit of reflection to verify this. Alternatively, we may construe (1)-(5) as a precise definition of satisfaction by recursion on the length of formulas which does not appeal directly to the meaning of the formulas of $\mathcal{L}^{\mathfrak{2}}$.

The truth or falsity of $\left(\exists \boldsymbol{v}_{1}^{0}\right) \boldsymbol{R}_{k}\left(\boldsymbol{v}_{1}^{0}\right)$ does not depend on our interpretation of the variable $\boldsymbol{v}_{1}^{0}$-it is true or false accordingly as there exists or not some $x_{1}^{0}$ in $A_{0}$ such that $R_{k}\left(x_{1}^{0}\right)$ holds. On the other hand, whether $\bar{x}$ satisfies $\boldsymbol{R}_{k}\left(\boldsymbol{v}_{1}^{0}\right)$ depends on what $x_{1}^{0}$ is. To make this important distinction precise, we associate with each term $\boldsymbol{t}$ and each formula $\chi$ the set $\mathrm{FV}(\boldsymbol{t})$ or $\mathrm{FV}(\chi)$ of free variables of $\boldsymbol{t}$ or $\chi$ by the following recursion:

$$
\begin{align*}
& \mathrm{FV}\left(\boldsymbol{v}_{j}^{i}\right)=\left\{\boldsymbol{v}_{j}^{i}\right\},  \tag{1}\\
& \mathrm{FV}\left(\boldsymbol{c}_{\boldsymbol{l}}\right)=\emptyset,  \tag{2}\\
& \mathrm{FV}\left(\boldsymbol{f}_{j}\left(\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}\right)\right)=\mathrm{FV}\left(\boldsymbol{t}_{1}\right) \cup \cdots \cup \mathrm{FV}\left(\boldsymbol{t}_{m}\right),  \tag{3}\\
& \mathrm{FV}\left(\boldsymbol{R}_{k}\left(\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}\right)\right)=\mathrm{FV}\left(\boldsymbol{t}_{1}\right) \cup \cdots \cup \operatorname{FV}\left(\boldsymbol{t}_{m}\right),  \tag{1}\\
& \operatorname{FV}(\boldsymbol{t}=\boldsymbol{s})=\operatorname{FV}(\boldsymbol{t}) \cup \mathrm{FV}(\boldsymbol{s}),  \tag{2}\\
& \operatorname{FV}(\neg(\varphi))=\operatorname{FV}(\varphi),  \tag{3}\\
& \operatorname{FV}((\varphi) \&(\psi))=\operatorname{FV}(\varphi) \cup \mathrm{FV}(\psi),  \tag{4}\\
& \operatorname{FV}\left(\left(\exists \boldsymbol{v}_{j}^{i}\right)(\varphi)\right)=\operatorname{FV}(\varphi) \backslash\left\{\boldsymbol{v}_{j}^{i}\right\} . \tag{5}
\end{align*}
$$

Clearly, $\mathrm{FV}(\boldsymbol{t}), \mathrm{FV}(\chi)$ is a finite set of variables for each $\boldsymbol{t}$ and each $\chi$.

It is clear that the free variables of a term $\boldsymbol{t}$ (the members of $\mathrm{FV}(\boldsymbol{t})$ ) are exactly all the variables which actually occur in $\boldsymbol{t}$. On the other hand, a variable $\boldsymbol{v}_{j}^{i}$ is free in some formula $\chi$ only if $\boldsymbol{v}_{j}^{i}$ occurs someplace in $\chi$ not within the scope of a quantifier $\exists \boldsymbol{v}_{j}^{i}$, because of the last clause in the definition of $\mathrm{FV}(\chi)$.

It is also clear that to compute the values $\boldsymbol{t}[\bar{x}]$ we need only know $x_{j}^{i}$ for $i, j$ such that $\boldsymbol{v}_{j}^{i}$ is free in $\boldsymbol{t}$. Similarly, whether $\mathfrak{A}, \bar{x} \models \chi$ holds or not depends only on the values $x_{j}^{i}$ for $v_{j}^{i}$ free in $\chi$. This is made precise in the following proposition which can be proved by a simple induction on the length of terms and formulas (see 8A.2): if $\bar{x}=\left\{x_{j}^{i}: i \in I, j \in \omega\right\}, \bar{y}=\left\{y_{j}^{i}: i \in I, j \in \omega\right\}$ are assignments in $\mathfrak{A}$ and $x_{j}^{i}=y_{j}^{i}$ whenever $v_{j}^{i}$ is free in a formula $\chi$, then

$$
\mathfrak{A}, \bar{x} \models \chi \Longleftrightarrow \mathfrak{A}, \bar{y} \models \chi .
$$

Formulas with no free variables are called sentences. These are obviously satisfied by some assignment if and only if they are satisfied by all assignments, so if $\varphi$ is a sentence, we put

$$
\begin{aligned}
\mathfrak{A} \models \varphi & \Longleftrightarrow \text { for some } \bar{x}, \mathfrak{A}, \bar{x} \models \varphi \\
& \Longleftrightarrow \text { for all } \bar{x}, \mathfrak{A}, \bar{x} \models \varphi .
\end{aligned}
$$

We say that $\varphi$ is true in $\mathfrak{A}$, if $\mathfrak{A} \models \varphi$, otherwise $\varphi$ is false in $\mathfrak{A}$.
We did not include in the vocabulary of $\mathcal{L}^{\mathfrak{A}}$ a special symbol $\forall$ to express "for all." However, in the intended interpretation of the symbols, if $\varphi$ is a formula, then clearly

$$
\left(\forall \boldsymbol{v}_{j}^{i}\right)(\varphi) \Longleftrightarrow \neg\left(\left(\exists \boldsymbol{v}_{j}^{i}\right)(\neg(\varphi))\right) .
$$

We will consider the expression $\left(\forall \boldsymbol{v}_{j}^{i}\right)(\varphi)$ (which is not a formula, strictly speaking) as an abbreviation of the formula $\neg\left(\left(\exists \boldsymbol{v}_{j}^{i}\right)(\neg(\varphi))\right)$. Here are three additional very useful abbreviations:

$$
\begin{array}{rlrl}
(\varphi) \vee(\psi) & \Longleftrightarrow \neg((\neg(\varphi)) \&(\neg(\psi))) & & (\operatorname{read} \varphi \text { or } \psi), \\
(\varphi) \rightarrow(\psi) & \Longleftrightarrow(\neg(\varphi)) \vee(\psi) & & (\operatorname{read} \varphi \text { implies } \psi), \\
(\varphi) \leftrightarrow(\psi) & \Longleftrightarrow(\varphi) \rightarrow(\psi) \&(\psi) \rightarrow(\varphi) & (\operatorname{read} \varphi \text { if and only if } \psi) .
\end{array}
$$

In addition to using these simple abbreviations we will also be very sloppy in spelling correctly the formulas of $\mathcal{L}^{\mathfrak{A}}$. We will freely omit parentheses when it is obvious where they should be inserted, we will use brackets [, ] or $\{$,$\} instead of parentheses when$ they improve readability and we will use variables $\boldsymbol{k}, \boldsymbol{n}, \boldsymbol{m}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}, \boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma}, \ldots$ etc. instead of the doubly subscripted formula $\boldsymbol{v}_{j}^{i}$ to bring the formal language closer to our informal mathematical notation. If certain functions or relations have customary notations in some familiar structures, we will use these rather than formal functions and relation symbols. For example, in the case of second order arithmetic we will write

$$
\boldsymbol{\alpha}(\boldsymbol{n}) \quad \text { instead of } \operatorname{ap}\left(\boldsymbol{v}_{0}^{1}, \boldsymbol{v}_{0}^{0}\right),
$$

in the case of analysis we will write

$$
\boldsymbol{x}+\boldsymbol{y} \leq \boldsymbol{z} \quad \text { instead of something like } \leq\left(+\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}\right), \boldsymbol{v}_{2}\right),
$$

and in the case of set theory we will certainly write

$$
\boldsymbol{x} \in \boldsymbol{y} \quad \text { instead of } \in\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}\right) .
$$

In fact, only rarely will we put down a correct formula of a formal language $\mathcal{L}^{\mathfrak{h}}$. The usual practice will be to write fairly simple expressions in "symbolized English" which can be translated into correct formulas of $\mathcal{L}^{\mathfrak{L}}$ (in principle at least) by any competent student. To give one more example of this, the expression

$$
(\exists x)(\forall y)[y \notin x]
$$

clearly asserts the existence of the empty set in the language of set theory. It is a misspelling of the horrendous

$$
\left(\exists \boldsymbol{v}_{1}^{0}\right)\left(\neg\left(\left(\exists \boldsymbol{v}_{2}^{0}\right)\left(\neg\left(\neg\left(\in\left(\boldsymbol{v}_{2}^{0}, \boldsymbol{v}_{1}^{0}\right)\right)\right)\right)\right)\right) .
$$

In the exercises of this section we will outline the proofs of a few useful results from model theory, the study of structures and their languages. Particularly significant (for us) are the Skolem-Löwenheim Theorem, 8A.4, and the computation of the satisfaction relation for countable structures, 8A.6.

## Exercises

8A.1. Prove that every formula $\chi$ in the language $\mathcal{L}^{\mathfrak{A}}$ of a structure

$$
\mathfrak{A}=\left(\left\{A_{i}\right\}_{i \in I},\left\{f_{j}\right\}_{j \in J},\left\{R_{k}\right\}_{k \in K},\left\{c_{l}\right\}_{l \in L}\right)
$$

is of exactly one of the forms

$$
\boldsymbol{R}_{k}\left(\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}\right), \quad \boldsymbol{t}=\boldsymbol{s}, \quad \neg(\varphi), \quad(\varphi) \&(\psi), \quad\left(\exists \boldsymbol{v}_{j}^{i}\right)(\varphi)
$$

with uniquely determined $\boldsymbol{R}_{k}, \boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{m}, \boldsymbol{t}, \boldsymbol{s}, \varphi, \psi, \boldsymbol{v}_{j}^{i}$.
Hint. Use induction on the length of $\chi$. Show first that the number of left parentheses (in a formula $\chi$ is equal to the number of right parentheses) in $\chi$ and that if $\sigma$ is an initial segment of $\chi$ (thought of as a sequence of symbols), then the number of left parentheses in $\sigma$ is greater than or equal to the number of right parentheses in $\sigma . \dashv$

8A.2. Prove that if

$$
\bar{x}=\left\{x_{j}^{i}: i \in I, j=0,1, \ldots\right\}, \bar{y}=\left\{y_{j}^{i}: i \in I, j=0,1, \ldots\right\}
$$

are assignments in a structure $\mathfrak{A}$ and $x_{j}^{i}=y_{j}^{i}$ for each $i, j$ such that $\boldsymbol{v}_{j}^{i}$ is free in a formula $\chi$, then

$$
\mathfrak{A}, \bar{x} \models \chi \Longleftrightarrow \mathfrak{A}, \bar{y} \models \chi .
$$

Hint. Show first by induction on the length of terms that if $x_{j}^{i}=y_{j}^{i}$ for each $i, j$ such that $\boldsymbol{v}_{j}^{i}$ is free in $\boldsymbol{t}$, then $\boldsymbol{t}[\bar{x}]=\boldsymbol{t}[\bar{y}]$, then use induction on the length of $\chi$.

After these preliminary trivial facts, we turn to some simple but important modeltheoretic results. To simplify matters, let us restrict ourselves to structures with one domain, finitely many relations and no functions or distinguished elements,

$$
\mathfrak{A}=\left(A, R_{1}, \ldots, R_{K}\right) .
$$

The characteristic or similarity type of such a structure is the sequence code which describes the number and arity of the relations $R_{1}, \ldots, R_{K}$,

$$
u=\operatorname{ch}(\mathfrak{A})=\left\langle n_{1}, \ldots, n_{K}\right\rangle,
$$

where for $i=1, \ldots, K, R_{i} \subseteq A^{n_{i}}$. For example, the characteristic of the structure $\mathrm{V}=(V, \epsilon)$ of set theory is given by

$$
\operatorname{ch}(\mathrm{V})=\langle 2\rangle=2^{2+1}=8
$$

It is clear that the language $\mathcal{L}^{\mathfrak{A}}$ of a structure $\mathfrak{A}=\left(A, R_{1}, \ldots, R_{K}\right)$ is completely determined by the characteristic $u=\operatorname{ch}(\mathfrak{A})$, since all we need to define $\mathcal{L}^{\mathfrak{A}}$ is to choose an $n_{i}$-ary relation symbol $\boldsymbol{R}_{i}$ for $i=1, \ldots, K$. Fix once and for all a language $\mathcal{L}^{u}$ for each characteristic $u$; now the formulas of $\mathcal{L}^{u}$ can be interpreted in every structure of characteristic $u$.

Consider first the very simple notion of isomorphic structures. Suppose that $\mathfrak{A}=$ $\left(A, R_{1}, \ldots, R_{K}\right), \mathfrak{B}=\left(B, P_{1}, \ldots, P_{K}\right)$ have the same characteristic $u=\left\langle n_{1}, \ldots, n_{K}\right\rangle$. An isomorphism of $\mathfrak{A}$ with $\mathfrak{B}$ is any bijection

$$
\pi: A \multimap B
$$

such that for all $x_{1}, \ldots, x_{n_{i}} \in A(i=1, \ldots, K)$,

$$
R_{i}\left(x_{1}, \ldots, x_{n_{i}}\right) \Longleftrightarrow P_{i}\left(\pi\left(x_{1}\right), \ldots, \pi\left(x_{n_{i}}\right)\right) .
$$

8A.3. Suppose $\pi: A \rightarrow B$ is an isomorphism of $\mathfrak{A}=\left(A, R_{1}, \ldots, R_{K}\right)$ with $\mathfrak{B}=\left(B, P_{1}, \ldots, P_{K}\right)$, both structures of the same characteristic $u$. Prove that for every formula $\varphi$ of the common language $\mathcal{L}^{u}$ and every assignment $\bar{x}=\left\{x_{j}: j=0,1, \ldots\right\}$ into $A$,

$$
\mathfrak{A}, x_{0}, x_{1}, x_{2}, \ldots \models \varphi \Longleftrightarrow \mathfrak{B}, \pi\left(x_{0}\right), \pi\left(x_{1}\right), \pi\left(x_{2}\right), \ldots \models \varphi .
$$

Infer that $\mathfrak{A}$ and $\mathfrak{B}$ satisfy the same sentences of $\mathcal{L}^{u}$.
Hint. Use induction on the length of formulas.
Structures of the same characteristic $u$ which satisfy the same sentences of $\mathcal{L}^{u}$ are called elementarily equivalent; thus 8A. 3 asserts (in part) that isomorphic structures are elementarily equivalent.

Suppose again that $\mathfrak{A}=\left(A, R_{1}, \ldots, R_{K}\right)$ and $\mathfrak{B}=\left(B, P_{1}, \ldots, P_{K}\right)$ are structures of the same characteristic. We say that $\mathfrak{A}$ is a substructure of $\mathfrak{B}$ and write

$$
\mathfrak{A} \subseteq \mathfrak{B}
$$

if $A \subseteq B$ and every $R_{i}$ is the restriction of the corresponding $P_{i}$ to $A$, i.e.,

$$
x_{1}, \ldots, x_{n_{i}} \in A \Longrightarrow\left[R_{i}\left(x_{1}, \ldots, x_{n_{i}}\right) \Longleftrightarrow P_{i}\left(x_{1}, \ldots, x_{n_{i}}\right)\right] .
$$

We say that $\mathfrak{A}$ is an elementary substructure of $\mathfrak{B}$ and write

$$
\mathfrak{A} \preceq \mathfrak{B}
$$

if $A \subseteq B$ and for every formula $\varphi$ of the common language $\mathcal{L}^{u}$ and every assignment $\bar{x}=\left\{x_{j}: j=0,1, \ldots\right\}$ into $A$,

$$
\mathfrak{A}, \bar{x} \models \varphi \Longleftrightarrow \mathfrak{B}, \bar{x} \models \varphi .
$$

It is immediate that if $\mathfrak{A} \preceq \mathfrak{B}$, then $\mathfrak{A}$ and $\mathfrak{B}$ are elementarily equivalent.
8A. 4 (The Skolem-Löwenheim Theorem). Suppose $\mathfrak{B}=\left(B, P_{1}, \ldots, P_{K}\right)$ is a structure of characteristic $u=\left\langle n_{1}, \ldots, n_{K}\right\rangle$ whose universe $B$ is an infinite set which admits a wellordering, and let $A \subseteq B$ be any subset of $B$. Prove that there exists an elementary substructure of $\mathfrak{B}$

$$
\mathfrak{A}^{*}=\left(A^{*}, R_{1}, \ldots, R_{K}\right) \preceq \mathfrak{B}
$$

where $A \subseteq A^{*}$ and

$$
\operatorname{card}\left(A^{*}\right)=\operatorname{card}(A)+\aleph_{0} ;
$$

in particular, if $A$ is infinite, then $\operatorname{card}\left(A^{*}\right)=\operatorname{card}(A)$. Infer that every infinite, wellorderable structure has a countable elementary substructure.

Hint. Suppose $\mathfrak{C}=\left(C, R_{1}, \ldots, R_{K}\right) \subseteq \mathfrak{B}$ is a substructure of $\mathfrak{B}$ and $\varphi$ is a formula of $\mathcal{L}^{u}$. We say that $\varphi$ is absolute for $\mathfrak{C}$ if for every assignment $\bar{x}=\left\{x_{j}: j=0,1, \ldots\right\}$ into $C$,

$$
\mathfrak{C}, \bar{x} \models \varphi \Longleftrightarrow \mathfrak{B}, \bar{x} \models \varphi .
$$

Thus $\mathfrak{C}$ is an elementary substructure of $\mathfrak{B}$ if every formula of $\mathcal{L}^{u}$ is absolute for $\mathfrak{C}$.
The key notion of the proof is that of a Skolem set (of functions) for a formula. If $\mathcal{S}$ is a set of functions on $B$ to $B$ (of any number of variables) and $\mathfrak{C}=\left(C, R_{1}, \ldots, R_{K}\right)$ is a substructure of $\mathfrak{B}$, we say that $\mathfrak{C}$ is closed under $\mathcal{S}$ if for every $n$-ary $f: B^{n} \rightarrow B$ in $\mathcal{S}$,

$$
x_{1}, \ldots, x_{n} \in C \Longrightarrow f\left(x_{1}, \ldots, x_{n}\right) \in C
$$

A set of functions $\mathcal{S}$ is a Skolem set for a formula $\varphi$ if $\varphi$ is absolute for every substructure of $\mathfrak{B}$ which is closed under $\mathcal{S}$.

Show by induction on the length of formulas that every formula $\chi$ has a finite Skolem $\operatorname{set} \mathcal{S}(\chi)$. This is the heart of the proof. The most interesting case is when $\chi$ is $\left(\exists \boldsymbol{v}_{j}\right)(\varphi)$, where (say) the free variables of $\varphi$ are among $\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{m}$ and (for simplicity) assume that $j=m$. Here we can take

$$
\mathcal{S}(\chi)=\mathcal{S}(\varphi) \cup\{f\}
$$

where $f: B^{m} \rightarrow B$ has the property that for all $x_{0}, \ldots, x_{m-1} \in B$,
there exists some $x_{m}$ such that $\mathfrak{B}, x_{0}, \ldots, x_{m-1}, x_{m} \models \varphi$

$$
\Longrightarrow \mathfrak{B}, x_{0}, \ldots, x_{m-1}, f\left(x_{0}, \ldots, x_{m-1}\right) \models \varphi
$$

where we have put down only the part of an assignment which is relevant to the satisfaction of $\varphi$. (We need a wellordering of $B$ or the Axiom of Choice, to define $f$.)

Since there are only countably many formulas, the union

$$
\mathcal{S}=\bigcup_{\varphi} \mathcal{S}(\varphi)
$$

is a countable set and it is obviously a Skolem set for every formula of $\mathcal{L}^{u}$. Use a simple set-theoretic argument to construct some $A^{*} \subseteq B$ such that $A \subseteq A^{*}, A^{*}$ is closed under $\mathcal{S}$ and $\operatorname{card}\left(A^{*}\right)=\operatorname{card}(A)+\aleph_{0}$. The required structure is $\mathfrak{A}^{*}=\left(A^{*}, R_{1}, \ldots, R_{K}\right)$, where each $R_{i}$ is the restriction of $P_{i}$ to $A^{*}$.

The Skolem-Löwenheim Theorem tells us in particular that there are many interesting countable structures.

In the remaining exercises of this section we will compute the complexity of the satisfaction relation on countable structures, coded by irrationals.

For each characteristic $u=\left\langle n_{1}, \ldots, n_{k}\right\rangle$ and each irrational $\alpha$, define the structure

$$
\mathfrak{A}(u, \alpha)=\left(A, R_{1}, \ldots, R_{K}\right)
$$

by

$$
\begin{gathered}
A=\left\{n \in \omega:(\alpha)_{0}(n)=1\right\}, \\
R_{i}\left(x_{1}, \ldots, x_{n_{i}}\right) \stackrel{x_{1}}{ }, \ldots, x_{n_{i}} \in A \&(\alpha)_{i}\left(\left\langle x_{1}, \ldots, x_{n_{i}}\right\rangle\right)=1 .
\end{gathered}
$$

Of course, in order for $\alpha$ to code a structure, the set $A$ must be non-empty, i.e., $(\exists n)\left[(\alpha)_{0}(n)=1\right]$.

We assign a code $[\chi]^{u} \in \omega$ to each formula of $\mathcal{L}^{u}$ by the following recursion on the length of formulas

$$
\begin{aligned}
& {\left[\boldsymbol{R}_{i}\left(\boldsymbol{v}_{j_{1}}, \ldots, \boldsymbol{v}_{j_{n_{i}}}\right)\right]^{u}=\left\langle 0, i, j_{1}, \ldots, j_{n_{i}}\right\rangle, \quad(1 \leq i \leq K)} \\
& {\left[\boldsymbol{v}_{j_{1}}=\boldsymbol{v}_{j_{2}}\right]^{u}=\left\langle 0,0, j_{1}, j_{2}\right\rangle,} \\
& {[\neg(\varphi)]^{u}=\left\langle 1,[\varphi]^{u}\right\rangle,} \\
& {[(\varphi) \&(\psi)]^{u}=\left\langle 2,[\varphi]^{u},[\psi]^{u}\right\rangle,} \\
& {\left[\left(\exists \boldsymbol{v}_{j}\right)(\varphi)\right]^{u}=\left\langle 3, j,[\varphi]^{u}\right\rangle .}
\end{aligned}
$$

If $m$ is the code of a formula $\chi$, i.e., $[\chi]^{u}=m$, we put

$$
\chi=\chi_{m} .
$$

The next exercise is routine by the methods of Chapter 3.
8A.5. Prove that the following relations on $\omega$ are semirecursive:

$$
\begin{aligned}
& \operatorname{Char}(u) \Longleftrightarrow u \text { is the characteristic of some structure } \\
& \mathfrak{A}=\left(A, R_{1}, \ldots, R_{K}\right), \\
& \operatorname{Str}(u, \alpha) \Longleftrightarrow \operatorname{Char}(u) \&[\alpha \text { codes a structure of characteristic } u] \\
& \Longleftrightarrow \operatorname{Char}(u) \&(\exists n)\left[(\alpha)_{0}(n)=1\right], \\
& \operatorname{Fmla}(u, m) \Longleftrightarrow \operatorname{Char}(u) \&\left[m=[\chi]^{u} \text { for some formula } \chi \text { of } \mathcal{L}^{u}\right], \\
& \operatorname{Free}(u, m, j) \Longleftrightarrow \operatorname{Fmla}(u, m) \&\left[v_{j} \text { is free in } \chi_{m}\right], \\
& \operatorname{Assgn}(u, \alpha, m, x) \Longleftrightarrow \operatorname{Str}(u, \alpha) \& \operatorname{Fmla}(u, m) \\
& \&(\forall j)\left[\operatorname{Free}(u, m, j) \Longrightarrow(\alpha)_{0}\left((x)_{j}\right)=1\right]
\end{aligned}
$$

The last assertion holds if the mapping $j \mapsto(x)_{j}$ is an assignment to the domain of the structure $\mathfrak{A}(u, \alpha)$, at least as far as the free variables of $\chi_{m}$ are concerned.

Put

$$
\operatorname{Sat}(u, \alpha, m, x) \Longleftrightarrow \operatorname{Assgn}(u, \alpha, m, x) \& \mathfrak{A}(u, \alpha), \bar{x} \models \chi_{m},
$$

where $\bar{x}=\left\{(x)_{j}: j=0,1, \ldots\right\}$. This is the coding of the satisfaction relation. We will have many occasions to use the basic computational estimate in the next exercise.
8A.6. Prove that the relation Sat is $\Delta_{1}^{1}$.
Hint. Put

$$
P(u, \alpha, \beta) \Longleftrightarrow(\forall m)(\forall x)[\operatorname{Sat}(u, \alpha, m, x) \Longleftrightarrow \beta(\langle m, x\rangle)=1]
$$

and notice that

$$
\begin{aligned}
\operatorname{Sat}(u, \alpha, m, x) & \Longleftrightarrow \operatorname{Assgn}(u, \alpha, m, x) \&(\exists \beta)[P(u, \alpha, \beta) \& \beta(\langle m, x\rangle)=1] \\
& \Longleftrightarrow \operatorname{Assgn}(u, \alpha, m, x) \&(\forall \beta)[P(u, \alpha, \beta) \Longrightarrow \beta(\langle m, x\rangle)=1]
\end{aligned}
$$

so that it suffices to prove that $P$ is arithmetical. This is easy to verify using 8 A .5 , the recursive definition of the codings above and the satisfaction relation: in order to have $P(u, \alpha, \beta), \beta(\langle m, x\rangle)$ must give the correct value when $m$ codes a prime formula and for more complicated formulas the correct value of $\beta(\langle m, x\rangle)$ can be computed in terms of $\beta(\langle s, y\rangle)$ for codes $s$ of shorter formulas.

It is clear that the results in 8A.4-8A. 6 can be extended easily to structures of the form

$$
\mathfrak{A}=\left(A_{1}, \ldots, A_{I}, f_{1}, \ldots, f_{J}, R_{1}, \ldots, R_{K}, C_{1}, \ldots, C_{L}\right)
$$

with finitely many domains, functions, relations and constants. The computations are a bit messier.

## 8B. Elementary definability

Let us introduce a very useful notational convention: if the free variable of a formula are among $\boldsymbol{x}_{1}, \ldots, x_{n}$, we will use a symbol like

$$
\varphi\left(x_{1}, \ldots, x_{n}\right)
$$

to name that formula. For example, we might denote the formula

$$
\left(\boldsymbol{R}\left(\boldsymbol{v}_{0}^{i}\right)\right) \&\left(\left(\exists \boldsymbol{v}_{1}^{2}\right)\left(\boldsymbol{v}_{1}^{2}=\boldsymbol{v}_{0}^{i}\right)\right)
$$

by the symbols

$$
\varphi\left(\boldsymbol{v}_{0}^{i}\right) \quad \text { or } \quad \psi\left(\boldsymbol{v}_{0}^{i}, \boldsymbol{v}_{1}^{3}\right)
$$

or any $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ where $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$ are variables and one of them is $\boldsymbol{v}_{0}^{i}$, the only free variable of the formula above.

This is similar to the algebraic practice of referring to a polynomial $f(x, y, z)$ in three indeterminates over some ring, where $f(x, y, z)$ might be $x \cdot y$ or $x \cdot z+x$ or $x+y+z$.

As in algebra, the advantage of this convention is that it allows a very compact notation for the operation of evaluation. If $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ is a formula (whose free variables are among $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$ ) and $x_{1}, \ldots, x_{n}$ are members of the domain of $\mathfrak{A}$, with $x_{i}$ in $A_{i}$ whenever $\boldsymbol{x}_{i}$ is of type $A_{i}$, put

$$
\begin{aligned}
\mathfrak{A} \models \varphi\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow & \text { there is some assignment } \bar{x} \text { which assigns } x_{i} \text { to } \boldsymbol{x}_{i}, \\
& i=1, \ldots, n \text { and } \mathfrak{A}, \bar{x} \models \varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right) \\
\Longleftrightarrow & \text { for every assignment } \bar{x} \text { which assigns } x_{i} \text { to } \boldsymbol{x}_{i}, \\
& \mathfrak{A}, \bar{x} \models \varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right) .
\end{aligned}
$$

For example, if $R_{i}$ is one of the basic $n$-ary relations of a structure $\mathfrak{A}$ denoted by the formal symbol $\boldsymbol{R}_{i}$, then for $x_{1}, \ldots, x_{n}$ in the appropriate domains of $\mathfrak{A}$,

$$
R_{i}\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow \mathfrak{A} \models \boldsymbol{R}_{i}\left(x_{1}, \ldots, x_{n}\right) .
$$

Here we are applying the convention above to the formula $\boldsymbol{R}_{i}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$, where $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$ are any $n$ distinct variables of the proper types.

Similarly, if $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right), \psi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ are formulas of some language and we abbreviate their conjunction by $\chi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ in some context,

$$
\chi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right) \Longleftrightarrow \varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right) \& \psi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right),
$$

then for $x_{1}, \ldots, x_{n}$ in the appropriate domains of a structure $\mathfrak{A}$,

$$
\begin{aligned}
\mathfrak{A} \vDash \chi\left(x_{1}, \ldots, x_{n}\right) & \Longleftrightarrow \mathfrak{A} \models \varphi\left(x_{1}, \ldots, x_{n}\right) \& \psi\left(x_{1}, \ldots, x_{n}\right) \\
& \Longleftrightarrow \mathfrak{A} \models \varphi\left(x_{1}, \ldots, x_{n}\right) \text { and } \mathfrak{A} \models \psi\left(x_{1}, \ldots, x_{n}\right) .
\end{aligned}
$$

According to this convention, from now on we reserve the symbols $\varphi, \chi, \psi$ etc. for sentences, i.e., formulas without free variables.

We now come to the basic notion of first order or elementary definability in a language.

Let

$$
\mathfrak{A}=\left(\left\{A_{i}\right\}_{i \in I},\left\{f_{j}\right\}_{j \in J},\left\{R_{k}\right\}_{k \in K},\left\{c_{l}\right\}_{l \in L}\right)
$$

be a structure with associated language $\mathcal{L}^{\mathfrak{A}}$. A relation

$$
R \subseteq A_{i_{1}} \times \cdots \times A_{i_{n}}
$$

is first order definable or elementary in $\mathfrak{A}$ (or $\mathcal{L}^{\mathfrak{A}}$ ) if there is a formula $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ of $\mathcal{L}^{\mathfrak{2}}$ where each $\boldsymbol{x}_{j}$ is a variable of type $A_{i_{j}}$ and

$$
\begin{equation*}
R\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow \mathfrak{A} \vDash \varphi\left(x_{1}, \ldots, x_{n}\right) ; \tag{1}
\end{equation*}
$$

a subset

$$
B \subseteq A_{i}
$$

of one of the domains of $\mathfrak{A}$ is elementary, if there is a formula $\varphi(\boldsymbol{x})$ of $\mathcal{L}^{\mathfrak{A}}$, with just one free variable such that

$$
\begin{equation*}
x \in B \Longleftrightarrow \mathfrak{A} \models \varphi(x) ; \tag{2}
\end{equation*}
$$

a function

$$
F: A_{i_{1}} \times \cdots \times A_{i_{n}} \rightarrow A_{j}
$$

is elementary if for some $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{y}\right)$,

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{n}\right)=y \Longleftrightarrow \mathfrak{A} \models \varphi\left(x_{1}, \ldots, x_{n}, y\right) ; \tag{3}
\end{equation*}
$$

finally a member $a$ of some $A_{i}$ is elementary if for some $\varphi(\boldsymbol{x})$,

$$
\begin{equation*}
x=a \Longleftrightarrow \mathfrak{A} \models \varphi(x) \tag{4}
\end{equation*}
$$

We will say that a formula which satisfies (1), (2), (3) or (4) defines $R, B, F$ or $a$ respectively in the structure $\mathfrak{A}$.

Let us collect in a simple result the basic properties of these notions.
8B.1. Theorem. (i) The collection of elementary relations in a structure $\mathfrak{A}$ contains all the relations $R_{k}$ of $\mathfrak{A}$ and $=$ and is closed under $\neg, \&, \vee, \exists^{A_{i}}$ and $\forall^{A_{i}}$ for each $i \in I$ as well as substitution of elementary functions.
(ii) $A$ set $B \subseteq A_{i}$ is elementary in a structure $\mathfrak{A}$, if and only if its representing relation

$$
R_{B}(x) \Longleftrightarrow x \in B
$$

is elementary in $\mathfrak{A}$.
(iii) The collection of elementary functions in a structure $\mathfrak{A}$ contains all the functions $f_{j}$ of $\mathfrak{A}$, the projection functions

$$
\left(x_{1}, \ldots, x_{n}\right) \mapsto x_{j}
$$

and the constants

$$
\left(x_{1}, \ldots, x_{n}\right) \mapsto c_{l},
$$

where $c_{l}$ is a distinguished element of $\mathfrak{A}$; this collection is closed under addition and permutation of variables, definition by cases (determined by elementary conditions) and composition.
(iv) An element $a \in A_{i}$ is elementary in a structure $\mathfrak{A}$ is and only if every constant function

$$
\left(x_{1}, \ldots, x_{n}\right) \mapsto a
$$

is elementary in $\mathfrak{A}$.

Proof is trivial.
It is clear that a relation, function or element is elementary in $\mathfrak{A}$ if we can put down a definition for it in the small part of English which is formalized in $\mathcal{L}^{\mathfrak{A}}$.

There are four main results which exhibit the connection between elementary definability and the analytical pointclasses. We will state them here and outline their proofs in the exercises.

Recall that a pointsets of type 0 is any $R \subseteq \omega^{k}$ and a pointset of type 1 is any $R \subseteq X_{1} \times \cdots \times X_{k}$ with each $X_{i}=\omega$ or $\mathcal{N}$ and some $X_{j}=\mathcal{N}$.

8B.2. Theorem. A pointset of type 0 is arithmetical if and only if $R$ is elementary in the structure of arithmetic $\mathrm{A}^{1}=(\omega,+, \cdot, 0,1)$.

8B.3. Theorem. A pointset $R$ of type 0 or 1 is analytical if and only if $R$ is elementary in the structure of second order number theory $\mathrm{A}^{2}=(\omega, \mathcal{N},+, \cdot$, ap, 0,1$)$.

8B.4. Theorem. Any n-ary relation on the real numbers $R \subseteq \mathbb{R}^{n}$ is analytical if and only if $R$ is elementary in the structure of analysis $R=(\mathbb{R},+, \cdot, 0,1, \leq, Z)$.

Sometimes we can obtain finer results if we restrict attention to definability by formulas with special properties.

8B.5. Theorem. A pointset $R$ of type 0 or 1 is arithmetical if and only if $R$ is definable in the structure of second order arithmetic $\mathrm{A}^{2}=(\omega, \mathcal{N},+, \cdot$, ap, 0,1$)$ by some formula $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ which has no quantifiers over $\mathcal{N}$.

If we use variables $\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \ldots$ over $\omega$ and $\boldsymbol{\alpha}_{0}, \boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \ldots$ over $\mathcal{N}$ in the language of $\mathrm{A}^{2}$, this means that no part of $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ in 8A. 4 looks like $\left(\exists \boldsymbol{\alpha}_{j}\right)$.

In addition to the proofs of these results, we will also formulate in the exercises several more characterizations of various pointclasses in terms of elementary definability.

## Exercises

8B.6. Prove that every relation on $\omega$ which is elementary in the structure $A^{1}$ of arithmetic is arithmetical.

Hint. Show by induction on the length of a formula $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ that the corresponding relation

$$
R\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow \mathrm{A}^{1} \models \varphi\left(x_{1}, \ldots, x_{n}\right)
$$

is arithmetical. It will help to notice first that if the free variables of a term $\boldsymbol{t}$ are among $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{m}$ and $f: \omega^{m} \rightarrow \omega$ is defined by

$$
f\left(x_{1}, \ldots, x_{m}\right)=\boldsymbol{t}\left[x_{1}, \ldots, x_{m}\right]
$$

then $f$ is recursive.
The same method also establishes with no problem the easy directions of 8B.2-8B.4.
8B.7. Prove that if a pointset $R$ is elementary in the structure $A^{2}$ of second order arithmetic, then $R$ is analytical.

8B.8. Prove that if a relation $R \subseteq \mathbb{R}^{n}$ on the reals is elementary in the structure R of analysis, then $R$ is analytical.

Hint. By 3D. 8 and 3D.4, all terms of the language of R define recursive functions. By 3C.6, $x=y$ is $\Pi_{1}^{0}$ and by 3C.11, $x \leq y$ is $\Pi_{2}^{0}$. Show that $Z$ is also $\Pi_{1}^{0}$ and then use induction on the length of formulas.

8B.9. Prove that if a pointset $R$ of type 0 or 1 is definable in $\mathrm{A}^{2}$ by a formula with no quantifiers over $\mathcal{N}$, then $R$ is arithmetical.

Prove of the converse implications in 8B.6-8B. 9 is a bit more interesting. We break it down in several steps.

8B. 10 (Gödel's $\beta$ function). Prove that the function

$$
\beta(s, t, i)=\operatorname{rm}(s, 1+(i+1) t)
$$

is elementary in $\mathrm{A}^{1}$ and that for every finite sequence $w_{0}, \ldots, w_{n-1}$ of integers, there exists some $s$ and some $t$ such that

$$
\beta(s, t, 0)=w_{0}, \beta(s, t, 1)=w_{1}, \ldots, \beta(s, t, n-1)=w_{n-1} .
$$

Hint. That $\beta$ is elementary on $A^{1}$ is easy. To prove that it has the required property, notice that if $d_{0}, d_{1}, \ldots, d_{n-1}$ is an $n$-tuple of relatively prime numbers, then the function

$$
s \mapsto\left(\operatorname{rm}\left(s, d_{0}\right), \operatorname{rm}\left(s, d_{1}\right), \ldots \mathrm{rm}\left(s, d_{n-1}\right)\right)
$$

is one-to-one

$$
\begin{aligned}
& \text { from }\left\{s: s<d_{0} \cdot d_{1} \cdots \cdots d_{n-1}\right\} \\
& \quad \quad \text { into }\left\{\left(w_{0}, \ldots, w_{n-1}\right): w_{0}<d_{0} \& w_{1}<d_{1} \& \cdots \& w_{n-1}<d_{n-1}\right\}
\end{aligned}
$$

this is an easy divisibility argument. Since these two sets have the same finite cardinality, it follows that for relatively prime $d_{0}, d_{1}, \ldots, d_{n-1}$ and every $w_{0}<d_{0}, w_{1}<$ $d_{1}, \ldots, w_{n-1}<d_{n-1}$ there exists some $s<d_{0} \cdot d_{1} \cdots \cdots d_{n-1}$ with

$$
w_{0}=\operatorname{rm}\left(s, d_{0}\right), w_{1}=\operatorname{rm}\left(s, d_{1}\right), \ldots, w_{n-1}=\operatorname{rm}\left(s, d_{n-1}\right)
$$

(the Chinese Remainder Theorem). Now given $w_{0}, w_{1}, \ldots, w_{n-1}$, let

$$
m=\max \left(w_{0}, w_{1}, \ldots, w_{n-1}, n\right)
$$

and take $t=m$ !. Another easy divisibility argument shows that the numbers

$$
d_{0}=1+t, d_{1}=1+2 t, \ldots, d_{n-1}=1+n t
$$

are relatively prime, hence by the Chinese remainder theorem there is some $s$ such that

$$
\beta(s, t, i)=\operatorname{rm}(s, 1+(i+1) t)=w_{i} \quad(i<n) .
$$

8B. 10 allows us to code tuples of arbitrary length by pairs using operations which are elementary in $\mathrm{A}^{1}$.

8B.11. Prove Theorem 8B.2, that a relation on $\omega$ is arithmetical if and only if it is elementary in $A^{1}$.

Hint. By 8B. 6 and 8B.1, it is enough to prove that every recursive relation on $\omega$ is elementary in $\mathrm{A}^{1}$. For this again it is enough to show that every recursive $f: \omega^{k} \rightarrow \omega$ is elementary in $A^{1}$, and for this we need only show that the collection of functions which are elementary in $\mathrm{A}^{1}$ contains the functions $S, C_{w}^{k}, P_{i}^{k}$ of 3 A and is closed under minimalization, composition and primitive recursion. The only non-trivial case is that of primitive recursion,

$$
\left\{\begin{aligned}
f(0, x) & =g(x) \\
f(n+1, x) & =h(f(n, x), n, x)
\end{aligned}\right.
$$

which we analyze as follows.

$$
\begin{aligned}
& f(n, x)=m \Longleftrightarrow \text { there exists a sequence } w_{0}, w_{1}, \ldots, w_{n} \text { such that } \\
& g(x)=w_{0} \text { and for every } i<n, h\left(w_{i}, i, x\right)=w_{i+1} \\
& \text { and } w_{n}=m
\end{aligned} \Longleftrightarrow(\exists s)(\exists t)\left\{\beta(s, t, 0)=g(x) \quad \begin{array}{c}
(\forall i<n)[\beta(s, t, i+1)=h(\beta(s, t, i), i, x)] \\
\& \beta(s, t, n)=m\}
\end{array}\right.
$$

8B.12. Prove Theorem 8B.3, that a pointset of type 0 or 1 is analytical if and only if it is elementary in $\mathrm{A}^{2}$.

Hint. Use the preceding exercise, the closure of the pointsets which are elementary in $A^{2}$ under $\exists^{\mathcal{N}}, \forall^{\mathcal{N}}$ and the representation of $\Sigma_{1}^{0}$ pointsets given in 4A.1.

8B.13. Prove Theorem 8B.4, that a pointset $R \subseteq \mathbb{R}^{n}$ is analytical if and only if it is elementary in R.

Hint. We can think of $\omega$ as imbedded in the integers of $\mathbb{R}$,

$$
\omega=\{0,1,2, \ldots\} \subseteq Z=\{\ldots,-2,-1,0,1,2, \ldots\} ;
$$

as a subset of $\mathbb{R}, \omega$ is clearly elementary in R . Every formula $\chi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ in the language of $\mathrm{A}^{1}$ has a natural translation $\chi\left(x_{1}, \ldots, x_{n}\right)^{*}$ in the language of R , where $\chi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)^{*}$ is $\chi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ if $\chi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ is prime, $\neg\left(\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)\right)^{*}$ is $\neg\left(\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)^{*}\right)$, for the conjunction,

$$
\left(\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)\right) \&\left(\psi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)\right)^{*} \text { is }\left(\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)^{*}\right) \&\left(\psi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)^{*}\right)
$$

and in the significant case of existential quantification,

$$
(\exists \boldsymbol{y})\left(\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{y}\right)\right)^{*} \text { is }(\exists \boldsymbol{y})\left[Z(\boldsymbol{y}) \& 0 \leq \boldsymbol{y} \& \varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{y}\right)^{*}\right] .
$$

It is clear that for values of the variables in $\omega$, the translation of $\chi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ has the same truth value as $\chi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$.

Use 8B. 11 to prove that every recursive relation on $\omega$ is elementary in R and then use 3 C .5 to show easily that every arithmetical $R \subseteq \mathbb{R}^{n}$ is elementary in R .

To prove that analytical pointsets are elementary in $R$ we must reduce quantification over $\mathcal{N}$ to quantification over $\mathbb{R}$. Let $f: \mathbb{R} \rightarrow \mathcal{N}$ be the surjection defined in the proof of 3E. 11 (with $\mathcal{X}=\mathbb{R}$ ) and show that the relation

$$
S(x, n, k) \Longleftrightarrow f(x)(n)=k
$$

is elementary in $R$. Now use the representation of analytical pointsets given in 4A.1; for example, if

$$
P(x) \Longleftrightarrow(\exists \alpha)(\forall t) Q(x, \bar{\alpha}(t))
$$

then

$$
\begin{aligned}
P(x) \Longleftrightarrow(\exists y)(\forall t)(\exists u)[ & \operatorname{Seq}(u) \& \operatorname{lh}(u)=t \\
& \left.\&(\forall i<t) S\left(y, i,(u)_{i}\right) \& Q(x, u)\right]
\end{aligned}
$$

8B.14. Prove Theorem 8B.5, that a pointset of type 0 or 1 is arithmetical if and only if it is definable in $\mathrm{A}^{2}$ by a formula which has no quantifiers over $\mathcal{N}$.

A formula $\chi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ in the language of $\mathrm{A}^{2}$ is $\Sigma_{1}^{1}$ if it is of the form

$$
(\exists \boldsymbol{\alpha}) \varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{\alpha}\right)
$$

where $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{\alpha}\right)$ has no quantifiers over $\mathcal{N}$. Proceeding recursively, a formula $\chi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ is $\Sigma_{n+1}^{1}$ if it is of the form $(\exists \boldsymbol{\alpha}) \neg \varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{\alpha}\right)$ with $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{\alpha}\right)$ some $\Sigma_{n}^{1}$ formula and $\chi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ is $\Pi_{n}^{1}$ if $\neg \chi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ is $\Sigma_{n}^{1}$. The next result is an immediate corollary of 8B.14.

8B.15. Prove that a pointset of type 0 or 1 is $\Sigma_{n}^{1}(n \geq 1)$ if and only if it is definable by a $\Sigma_{n}^{1}$ formula in the language of $\mathrm{A}^{2}$; similarly for $\Pi_{n}^{1}$.

There is an obvious way to enrich the languages of the structures we have been considering by adding names for all the objects in their domains. That is equivalent to expanding the structures $\mathrm{A}^{2}, \mathrm{R}, \mathrm{V}$ by adding all their members as distinguished elements,

$$
\begin{aligned}
{\underset{\mathbf{A}}{ }}^{2} & =\left(\omega, \mathcal{N},+, \cdot, 0,1, \text { ap, }\{\alpha\}_{\alpha \in \mathcal{N}}\right), \\
\underset{\sim}{\mathbf{R}} & =\left(\mathbb{R},+, \cdot, \leq, Z,\{x\}_{x \in \mathbb{R}}\right), \\
\underset{\sim}{\mathbf{V}} & =\left(V, \in,\{x\}_{x \in V}\right) .
\end{aligned}
$$

Notice that the distinguished elements of $\underset{\sim}{\mathbf{V}}$ do not form a set, but this will cause no problem. Notice also that we do not need to add names for the members of $\omega$ in ${\underset{\sim}{2}}^{2}$ or $A^{1}$ since they are all named by the terms $0,1,1+1,1+1+1, \ldots$.

In general, for each structure

$$
\mathfrak{A}=\left(\left\{A_{i}\right\}_{i \in I},\left\{f_{j}\right\}_{j \in J},\left\{R_{k}\right\}_{k \in K},\left\{c_{l}\right\}_{l \in L}\right),
$$

let

$$
\underset{\sim}{\mathfrak{A}}=\left(\left\{A_{i}\right\}_{i \in I},\left\{f_{j}\right\}_{j \in J},\left\{R_{k}\right\}_{k \in K},\left\{x: x \in \bigcup_{i \in I} A_{i}\right\}\right)
$$

8B.16. Let $\mathfrak{A}, \mathfrak{A}$ be structures as above, let $R \subseteq A_{i_{1}} \times \cdots \times A_{i_{m}}$ be a relation. Prove that $R$ is elementary in $\mathfrak{A}$ if and only if there exists some $P \subseteq A_{i_{1}} \times \cdots \times A_{i_{m}} \times A_{j_{1}} \times$ $\cdots \times A_{j_{m}}$ and elements $a_{1}, \ldots, a_{n}$ of $A_{j_{1}}, \ldots, A_{j_{n}}$ respectively, such that

$$
R\left(x_{1}, \ldots, x_{m}\right) \Longleftrightarrow P\left(x_{1}, \ldots, x_{m}, a_{1}, \ldots, a_{n}\right)
$$

and $P$ is elementary in $\mathfrak{A}$.
Hint. Show that every formula of $\mathcal{L}^{\mathfrak{A}}$ can be obtained by substituting constants for some of the free variables in a formula of $\mathcal{L}^{\mathfrak{A}}$.

8B.17. Prove that a pointset of type 1 is projective if and only if it is elementary in A $^{2}$ and that a relation $R \subseteq \mathbb{R}^{n}$ on the reals is projective if and only if it is elementary in $\underset{\sim}{\mathbf{R}}$.

There is an obvious combination of the methods in the last three exercises which gives characterizations of the $\boldsymbol{\Sigma}_{n}^{1}$ and $\underset{\sim}{\boldsymbol{\Pi}}{ }_{n}^{1}$ pointsets in $\mathcal{N}$ and $\mathbb{R}$ in terms of the $\boldsymbol{\Sigma}_{n}^{1}$ and $\boldsymbol{\Pi}_{n}^{1}$ formulas of $\mathrm{A}^{2}$ and R , naturally defined.

We should also point out that these characterizations of the pointclasses we have been studying in terms of definability by formulas can be extended easily to any product space by choosing an appropriate structure to represent the space and taking formulas in its language. We will not bother to do this here.

## 8C. Definability in the universe of sets

We now turn to the study of elementary definability in the structures

$$
\mathbf{V}=(V, \in), \quad \underset{\sim}{\mathbf{V}}=\left(V, \in,\{x\}_{x \in V}\right),
$$

associated with the universe of sets. For simplicity in notation, we will denote the languages of these structures by " $\mathcal{L}$ "" and " $\mathcal{L}^{\in}$ " respectively-in the terminology of $8 \mathrm{~A}, \mathcal{L}^{\epsilon}$ is the language of characteristic $\langle 2\rangle=8$.

To avoid confusion with the ordinary functions of mathematics which are usually taken to be members of $V$ (sets of ordered pairs), we will call functions

$$
F: V^{n} \rightarrow V
$$

on sets to sets, operations-e.g., the power operation assigns to each $x$ its powerset $\{u: u \subseteq x\}$; and we will call relations

$$
R \subseteq V^{n}
$$

on the universe of sets conditions, e.g., $\in$ is a binary condition.
In the first result here we compile a list of conditions and operations on sets which are definable in $\mathcal{L}^{\epsilon}$. The proof of 8 C .1 is trivial, but it will be useful to have this catalogue of definitions and equivalences for future reference. We will use the common abbreviations,

$$
\begin{aligned}
& (\exists x \in z) R\left(x, y_{1}, \ldots, y_{l}\right) \Longleftrightarrow(\exists x)\left[x \in z \& R\left(x, y_{1}, \ldots, y_{l}\right)\right], \\
& (\forall x \in z) R\left(x, y_{1}, \ldots, y_{l}\right) \Longleftrightarrow(\forall x)\left[x \in z \Longrightarrow R\left(x, y_{1}, \ldots, y_{l}\right)\right] .
\end{aligned}
$$

8C.1. Theorem. The following conditions and operations on $V$ and objects in $V$ are definable in $\mathcal{L}^{\epsilon}$.
\#1. $x \in y \Longleftrightarrow x$ is a member of $y$.
\#2. $x \subseteq y \Longleftrightarrow(\forall t \in x)[t \in y]$.
\#3. $x=y \Longleftrightarrow x$ is equal to $y$.
\#4. $\{x, y\}=$ the unordered pair of $x$ and $y$;
$\{x, y\}=w \Longleftrightarrow x \in w \& y \in w \&(\forall t \in w)[t=x \vee t=y]$.
\#5. $\bigcup x=\{t:(\exists s \in x)[t \in s]\}$;
$\bigcup x=w \Longleftrightarrow(\forall s \in x)(\forall t \in s)[t \in w] \&(\forall t \in w)(\exists s \in x)[t \in s]$.
\#6. $\langle x, y\rangle=\{\{x\},\{x, y\}\}$,
$\left\langle x_{1}, \ldots, x_{n+1}\right\rangle=\left\langle\left\langle x_{1}, \ldots, x_{n}\right\rangle, x_{n+1}\right\rangle$.
We are using boldface angles to avoid confusion with the codes $\left\langle k_{1}, \ldots, k_{n}\right\rangle$ for tuples of integers. Notice that for each $x, y$,

$$
\langle x, y\rangle \in r \Longrightarrow x, y \in \bigcup \bigcup r .
$$

\#7. $u \times v=\{\langle x, y\rangle: x \in u \& y \in v\}$,
$u_{1} \times \cdots \times u_{n+1}=\left(u_{1} \times \cdots \times u_{n}\right) \times u_{n+1}$.
\#8. $\operatorname{OrdPair}(w) \Longleftrightarrow w$ is an ordered pair $\Longleftrightarrow(\exists x \in \bigcup w)(\exists y \in \bigcup w)[w=\langle x, y\rangle]$.
\#9. Relation $(r) \Longleftrightarrow r$ is a set of ordered pairs
$\Longleftrightarrow(\forall w \in r) \operatorname{OrdPair}(w)$.
\#10. Domain $(r)=\{x \in \bigcup \bigcup r:(\exists y \in \bigcup \bigcup r)[\langle x, y\rangle \in r]\}$,
Domain $(r)=w \Longleftrightarrow(\forall x \in \bigcup \bigcup r)(\forall y \in \bigcup \bigcup r)$
$[\langle x, y\rangle \in r \Longrightarrow x \in w] \&(\forall x \in w)(\exists y \in \bigcup \bigcup r)[\langle x, y\rangle \in r]$.
\#11. Image $(r)=\{y \in \bigcup \bigcup r:(\exists x \in \bigcup \bigcup r)[\langle x, y\rangle \in r]\}$,
Image $(r)=w \Longleftrightarrow(\forall x \in \bigcup \bigcup r)(\forall y \in \bigcup \bigcup r)$

$$
[\langle x, y\rangle \in r \Longrightarrow y \in w] \&(\forall y \in w)(\exists x \in \bigcup \bigcup r)[\langle x, y\rangle \in r] .
$$

\#12. $x \cup y=$ the union of $x$ and $y$

$$
=\bigcup\{x, y\} .
$$

\#13. $\operatorname{Field}(r)=\operatorname{Domain}(r) \cup \operatorname{Image}(r)$.
\#14. Function $(f) \Longleftrightarrow f$ is a function (as a set of ordered pairs)
$\Longleftrightarrow$ Relation $(f)$ \& $(\forall x \in \operatorname{Domain}(f))(\forall y \in \operatorname{Image}(f))$ $\left(\forall y^{\prime} \in \operatorname{Image}(f)\right)$ $\left[\left[\langle x, y\rangle \in f \&\left\langle x, y^{\prime}\right\rangle \in f\right] \Longrightarrow y=y^{\prime}\right]$.
If $f$ is a function, we put

$$
f(x)=y \Longleftrightarrow\langle x, y\rangle \in f .
$$

\#15. $r \upharpoonright u=\{\langle x, y\rangle \in r: x \in u\}$;
$r \upharpoonright u=w \Longleftrightarrow w \subseteq r \&$ Relation $(w)$
$\&(\forall x \in \operatorname{Domain}(r))(\forall y \in \operatorname{Image}(r))$ $[\langle x, y\rangle \in w \Longrightarrow x \in u]$.
\#16. $\emptyset=$ the empty set;

$$
\emptyset=w \Longleftrightarrow(\forall t)[t \notin w] .
$$

\#17. Transitive $(x) \Longleftrightarrow x$ is a transitive set

$$
\Longleftrightarrow(\forall s \in x)(\forall t \in s)[t \in x] .
$$

\#18. $\operatorname{Ordinal}(\xi) \Longleftrightarrow \xi$ is an ordinal
$\Longleftrightarrow$ Transitive $(\xi)$

$$
\&(\forall x \in \xi)(\forall y \in \xi)[x \in y \vee y \in x \vee x=y] .
$$

\#19. $x^{\prime}=x \cup\{x\}$.
\#20. $\omega=$ the least infinite ordinal;

$$
\begin{aligned}
\omega=w \Longleftrightarrow & \operatorname{Ordinal}(w) \&(\forall x \in w)(\exists y \in w)\left[y=x^{\prime}\right] \\
& \&(\forall x \in w)\left[x \neq \emptyset \Longrightarrow(\exists y \in w)\left[x=y^{\prime}\right]\right] .
\end{aligned}
$$

Proof is immediate by 8B.1.
For reasons which will become clear later, we have omitted the power operation from this list,

$$
\operatorname{Power}(x)=\{u: u \subseteq x\} ;
$$

this too is definable in $\mathcal{L}^{\epsilon}$,

$$
\operatorname{Power}(u)=w \Longleftrightarrow(\forall t)[t \in w \Longleftrightarrow t \subseteq u] \text {. }
$$

Similarly, the binary operation

$$
(x, y) \mapsto{ }^{y} x
$$

is definable,

$$
{ }^{y} x=w \Longleftrightarrow(\forall t)[t \in w \Longleftrightarrow[\text { Function }(t) \& \operatorname{Domain}(t)=y
$$

$$
\& \operatorname{Image}(t) \subseteq x]]
$$

In particular, Baire space is a definable set, $\mathcal{N}={ }^{\omega} \omega$.
We could go on and give formal definitions in $\mathcal{L}^{\epsilon}$ of the rationals, the reals and all the familiar mathematical objects we have been studying. As usual, we take these to be sets-objects in $V$-constructed successively, starting with the set $\omega$ of integers and using operations which are easily definable in $\mathcal{L}^{\epsilon}$. There is no point in doing this in detail, as it should be obvious by now that all reasonable sets and conditions and operations on sets are definable in $\mathcal{L}^{\epsilon}$.

By the same token, all ordinary mathematical assertions about sets are expressible by sentences of $\mathcal{L}^{\epsilon}$ and in particular, the axioms of Zermelo-Fraenkel set theory can be so expressed. We list them here for reference, indicating briefly (with some "symbolized English") how each can be expressed in $\mathcal{L}^{\epsilon}$.

There are seven basic axioms in $\mathbf{Z F}$, but we need infinitely many sentences of $\mathcal{L}^{\epsilon}$ to express the fifth and most significant of these, the Axiom of Replacement. We take up first the simpler axioms 1-4, 6, and 7.

Axiom 1 (Extensionality). Two sets are equal if they have the same members,

$$
(\forall x)(\forall y)[(\forall t)[t \in x \Longleftrightarrow t \in y] \Longrightarrow x=y] .
$$

In a simpler form, skipping the trivial initial quantifiers,

$$
(\forall t)[t \in x \Longleftrightarrow t \in y] \Longrightarrow x=y .
$$

We will also omit the initial quantifiers in our abbreviations of the remaining axioms.
Axiom 2 (Pairing). If $x, y$ are sets, so is the unordered pair $\{x, y\}$,

$$
(\exists z)(\forall t)[t \in z \Longleftrightarrow[t=x \vee t=y]] .
$$

Aхіом 3 (Union). For each set $x$, the union

$$
\bigcup x=\{t: \text { for some } s \in x, t \in s\}
$$

is also a set,

$$
(\exists z)(\forall t)[t \in z \Longleftrightarrow(\exists s)[t \in s \& s \in x]] .
$$

Axiom 4 (Power). For each set $x$, the power set $\{t: t \subseteq x\}$ is also a set,

$$
(\exists z)(\forall t)[t \in z \Longleftrightarrow t \subseteq x] .
$$

Axıom 5 (Infinity). There exists a set $z$, such that $\emptyset \in z$ and for every $x$, if $x \in z$, then $x \cup\{x\} \in z$;

$$
(\exists z)\{\emptyset \in z \&(\forall x)[x \in z \Longrightarrow x \cup\{x\} \in z]\} .
$$

Axıом 6 (Foundation or Regularity). The membership condition is welfounded, i.e., every non-empty set has an $\in$-minimal member;

$$
x \neq \emptyset \Longrightarrow(\exists y)[y \in x \&(\forall t \in y)[t \notin x]] .
$$

Consider now the classical Axiom of Replacement.

Axiom 7 (Replacement). For each set $x$ and for each operation

$$
F: V \rightarrow V
$$

which is definable in $\mathcal{L}^{\epsilon}$, the image

$$
F[x]=\{F(t): t \in x\}
$$

is also a set.
We cannot express this directly in $\mathcal{L}^{€}$, because it is not possible in this simple language to quantify over all operations definable in $\mathcal{L}^{\epsilon}$. Instead, we must assert separately for each formula of $\mathcal{L}^{\epsilon}$, that it defines a set operation (in terms of given parameters), then the image of any set by that operation is also a set. Using the abbreviation

$$
(\exists!t) \varphi\left(x_{1}, \ldots, x_{n}, \boldsymbol{t}\right) \Longleftrightarrow(\exists y)(\forall t)\left[\varphi\left(x_{1}, \ldots, x_{n}, \boldsymbol{t}\right) \Longleftrightarrow \boldsymbol{t}=\boldsymbol{y}\right],
$$

we then take as Axiom 7 the collection of all sentences of the form

$$
\begin{aligned}
&\left(\forall \boldsymbol{y}_{1}\right) \cdots\left(\forall \boldsymbol{y}_{n}\right)(\forall \boldsymbol{x})\left\{(\forall \boldsymbol{s})(\exists!\boldsymbol{t}) \psi\left(\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{n}, \boldsymbol{s}, \boldsymbol{t}\right)\right. \\
&\left.\rightarrow(\exists \boldsymbol{z})(\forall \boldsymbol{t})\left[\boldsymbol{t} \in \boldsymbol{z} \leftrightarrow(\exists \boldsymbol{s})\left[\boldsymbol{s} \in \boldsymbol{x} \& \psi\left(\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{n}, \boldsymbol{s}, \boldsymbol{t}\right)\right]\right]\right\},
\end{aligned}
$$

one for each formula $\psi\left(\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{n}, \boldsymbol{s}, \boldsymbol{t}\right)$ of $\mathcal{L}^{\epsilon}$.
Since it takes infinitely many sentences of $\mathcal{L}^{\epsilon}$ to express Axiom 7, we often talk of the Axiom Scheme of Replacement.

From now on, by $\mathbf{Z F}$ we will mean this infinite list of sentences of $\mathcal{L}^{\epsilon}$ which express the axioms of Zermelo-Fraenkel set theory. It is very important that ZF is an infinite set of sentences. The finite subsets of $\mathbf{Z F}$ determine axiomatic set theories which approximate Zermelo-Fraenkel set theory-the more axioms we have, the better the approximation.

The theory of Zermelo-Fraenkel with choice $\mathbf{Z F C}$ is obtained by adding to $\mathbf{Z F}$ the
Ахіом оf Choice (AC). For every set of pairs $P \subseteq A \times B$,

$$
(\forall x \in A)(\exists y \in B) P(x, y) \Longrightarrow(\exists f: A \rightarrow B)(\forall x \in A) P(x, f(x)) .
$$

This is, of course, equivalent in $\mathbf{Z F}$ to a large number of propositions, all of them easily expressible by sentences of $\mathcal{L}^{\epsilon}$.

According to usual mathematical practice, when we prove a theorem about sets, we customarily assume without explicit mention that the structure $V=(V, \in)$ satisfies all the axioms of $\mathbf{Z F C}$, but we are careful to list among the hypotheses of our theorems any additional assumptions about sets-like the continuum hypothesis or determinacy hypotheses. We have followed this practice scrupulously in this book. In fact, we identified in 7F all blatant uses of the Axiom of Choice which cannot be justified on the basis of the weaker Axiom of Dependent Choices, and in this chapter we are including whatever choice principles we need among the hypotheses of the theorems.

Since we have been emphasizing the fact that all "ordinary mathematical assertions" about sets can be expressed by sentences of $\mathcal{L}^{\epsilon}$, it is perhaps worth pointing out that in metamathematics we often consider assertions about sets which are not immediately or naturally expressible in $\mathcal{L}^{\epsilon}$-or which may not be expressible in $\mathcal{L}^{\epsilon}$ at all. For example, Theorem 8C. 1 is not easy to translate into $\mathcal{L}^{\epsilon}$ because it refers to conditions and operations on V while $\mathcal{L}^{\epsilon}$ can only speak directly about members of $V$. Sometimes we will seek indirect ways of expressing the meaning of a certain proposition by a sentence of $\mathcal{L}^{\epsilon}$ because this will be important in an argument but of course most of
the time we do not care whether or not our theorems are stated in the small part of English formalized in $\mathcal{L}^{\epsilon}$.

We now return to our study of elementary definability in the structure V .
It is useful to call a collection of sets

$$
M \subseteq V
$$

a class if membership in $M$ is definable in $\mathcal{L}^{\in}$, i.e., if there is some formula $\varphi\left(\boldsymbol{s}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ of $\mathcal{L}^{\epsilon}$ and sets $x_{1}, \ldots, x_{n} \in V$ such that

$$
s \in M \Longleftrightarrow \mathrm{~V} \models \varphi\left(s, x_{1}, \ldots, x_{n}\right) .
$$

If we can find a formula $\varphi(\boldsymbol{s})$ in $\mathcal{L}^{\in}$ (without parameters) so that

$$
s \in M \Longleftrightarrow \mathrm{~V} \models \varphi(s)
$$

we then call $M$ a definable class. For example, the class of ordinals

$$
\mathrm{ON}=\{\xi: \operatorname{Ordinal}(\xi)\}
$$

is definable.
If $M_{1}, \ldots, M_{n}$ are classes, then an operation

$$
F: M_{1} \times \cdots \times M_{n} \rightarrow V
$$

is any $n$-ary operation on sets such that

$$
x_{1} \notin M_{1} \vee \cdots \vee x_{n} \notin M_{n} \Longrightarrow F\left(x_{1}, \ldots, x_{n}\right)=0
$$

Such an operation is then determined by its values $F\left(x_{1}, \ldots, x_{n}\right)$ for arguments $x_{1} \in$ $M_{1}, \ldots, x_{n} \in M_{n}$.

8C.2. Theorem (Recursion on the ordinals). Let $G: V^{n+1} \rightarrow V$ be an operation of $(n+1)$ arguments which is definable in $\mathcal{L}^{\epsilon}$. There exists a unique operation

$$
F: \mathrm{ON} \times V^{n} \rightarrow V
$$

which is also definable in $\mathcal{L}^{\in}$ and which satisfies the following equation for each ordinal $\xi$ and all $x_{1}, \ldots, x_{n} \in V$ :

$$
F\left(\xi, x_{1}, \ldots, x_{n}\right)=G\left(\left\{\left\langle\eta, F\left(\eta, x_{1}, \ldots, x_{n}\right)\right\rangle: \eta<\xi\right\}, x_{1}, \ldots, x_{n}\right) .
$$

Proof. Put

$$
\begin{aligned}
P\left(h, x_{1}, \ldots, x_{n}\right) & \Longleftrightarrow \operatorname{Function}(h) \&(\forall y \in \operatorname{Domain}(h))[\operatorname{Ordinal}(y)] \\
& \&(\forall \xi \in \operatorname{Domain}(h))(\forall \eta \in \xi)[\eta \in \operatorname{Domain}(h)] \\
& \&(\forall \xi \in \operatorname{Domain}(h))\left[h(\xi)=G\left(\{\langle\eta, h(\eta)\rangle: \eta \in \xi\}, x_{1}, \ldots, x_{n}\right)\right]
\end{aligned}
$$

and notice that by 8 C. 1 and 8 B. $1, P$ is definable in $\mathcal{L}^{\epsilon}$. An easy induction on the ordinals shows that

$$
\begin{aligned}
& P\left(h, x_{1}, \ldots, x_{n}\right) \& P\left(h^{\prime}, x_{1}, \ldots, x_{n}\right) \\
& \qquad \& \xi \in \operatorname{Domain}(h) \cap \operatorname{Domain}\left(h^{\prime}\right) \Longrightarrow h(\xi)=h^{\prime}(\xi),
\end{aligned}
$$

so put

$$
F\left(\xi, x_{1}, \ldots, x_{n}\right)= \begin{cases}y & \text { if }(\exists h)\left[P\left(h, x_{1}, \ldots, x_{n}\right) \& \xi \in \operatorname{Domain}(h) \& h(\xi)=y\right], \\ \emptyset & \text { if }(\forall h)\left[P\left(h, x_{1}, \ldots, x_{n}\right) \Longrightarrow \xi \notin \operatorname{Domain}(h)\right] .\end{cases}
$$

To complete the proof, it is enough to show that for each $x_{1}, \ldots, x_{n}$,

$$
\begin{equation*}
(\forall \xi)(\exists h)\left[P\left(h, x_{1}, \ldots, x_{n}\right) \& \xi \in \operatorname{Domain}(h)\right] . \tag{*}
\end{equation*}
$$

Assuming that $(*)$ fails for some $\xi$, let $\lambda$ be the least ordinal $\xi$ such that

$$
(\forall h) P\left(h, x_{1}, \ldots, x_{n}\right) \Longrightarrow \xi \notin \operatorname{Domain}(h),
$$

and define

$$
H(\xi)= \begin{cases}\left\langle\xi, F\left(\xi, x_{1}, \ldots, x_{n}\right)\right\rangle & \text { if } \xi<\lambda, \\ \emptyset & \text { if } \lambda \leq \xi ;\end{cases}
$$

now $H$ is definable in $\mathcal{L}^{\epsilon}$, so by the Replacement Axiom, the image

$$
h=H[\lambda]=\left\{\left\langle\xi, F\left(\xi, x_{1}, \ldots, x_{n}\right)\right\rangle: \xi<\lambda\right\}
$$

is a set and hence

$$
h^{\prime}=h \cup\left\{\left\langle\lambda, G\left(h, x_{1}, \ldots, x_{n}\right)\right\rangle\right\}
$$

is also a set. But easily

$$
P\left(h^{\prime}, x_{1}, \ldots, x_{n}\right) \& \lambda \in \operatorname{Domain}\left(h^{\prime}\right),
$$

contradicting the choice of $\lambda$.
We allow $n=0$ in this theorem, in which case

$$
G: V \rightarrow V
$$

defines uniquely an operation $F: \mathrm{ON} \rightarrow V$ which satisfies

$$
F(\xi)=G(F \upharpoonright \xi) .
$$

Using this basic result we can define the transfinite sequence $\left\{V_{\xi}: \xi \in \mathrm{ON}\right\}$ of partial universes (cumulative types) by the recursion

$$
\begin{aligned}
V_{0} & =\emptyset \\
V_{\xi+1} & =\operatorname{Power}\left(V_{\xi}\right), \\
V_{\lambda} & =\bigcup_{\xi<\lambda} V_{\xi}, \text { if } \lambda \text { is a limit ordinal }
\end{aligned}
$$

(see 8C.8). It is easy to verify (by induction on $\xi$ ) that each $V_{\xi}$ is a transitive set,

$$
\begin{gathered}
V_{0} \varsubsetneqq \cdots \varsubsetneqq V_{\xi} \varsubsetneqq V_{\xi+1} \varsubsetneqq \cdots, \\
V=\bigcup_{\xi} V_{\xi},
\end{gathered}
$$

and

$$
\xi \in V_{\xi+1} \backslash V_{\xi} .
$$

This hierarchy of partial universes gives a precise version of the intuitive construction for the universe of sets which we discussed in the introduction to this chapter, where for stages we take the ordinals. It also suggests drawing the universe $V$ in the form of an inverted cone, growing upwards, with the ordinals plotted along the main axis, see Figure 8C.1.

Recall that we are taking cardinals to be initial ordinals,

$$
\begin{aligned}
\operatorname{Cardinal}(\kappa) & \Longleftrightarrow \operatorname{Ordinal}(\kappa) \\
& \&(\forall \xi \in \kappa)(\forall f)\{[\text { Function }(f) \& \operatorname{Domain}(f)=\xi] \\
& \Longrightarrow(\exists \eta \in \kappa)[\eta \notin \operatorname{Image}(f)]\}
\end{aligned}
$$

The condition Cardinal $(\kappa)$ is clearly definable in $\mathcal{L}^{\epsilon}$.


## Figure 8C. 1

The familiar indexing of cardinals by ordinals is also defined by recursion,

$$
\begin{aligned}
\aleph_{0} & =\omega \\
\aleph_{\xi+1} & =\aleph_{\xi}^{+}=\text {least ordinal } \kappa>\aleph_{\xi}, \\
\aleph_{\lambda} & =\operatorname{supremum}\left\{\aleph_{\xi}: \xi<\lambda\right\}, \text { if } \lambda \text { is a limit ordinal. }
\end{aligned}
$$

Intuitively, one would think that when $\xi$ is a "typical" very large ordinal, then the partial universe $V_{\xi}$ should "look very much like" the completed universe of sets $V$. We next prove a very important precise version of this idea.

First a lemma about closed, unbounded classes of ordinals.
A class $K$ of ordinals is unbounded if

$$
(\forall \xi)(\exists \eta>\xi)[\eta \in K] ;
$$

$K$ is closed if for every limit ordinal $\xi$,

$$
(\forall \eta<\xi)(\exists \zeta)[\eta<\zeta<\xi \& \zeta \in K] \Longrightarrow \xi \in K
$$

i.e., if $K$ is closed in the natural order topology on ON.

8C.3. Lemma. (i) If $K_{1}$ and $K_{2}$ are closed, unbounded classes of ordinals, then $K_{1} \cap K_{2}$ is also closed and unbounded.
(ii) If

$$
F: \mathrm{ON} \rightarrow \mathrm{ON}
$$

is an operation on ordinals which is definable in $\mathcal{L}^{\epsilon}$, then the class

$$
K^{*}=\{\xi:(\forall \eta<\xi)[F(\eta)<\xi]\}
$$

is closed and unbounded.
Proof. (i) $K_{1} \cap K_{2}$ is obviously closed. To see that it is unbounded, given $\xi$, choose successively $\xi_{0}, \xi_{1}, \xi_{2}, \ldots$ so that

$$
\begin{array}{lll}
\xi<\xi_{0} & \text { and } & \xi_{0} \in K_{1} \\
\xi_{0}<\xi_{1} & \text { and } & \xi_{1} \in K_{2} \\
\xi_{1}<\xi_{2} & \text { and } & \xi_{2} \in K_{1} \\
& \text { etc. } &
\end{array}
$$

and check that $\xi^{*}=\lim _{n} \xi_{n} \in K_{1} \cap K_{2}$ because both $K_{1}, K_{2}$ are closed.
(ii) Again, $K^{*}$ is obviously closed. Given $\xi$, define $\xi_{n}$ by the recursion on $\omega$

$$
\begin{gathered}
\xi_{0}=\xi \\
\xi_{n+1}=\xi_{n}+1+\operatorname{supremum}\left\{f(\zeta): \zeta<\xi_{n}\right\},
\end{gathered}
$$

where the supremum exists by replacement and verify that $\eta=\xi_{0}<\xi_{1}<\cdots$ and $\lim _{n \rightarrow \infty} \xi_{n} \in K^{*}$.

For each class $M$ (which may be a set), let $(M, \in)$ be the structure obtained by restricting the membership condition to $M$, i.e.,

$$
(M, \in)=\left(M, E^{M}\right)
$$

where

$$
E^{M}(x, y) \Longleftrightarrow x \in M \& y \in M \& x \in y
$$

This notational convention will simplify many formulas and cannot cause any confusion.
We will prove the Reflection Theorem in a general context because it has many applications, but in a first reading one may as well take $C_{\xi}=V_{\xi}$.

8C.4. The Reflection Theorem. Let $\xi \mapsto C_{\xi}$ be an operation on ordinals to sets which is definable in $\mathcal{L}^{\epsilon}$ and satisfies the following two conditions:
(i) $\zeta \leq \xi \Longrightarrow C_{\zeta} \subseteq C_{\xi}$.
(ii) If $\lambda$ is a limit ordinal, then

$$
C_{\lambda}=\bigcup_{\xi<\lambda} C_{\xi} .
$$

Let

$$
C=\bigcup_{\xi} C_{\xi} .
$$

Then for each formula $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ of $\mathcal{L}^{\epsilon}$, there is closed, unbounded class of ordinals $K$ such that for $\xi \in K$ and $x_{1}, \ldots, x_{n} \in C_{\xi}$,

$$
(C, \in) \models \varphi\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow\left(C_{\xi}, \in\right) \models \varphi\left(x_{1}, \ldots, x_{n}\right) .
$$

In particular, if $\varphi$ is any sentence of $\mathcal{L}^{€}$, then

$$
(C, \in) \models \varphi \Longrightarrow \text { for some } \xi,\left(C_{\xi}, \in\right) \models \varphi
$$

Proof. We use induction on $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$, the result being trivial for prime formulas and following easily from the induction hypothesis for negations and conjunctions.

Suppose $(\exists \boldsymbol{y}) \varphi\left(\boldsymbol{y}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ is given and assume that $K$ satisfies the result for $\varphi\left(\boldsymbol{y}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$. Let

$$
G\left(x_{1}, \ldots, x_{n}\right)=\left\{\begin{array}{l}
\text { least } \xi \text { such that }\left(\exists y \in C_{\xi}\right)\left[(C, \in) \models \varphi\left(y, x_{1}, \ldots, x_{n}\right)\right] \\
\text { if one such } \xi \text { exists, } \\
0 \text { otherwise }
\end{array}\right.
$$

and take

$$
F(\xi)=\operatorname{supremum}\left\{G\left(x_{1}, \ldots, x_{n}\right): x_{1}, \ldots, x_{n} \in C_{\xi}\right\}
$$

by replacement. By the lemma then, the class of ordinals

$$
K \cap\{\xi:(\forall \eta<\xi)[F(\eta)<\xi]\} \cap\{\xi: \xi \text { is limit }\}
$$

is closed and unbounded and it is easy to verify that it satisfies the theorem for the formula $(\exists \boldsymbol{y}) \varphi\left(\boldsymbol{y}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$.

## Exercises

We take up first a small improvement of 8 C .1 which will prove useful in the next section.

Let $\Sigma_{0}$ be the smallest collection of formulas in the language $\mathcal{L}^{\epsilon}$ such that all prime formulas

$$
\boldsymbol{v}_{i} \in \boldsymbol{v}_{j}, \quad \boldsymbol{v}_{i}=\boldsymbol{v}_{j}
$$

are in $\Sigma_{0}$ and such that if $\varphi$ and $\psi$ are in $\Sigma_{0}$, then the formulas

$$
\neg(\varphi), \quad(\varphi) \&(\psi), \quad\left(\exists \boldsymbol{v}_{i}\right)\left[\boldsymbol{v}_{i} \in \boldsymbol{v}_{j} \& \varphi\right]
$$

are also in $\Sigma_{0}$.
8C.5. Prove that the conditions \#1, \#2, \#8, \#9, \#14, \#17 and \#18 or 8C. 1 are definable by $\Sigma_{0}$ formulas.

Consider next a trivial consequence of 8 C .2 which is however worth putting down.
8C.6. Let $G_{1}: V^{n} \rightarrow V$ and $G_{2}: V^{n+2} \rightarrow V$ be definable in $\mathcal{L}^{\in}$. Show that there exists a unique operation $F: \omega \times V^{n} \rightarrow V$ which is definable in $\mathcal{L}^{\epsilon}$ and satisfies

$$
\begin{gathered}
F\left(0, x_{1}, \ldots, x_{n}\right)=G_{1}\left(x_{1}, \ldots, x_{n}\right), \\
F\left(k+1, x_{1}, \ldots, x_{n}\right)=G_{2}\left(F\left(k, x_{1}, \ldots, x_{n}\right), k, x_{1}, \ldots, x_{n}\right) .
\end{gathered}
$$

It follows that every recursive function on $\omega$ (extended to be $=0$ for arguments not in $\omega$ ) is definable in $\mathcal{L}^{\epsilon}$ and that every recursive relation on $\omega$ is definable in $\mathcal{L}^{\epsilon}$ (as a set of tuples).

Hint. The first assertion follows easily from 8C. 2 and the second is proved by induction on the definition of recursive function.

There is also a generalization of 8 C .2 which is useful. (Recall from Chapter 2 that $x<_{R} y \Longleftrightarrow R(x, y) \& \neg R(y, x)$.)

8C.7. Let $G: V \rightarrow V$ be an operation definable in $\mathcal{L}^{\in}$, let $S$ be a class and suppose $R \subseteq S \times S$ is a condition which is definable in $\mathcal{L}^{\epsilon}$ and which is wellfounded, i.e.,

$$
x \subseteq S \& x \neq \emptyset \Longrightarrow(\exists y \in x)(\forall z \in x) \neg z<_{R} y .
$$

Assume further that each initial segment of $R$ is a set, i.e.,

$$
(\forall x \in S)(\exists z)(\forall y)\left[y \in z \Longleftrightarrow y<_{R} x\right] .
$$

Prove that there is a unique operation

$$
F: S \rightarrow V
$$

which is definable in $\mathcal{L}^{\epsilon}$ and satisfies for each $x \in S$ the equation

$$
F(x)=G\left(\left\{\langle y, F(y)\rangle: y<_{R} x\right\} .\right)
$$

Show moreover that if $G, S$ and $R$ are definable in $\mathcal{L}^{\in}$, then so is $F$.
Hint. Imitate the proof of 8C.2.
8 C.8. Prove that the operation

$$
\xi \mapsto V_{\xi}
$$

is definable in $\mathcal{L}^{\epsilon}$.

Hint. Apply 8C. 2 with

$$
G(h)=\left\{\begin{array}{l}
\emptyset \text { if }(\forall \xi \in \mathrm{ON})[\xi \notin \operatorname{Domain}(h)], \\
\operatorname{Power}(h(\xi)) \text { where } \xi=\operatorname{infimum}\{\eta \in \operatorname{Domain}(h): \\
\eta+1 \notin \operatorname{Domain}(h)\}, \\
\text { if }[\exists \eta \in \operatorname{Domain}(h)][\eta+1 \notin \operatorname{Domain}(h)], \\
\bigcup\{h(\xi): \xi \in \operatorname{Domain}(h)\}, \quad \text { otherwise. }
\end{array}\right.
$$

A class $M$ is transitive if

$$
x \in M \& y \in x \Longrightarrow y \in M
$$

In seeking models of Zermelo-Fraenkel set theory we will concentrate on structures of the form $(M, \in)$ with $M$ transitive, partly because of the following basic fact.

8C. 9 (The Mostowski Collapsing Lemma). Show that if $M$ is a transitive class, then the structure $(M, \in)$ satisfies the Axiom of Extensionality.

Conversely, suppose $M$ is a class, $E \subseteq M \times M$ is a binary strict wellfounded condition on $M$ which is definable in $\mathcal{L}^{\epsilon}$ and for each $x \in M,\{y: E(y, x)\}$ is a set. Assume that $(M, E)$ satisfies the Axiom of Extensionality; prove that there is a unique transitive class $\bar{M}$ and a unique bijection

$$
\pi: M \hookrightarrow \bar{M}
$$

which is an isomorphism of $(M, E)$ with $(\bar{M}, \in)$. Moreover, if there is a transitive set $y \subseteq M$ such that $x \in y$ and $E$ agrees with $\in$ on $y$, then $\pi(x)=x$.

Show also that if $M, E$ are definable in $\mathcal{L}^{\epsilon}$, then so are $\bar{M}, \pi$.
Hint. The first assertion is quite easy and will follow from the more genera 8D.3, but the inexperienced reader will do well to check it out.

For the second assertion define $\pi: M \rightarrow V$ by the recursion

$$
\pi(x)=\{\pi(y): E(y, x)\}
$$

and take $\bar{M}=\pi[M]=\{\pi(x): x \in M\}$.
If $y$ is transitive and $y \subseteq M$, show by $\in$-induction that

$$
t \in y \Longrightarrow \pi(t)=t
$$

(By $\in$-induction in this hint we mean the method of proof where you show

$$
(\forall x)[(\forall t \in x) R(t) \Longrightarrow R(x)]
$$

and you infer

$$
(\forall x) R(x) ;
$$

this is easy to justify using the Axiom of Foundation.)
The Mostowski Collapsing Lemma is a very useful fact to which we will appeal often. In the typical case we will be applying it to a structure of the form $(M, \in)$, where $M$ will not be necessarily transitive. In this case of course we will only need to check that $(M, \in)$ satisfies extensionality, since the condition of membership in $(M, \in)$

$$
E^{M}(x, y) \Longleftrightarrow x \in M \& y \in M \& x \in y
$$

is automatically wellfounded; if it does, then we have a canonical isomorphism

$$
\pi: M \multimap \bar{M}
$$

of $M$ with the transitive class $\bar{M}$, the so-called Mostowski collapsing map of $M$. (Of course, if $M$ is a set, then so is $\bar{M}$.)

If $\mathfrak{A}$ is a structure and $T$ is a set of sentences (a theory) in the language of $\mathfrak{A}$, we write

$$
\mathfrak{A} \models T
$$

and we call $\mathfrak{A}$ a model of $T$ just in case

$$
\text { for all } \varphi \in T, \mathfrak{A} \models \varphi \text {. }
$$

8 C. 10 (The Countable Reflection Theorem). Prove that (granting the Axiom of Choice), for every finite set $T^{0}$ of true sentences of $\mathcal{L}^{\epsilon}$, there exists a countable, transitive set $A$ such that $(A, \in) \models T^{0}$.

Hint. Choose $V_{\xi}$ such that $\left(V_{\xi}, \in\right) \models T^{0}$ by the Reflection Theorem 8C.4, find a countable $B \subseteq V_{\xi}$ such that $(B, \in)$ is an elementary submodel of $\left(V_{\xi}, \in\right)$, by the Skolem-Löwenheim Theorem 8A. 4 and take $A=\bar{B}=$ the transitive collapse of $B$. (Notice that 8C. 9 applies because $\left(V_{\xi}, \in\right)$ and hence $(B, \in)$ satisfies extensionality; notice also that you are using the Axiom of Choice in this proof because the SkolemLöwenheim theorem needs $V_{\xi}$ to be wellorderable.)

What we would really like to have is a countable transitive set $A$ such that $(A, \in) \models$ $\mathbf{Z F}$, but we cannot prove that such a set exists assuming just the axioms of $\mathbf{Z F C}$ for $V$. The next result gives us these countable, transitive models of $\mathbf{Z F C}$, granting a strongly inaccessible cardinal.

8C.11. Show that if the Axiom of Choice holds and $\kappa$ is strongly inaccessible, then $\left(V_{\kappa}, \in\right) \models \mathbf{Z F C}$; infer that if there exists a strongly inaccessible cardinal, then there exists a countable, transitive model of ZFC.

Hint. All the axioms of ZFC except perhaps replacement hold in every $\left(V_{\kappa}, \in\right)$ with limit $\kappa$-and replacement is easy to check using the strong inaccessibility. The second assertion is proved as in 8C.10.

This result appears a bit paradoxical at first sight, since a transitive model $(A, \in)$ of ZFC satisfies the formal sentence of $\mathcal{L}^{\epsilon}$
"there exists an uncountable set",
so for some $x \in A$,

$$
(A, \in) \models " x \text { is uncountable". }
$$

If $A$ is countable, surely $x$ is countable, so in the real world (the universe $V$ ) there exists a bijection $f: \omega \longmapsto x$; the explanation of the paradox is that no such bijection can be a member of $A$.

## 8D. Gödel's universe of constructible sets

We will define here the class $L$ of constructible sets and we will prove that the structure $(L, \in)$ satisfies all the axioms of $\mathbf{Z F}$.

The key idea is to imitate the definition of the partial universes $V_{\xi}$ but to replace the power operation (about which we know very little) by the much more tractable operator on sets

$$
\operatorname{Def}(A)=\{x \subseteq A: x \text { is elementary in the structure }(A, \in,\{s: s \in A\})\}
$$

We must first show that Def is definable in $\mathcal{L}^{\epsilon}$.

Recall that in 8A we assigned integer codes to the formulas of a language $\mathcal{L}^{u}$ of a given characteristic. In the next result we use these codes to refer (indirectly) to formulas and definability notions in general within the language $\mathcal{L}^{\epsilon}$. We continue the numbering of Theorem 8C.1.

8D.1. Theorem. The following conditions and operations on $V$ and objects in $V$ are definable in $\mathcal{L}^{\epsilon}$. (When we use variables $m, n, k$, it is understood that the conditions in question do not hold and the operations in question are set $=\emptyset$, unless $m, n, k \in \omega$.)
$\# 21$. $\mathrm{TC}(x)=$ the transitive closure of $x$
$=$ the smallest transitive set $y$ such that $x \in y$.
\#22. ${ }^{n} A=\{h: h$ is a function with domain $n=\{0,1, \ldots, n-1\}$ and values in $A$.
\#23. Formula $(m, n) \Longleftrightarrow m$ is the code of some formula $\varphi\left(\boldsymbol{v}_{0}, \ldots, \boldsymbol{v}_{n-1}\right)$ of the language $\mathcal{L}^{\epsilon}$ whose free variables are among
\#24. $\operatorname{Sat}(m, n, x, A, e) \Longleftrightarrow \boldsymbol{v}_{0}, \ldots, \boldsymbol{v}_{n-1}, \operatorname{Formula}(m, n)$
$\& x \in{ }^{n} A$
$\& e \subseteq A \times A$
$\&\left[\right.$ if $\varphi\left(\boldsymbol{v}_{0}, \ldots, \boldsymbol{v}_{n-1}\right)$ is the formula with code $m$, then
$(A, e) \models \varphi(x(0), \ldots, x(n-1))]$
\#25. $\operatorname{Def}_{1}(m, n, x, A, e)=\{s \in A: \operatorname{Sat}(m, n+1, x \cup\{\langle n, s\rangle\}, A, e)\}$.
\#26. $\operatorname{Def}(A)=\left\{\operatorname{Def}_{1}(m, n, x, A,\{\langle u, v\rangle: u \in v \& u \in A \& v \in A\})\right.$ :
$\left.m \in \omega \& n \in \omega \& x \in{ }^{n} A\right\}$
Proof. \#21. $\mathrm{TC}(x)=\bigcup\{\mathrm{TC}(n, x): n \in \omega\}$, where $\mathrm{TC}(n, x)$ is defined by the recursion

$$
\begin{aligned}
\mathrm{TC}(0, x) & =\{x\}, \\
\mathrm{TC}(n+1, x) & =\bigcup \mathrm{TC}(n, x) .
\end{aligned}
$$

\#22. Use recursion again,

$$
\begin{gathered}
{ }^{0} A=\emptyset, \\
{ }^{(n+1)} A=\left\{y \cup\{\langle n, t\rangle\}: y \in{ }^{n} A \& t \in A\right\} .
\end{gathered}
$$

\#23 is immediate since Formula $(m, n)$ is recursive.
\#25 and \#26 will follow immediately, once we prove that the satisfaction condition is definable.

To prove the latter, define

$$
F_{1}(m, n, x, A, e)= \begin{cases}1 & \text { if } m \text { is the code of some formula } \varphi\left(\boldsymbol{v}_{0}, \ldots, \boldsymbol{v}_{n-1}\right) \text { with } \\ \quad \text { free variables among the } \boldsymbol{v}_{0}, \ldots, \boldsymbol{v}_{n-1} \text { and } x \in{ }^{n} A \text { and } \\ & e \subseteq A \times A \text { and }(A, e) \models \varphi(x(0), \ldots, x(n-1)), \\ 0 & \text { otherwise }\end{cases}
$$

and put

$$
\begin{aligned}
F(m, A, e)=\left\{\left\langle i, n, x, F_{1}(i, n, x, A, e)\right\rangle: n \in \omega \& i<m\right. & \in \omega \\
& \left.\& x \in^{n} A \& e \subseteq A \times A\right\} ;
\end{aligned}
$$

it is enough to show that $F$ is definable in $\mathcal{L}^{\epsilon}$, since

$$
\operatorname{Sat}(m, n, x, A, e) \Longleftrightarrow\langle m, n, x, 1\rangle \in F(m+1, A, e)
$$

To show that $F$ is definable by applying 8 C .6 , we need definable operations $G_{1}, G_{2}$ such that

$$
\begin{aligned}
F(0, A, e) & =G_{1}(A, e) \\
F(m+1, A, e) & =G_{2}(F(m, A, e), m, A, e)
\end{aligned}
$$

The first of these is trivial, since

$$
F(0, A, e)=\emptyset .
$$

On the other hand,

$$
F(m+1, A, e)=F(m, A, e) \cup G_{3}(m, A, e)
$$

where $G_{3}(m, A, e)=\emptyset$, unless $m$ is the code of some formula $\varphi\left(\boldsymbol{v}_{0}, \ldots, \boldsymbol{v}_{n-1}\right)$; and if $m$ is the code of some such formula, then we can easily compute $G_{3}(m, A, e)$ from $F(m, A, e)$ because of the inductive nature of the definition of satisfaction-and the fact that in our coding formulas are assigned bigger codes than their subformulas. For example, if

$$
m=\langle 3, j, k\rangle
$$

so that $m$ is the code of some formula

$$
\left(\exists \boldsymbol{v}_{j}\right)(\varphi)
$$

where $k$ is the code of $\varphi$, then

$$
\begin{aligned}
& G_{3}(m, A, e)=\left\{\langle m, n, x, 1\rangle: m \in \omega \& x \in{ }^{n} A \& e \subseteq A \times A\right. \\
& \&(\exists l)\left(\exists y \in{ }^{l} A\right)[j<l \& n \leq l \&(\forall i<n)[i \neq j \Longrightarrow x(i)=y(i)] \\
& \&\langle k, l, y, 1\rangle \in F(m, A, e)]\} \\
& \cup\left\{\langle m, n, x, 0\rangle: m \in \omega \& x \in{ }^{n} A \& e \subseteq A \times A\right. \\
& \&(\forall l)\left(\forall y \in{ }^{l} A\right)[j<l \& n \leq l \&(\forall i<n)[i \neq j \Longrightarrow x(i)=y(i)] \\
& \Longrightarrow\langle k, l, y, 0\rangle \in F(m, A, e)]\} .
\end{aligned}
$$

Similar expressions for $G_{3}(m, A, e)$ can be found for the other cases where $m$ codes a formula and then we can easily put these together to define $G_{2}(w, m, A, e)$. We will omit the details.

It is obvious from the definition of the operation Def that
$x \in \operatorname{Def}(A) \Longleftrightarrow x \subseteq A$ and there is a formula $\varphi\left(\boldsymbol{v}_{0}, \ldots, \boldsymbol{v}_{n-1}, \boldsymbol{v}_{n}\right)$ in the language $\mathcal{L}^{\epsilon}$ and members $x_{0}, \ldots, x_{n-1}$ of $A$, such that for all $s \in A, s \in x \Longleftrightarrow(A, \in) \models \varphi\left(x_{0}, \ldots, x_{n-1}, s\right)$.
We now define the constructible hierarchy $\left\{L_{\xi}: \xi \in \mathrm{ON}\right\}$ by the recursion

$$
\begin{aligned}
L_{0} & =\emptyset \\
L_{\xi+1} & =\operatorname{Def}\left(L_{\xi}\right), \\
L_{\lambda} & =\bigcup_{\xi<\lambda} L_{\xi}, \text { if } \lambda \text { is a limit ordinal }
\end{aligned}
$$

and we let

$$
L=\bigcup_{\xi} L_{\xi}
$$

be the class of constructible sets. More generally, for any set $A$, put

$$
\begin{aligned}
L_{0}(A) & =\operatorname{TC}(A), \\
L_{\xi+1}(A) & =\operatorname{Def}\left(L_{\xi}(A)\right),
\end{aligned}
$$

and

$$
L(A)=\bigcup_{\xi} L_{\xi}(A)
$$

8D.2. Theorem. (i) The operation $\xi \mapsto L_{\xi}$ is definable in $\mathcal{L}^{\epsilon}$ and the class $L$ is a definable class.
(ii) $\eta \leq \xi \Longrightarrow L_{\eta} \subseteq L_{\xi}$.
(iii) Each $L_{\xi}$ is a transitive set and $L$ is a transitive class.

Similarly,
(iv) The operation $(\xi, A) \mapsto L_{\xi}(A)$ is definable in $\mathcal{L}^{\in}$ and if $A$ is a definable set, then $L(A)$ is a definable class.
(v) $\eta \leq \xi \Longrightarrow L_{\eta}(A) \subseteq L_{\xi}(A)$.
(vi) Each $L_{\xi}(A)$ is a transitive set and $L(A)$ is a transitive class.

Proof. (i) follows from 8C. 2 since it is easy to find a definable $G: V \rightarrow V$ such that

$$
L_{\xi}=G\left(\left\{\left\langle\eta, L_{\eta}\right\rangle: \eta<\xi\right\}\right),
$$

see 8 C .8 .
To prove (ii) and (iii) we show simultaneously by induction that for each $\xi$,

$$
L_{\xi} \text { is transitive and } \eta<\xi \Longrightarrow L_{\eta} \subseteq L_{\xi}
$$

This is trivial for $\xi=0$ or limit ordinals $\xi$.
If $\xi=\zeta+1$, suppose first that $\eta<\xi$ and $x \in L_{\eta}$; by induction hypothesis then $x \in L_{\zeta}$ and $x \subseteq L_{\zeta}$, so that $x \in L_{\zeta+1}$, since we can obviously define $x$ as a subset of $L_{\zeta}$ using $x$ as a parameter,

$$
s \in x \Longleftrightarrow\left(L_{\zeta}, \in\right) \models s \in x
$$

In particular, $L_{\zeta} \subseteq L_{\zeta+1}$ and hence for any $x \in L_{\zeta+1}$ and $y \in x$, we have $y \in L_{\zeta}$ and hence $y \in L_{\zeta+1}$, so $L_{\zeta+1}$ is also transitive.

Now $L$ is easily transitive as the union of transitive sets and (iv)-(vi) are proved similarly.

The transitivity of $L$ was well worth pointing out because of the following general fact about transitive classes. ( $\Sigma_{0}$ formulas are defined on page 379).

8D.3. Lemma. Let $M$ be a transitive class.
(i) If $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ is a formula in $\Sigma_{0}$ with the indicated free variables and $x_{1}, \ldots, x_{n} \in$ $M$, then

$$
(V, \in) \models \varphi\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow(M, \in) \models \varphi\left(x_{1}, \ldots, x_{n}\right) .
$$

(ii) The structure $(M, \in)$ satisfies the Axioms of Extensionality and Foundation in the list ZF.
(iii) If $M$ is closed under pairing and union, then $(M, \in)$ satisfies the Axioms of Pairing and Union.
(iv) If some infinite ordinal $\lambda \in M$, then $(M, \in)$ satisfies the Axiom of Infinity.

Proof. (i) Reverting to the notation of 8A which is more appropriate here, we must show that if $\varphi$ is a formula in $\Sigma_{0}$ and $\bar{x}=\left\{x_{j}\right\}$ is any assignment into $M$, then

$$
(V, \in), \bar{x} \models \varphi \Longleftrightarrow(M, \in), \bar{x} \models \varphi
$$

This is immediate for prime formulas, e.g.,

$$
\begin{aligned}
(V, \in), \bar{x} \models \boldsymbol{v}_{i} \in \boldsymbol{v}_{j} & \Longleftrightarrow x_{i} \in x_{j} \\
& \Longleftrightarrow(M, \in), \bar{x} \models \boldsymbol{v}_{i} \in \boldsymbol{v}_{j}
\end{aligned}
$$

and if it holds for $\varphi$ and $\psi$, it obviously holds for $\neg(\varphi)$ and for $(\varphi) \&(\psi)$. By induction on the length of formulas then, in the non-trivial case,

$$
(V, \in), \bar{x} \models\left(\exists \boldsymbol{v}_{i}\right)\left[\boldsymbol{v}_{i} \in \boldsymbol{v}_{j} \& \varphi\right] \Longleftrightarrow \text { for some } z \in x_{j},(V, \in), \bar{x}^{z} \models \varphi
$$

where

$$
x_{k}^{z}= \begin{cases}x_{k} & \text { if } k \neq i, \\ z & \text { if } k=i\end{cases}
$$

but since $M$ is transitive and $x_{j} \in M$, we have $x_{j} \subseteq M$ and hence for every $z \in x_{j}$ the assignment $\bar{x}^{z}$ is into $M$, so that by the induction hypothesis,

$$
\text { for some } \begin{aligned}
z \in x_{j},(V, \in), \bar{x}^{z} \models \varphi & \Longleftrightarrow \text { for some } z \in x_{j},(M, \in), \bar{x}^{z} \models \varphi \\
& \Longleftrightarrow(M, \in), \bar{x} \models\left(\exists \boldsymbol{v}_{i} \in \boldsymbol{v}_{j}\right) \varphi .
\end{aligned}
$$

(ii) It is easy to check that both of these axioms are expressed in $\mathcal{L}^{\in}$ by formulas of the form

$$
\left(\forall \boldsymbol{x}_{1}\right) \cdots\left(\forall \boldsymbol{x}_{n}\right) \varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)
$$

where $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ is in $\Sigma_{0}$. Hence

$$
\begin{aligned}
(V, \in) \models & \left(\forall \boldsymbol{x}_{1}\right) \cdots\left(\forall \boldsymbol{x}_{n}\right) \varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right) \\
& \Longrightarrow \text { for all } x_{1}, \ldots, x_{n},(V, \in) \models \varphi\left(x_{1}, \ldots, x_{n}\right) \\
& \Longrightarrow \text { for all } x_{1}, \ldots, x_{n} \in M,(M, \in) \models \varphi\left(x_{1}, \ldots, x_{n}\right) \quad \text { (using (i)) } \\
& \Longrightarrow(M, \in) \models\left(\forall \boldsymbol{x}_{1}\right) \cdots\left(\forall \boldsymbol{x}_{n}\right) \varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)
\end{aligned}
$$

and since these axioms hold in $(V, \in)$, they must also hold in $(M, \in)$.
(iii) Again, it is easy to find a formula $\varphi(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z})$ in $\Sigma_{0}$ such that

$$
z=\{x, y\} \Longleftrightarrow(V, \in) \models \varphi(x, y, z) .
$$

To show that $(M, \in)$ satisfies the Pairing Axiom then, we must verify that for each $x \in M, y \in M$, there is some $z \in M$ such that $(M, \in) \models \varphi(x, y, z)$; of course, we take $z=\{x, y\}$ and we use (i).

The argument for the Union Axiom is similar.
(v) If $\lambda \in M$ and $\lambda$ is infinite, then either $\omega=\lambda$ or $\omega \in \lambda$ and in either case, by the transitivity of $M, \omega \in M$. Checking \#20 and then \#19 and \#18 of 8C.1, we can construct a $\Sigma_{0}$ formula $\varphi(\boldsymbol{x})$ such that

$$
x=\omega \Longleftrightarrow(V, \in) \models \varphi(x) ;
$$

in part $\varphi(\boldsymbol{x})$ asserts that $\boldsymbol{x}$ is the $z$ required to exist by the Axiom of Infinity. Clearly $(V, \in) \models \varphi(\omega)$ and then by (i), $(M, \in) \models \varphi(\omega)$ so that $(M, \in)$ satisfies the Axiom of Infinity.

The lemma implies immediately that $(L, \in)$ satisfies all the axioms of $\mathbf{Z F}$ except perhaps for the Power and Replacement Axioms. The key to deriving these for $(L, \in)$ is the Reflection Theorem 8C.4.

It is worth putting down a general result.
8D.4. Theorem. Let $\xi \mapsto C_{\xi}$ be an operation on ordinals to sets which is definable in $\mathcal{L}^{\in}$ and satisfies the following four conditions.
(i) Each $C_{\xi}$ is a transitive set.
(ii) $\zeta \leq \xi \Longrightarrow C_{\zeta} \subseteq C_{\xi}$.
(iii) If $\lambda$ is a limit ordinal, then $C_{\lambda}=\bigcup_{\xi<\lambda} C_{\xi}$.
(iv) For each $\xi$, if $x \subseteq C_{\xi}$ is elementary in the structure

$$
\mathfrak{C}_{\xi}=\left(C_{\xi}, \in,\left\{s: s \in C_{\xi}\right\}\right),
$$

then there is some $\zeta$ such that $x \in C_{\zeta}$.
Let $C=\bigcup_{\xi} C_{\xi}$; then the structure

$$
\mathfrak{C}=(C, \in)
$$

is a model of $\mathbf{Z F}$ which furthermore contains all the ordinals.
In particular, $(L, \in)$ and each $(L(A), \in)$ are models of $\mathbf{Z F}$ which contain all the ordinals.

Proof. To begin with, we know from 8D. 3 that $\mathfrak{C}$ satisfies extensionality, foundation, pairing and union, since condition (iv) in the hypothesis implies easily that $C$ is closed under pairing and union.

We argue that $C$ must contain all ordinals; if not, let $\lambda$ be the least ordinal not in $C$ and choose $\xi$ large enough so that $\lambda \subseteq C_{\xi}$. Let $\varphi(\boldsymbol{x})$ be a formula in $\Sigma_{0}$ such that

$$
\operatorname{Ordinal}(x) \Longleftrightarrow(V, \in) \models \varphi(x) ;
$$

this is easy to construct from the expression given in $\# 18$ of $8 C .1$. Since no ordinal $\geq \lambda$ can be in $C_{\xi}$ (by transitivity), we have

$$
\left\{x \in C_{\xi}: \mathfrak{C}_{\xi} \models \varphi(x)\right\}=\lambda ;
$$

hence by condition (iv), $\lambda \in C$, which is a contradiction.
It follows in particular that $\omega \in C$, so that $\mathfrak{C}$ satisfies the Axiom of Infinity by 8D.3.
Verification of the Power Axiom. It is enough to show that for each $x \in C$, there is some $z \in C$ such that $z$ has as members precisely all the members of $C$ which are subsets of $x$-from this we can infer that $\mathfrak{C}$ satisfies the Power Axiom by arguments familiar from the proof of 8D. 3 and above.

Consider the operation

$$
F(u)= \begin{cases}\text { least } \xi \text { such that } u \in C_{\xi}, & \text { if } u \in C \& u \subseteq x, \\ 0 & \text { otherwise }\end{cases}
$$

this is obviously definable in $\mathcal{L}^{\epsilon}$, so by the Replacement Axiom, the image $F[\operatorname{Power}(x)]$ is a set. (We are using the fact that $x$ has a power set in $V$.) Now $F[\operatorname{Power}(x)]$ is a set of ordinals, so there must be an ordinal $\lambda$ above all of them and we have: if $u \in C$ and $u \subseteq x$, then $u \in C_{\lambda}$. Thus

$$
z=\left\{u \in C_{\lambda}: u \subseteq x\right\}
$$

has as members precisely the subsets of $x$ which are in $C$ and since $z$ is clearly definable in $\mathfrak{C}_{\lambda}$, it is a member of $C$ by (iv).

Verification of the Axiom Scheme of Replacement. Suppose $x \in C$ and $F: C \rightarrow C$ is an operation which is definable (with parameters) on $\mathfrak{C}$, i.e., for some formula $\psi\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}, \boldsymbol{s}, \boldsymbol{t}\right)$ and fixed $y_{1}, \ldots, y_{n} \in C$,

$$
F(s)=t \Longleftrightarrow \mathfrak{C} \models \psi\left(y_{1}, \ldots, y_{n}, s, t\right) \quad(s, t \in C)
$$

as above, it is enough to show that the image

$$
F[x]=\{F(s): s \in x\}
$$

is also a member of $C$.
Using the Reflection Theorem, choose $\lambda$ so that $x, y_{1}, \ldots, y_{n} \in C_{\lambda}$ and for $s, t \in C_{\lambda}$,

$$
\mathfrak{C} \models \psi\left(y_{1}, \ldots, y_{n}, s, t\right) \Longleftrightarrow\left(C_{\lambda}, \in\right) \models \psi\left(y_{1}, \ldots, y_{n}, s, t\right)
$$

and make sure as in the argument above that $F[x] \subseteq C_{\lambda}$; clearly

$$
F[x]=\left\{t \in C_{\lambda}: \mathfrak{C}_{\lambda} \models(\exists \boldsymbol{s})\left[\boldsymbol{s} \in x \& \psi\left(y_{1}, \ldots, y_{n}, \boldsymbol{s}, t\right)\right]\right\}
$$

and hence $F[x]$ is elementary in $\mathfrak{C}_{\lambda}$ and must be in $C$ by (iv).
This concludes the proof of the main part of the theorem and the fact that $L$ and $L(A)$ satisfy the hypotheses follows easily from their definitions.

## Exercises

Let us take up first a few simple exercises which will help clarify the definability notions we have been using.

8D.5. Show that if $R\left(x_{1}, \ldots, x_{n}\right)$ is definable by a $\Sigma_{0}$ formula, then the condition

$$
R^{*}\left(k_{1}, \ldots, k_{n}\right) \Longleftrightarrow k_{1} \in \omega \& \cdots \& k_{n} \in \omega \& R\left(k_{1}, \ldots, k_{n}\right)
$$

is recursive.
A little thinking is needed for the next one.
8D.6. Prove that the condition of satisfaction in \#24 of 8 C. 4 is not definable by a $\Sigma_{0}$ formula.

A formula of $\mathcal{L}^{\epsilon}$ is in $\Sigma_{1}$ if it is of the form

$$
\left(\exists \boldsymbol{y}_{1}\right) \cdots\left(\exists \boldsymbol{y}_{n}\right) \varphi\left(\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{n}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{m}\right),
$$

where $\varphi\left(\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{n}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{m}\right)$ is $\Sigma_{0}$. The next result is not entirely trivial and we will not appeal to it later, but it is useful to understand.

8D.7. Prove that every condition, operation and object in \#1-\#26 of 8C. 1 and 8D. 1 is definable by a $\Sigma_{1}$ formula. (A weak form of the Axiom of Choice is needed.)

Hint. The key fact is to check that if a condition $R\left(y, x_{1}, \ldots, x_{n}\right)$ is definable by a $\Sigma_{1}$ formula, then so is the condition

$$
Q\left(z, x_{1}, \ldots, x_{n}\right) \Longleftrightarrow(\forall y \in z) R\left(y, x_{1}, \ldots, x_{n}\right)
$$

8D.8. Prove that if $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ is a $\Sigma_{1}$ formula, $M$ is a transitive class, $x_{1}, \ldots, x_{n} \in$ $M$ and $(M, \in) \models \varphi\left(x_{1}, \ldots, x_{n}\right)$, then $(V, \in) \models \varphi\left(x_{1}, \ldots, x_{n}\right)$.

8D.9. Suppose $F: V \rightarrow V$ is an operation definable by a $\Sigma_{1}$ formula $\varphi(\boldsymbol{x}, \boldsymbol{y})$ and suppose that we can prove in $\mathbf{Z F}$ that $(\forall \boldsymbol{x})(\exists!\boldsymbol{y}) \varphi(\boldsymbol{x}, \boldsymbol{y})$; prove that for every transitive $\operatorname{model}(M, \in)$ of $\mathbf{Z F}$,

$$
x \in M \Longrightarrow F(x) \in M .
$$

Hint. Use the fact that $(M, \in) \models(\forall \boldsymbol{x})(\exists!\boldsymbol{y}) \varphi(\boldsymbol{x}, \boldsymbol{y})$, which follows from the hypothesis that $(M, \in) \models \mathbf{Z F}$ and that $(\forall \boldsymbol{x})(\exists!\boldsymbol{y}) \varphi(\boldsymbol{x}, \boldsymbol{y})$ is a theorem of $\mathbf{Z F}$.

The rank of a set $x$ is the least ordinal $\xi$ such that $x \in V_{\xi+1}$. It is easy to check that this can be defined also by the recursion on $\epsilon$

$$
\operatorname{rank}(x)=\operatorname{supremum}\{\operatorname{rank}(y)+1: y \in x\}
$$

(where supremum $(\emptyset)=0$ ) and that for each ordinal $\xi$,

$$
\operatorname{rank}(\xi)=\xi .
$$

8D.10. Show that for each $\xi, L_{\xi} \subseteq V_{\xi}$ so that

$$
x \in L_{\xi} \Longrightarrow \operatorname{rank}(x) \leq \xi
$$

Show also that for each $\xi$,

$$
\xi \in L_{\xi+1} .
$$

Hint. $L_{\xi} \subseteq V_{\xi}$ is easy by induction. The second assertion follows from

$$
\xi=\left\{x \in L_{\xi}: \operatorname{Ordinal}(x)\right\},
$$

8D. 3 and the fact that $\operatorname{Ordinal}(x)$ can be defined by a $\Sigma_{0}$ formula.
8D.11. Show that for each ordinal $\xi \geq \omega$,

$$
\operatorname{card}\left(L_{\xi}\right)=\operatorname{card}(\xi) .
$$

Hint. Use induction on $\xi$ and a bit of cardinal arithmetic; you need to check (without using the Axiom of Choice) that if $\kappa$ is an infinite cardinal, then the sets $\bigcup\left\{{ }^{n} \kappa: n \in \omega\right\}$ and $\kappa \times \kappa$ do not have bigger cardinality than $\kappa$.

The nature of the constructible hierarchy $\left\{L_{\xi}: \xi \in \mathrm{ON}\right\}$ makes it possible to define explicitly a wellordering of $L$. We will outline a proof of this result in some detail in the next exercise, as it is the key to our showing in the next section that the Axiom of Choice holds in ( $L, \in$ ).

8D.12. Prove that there is a binary condition $x \leq_{L} y$ which is definable in $\mathcal{L}^{\epsilon}$ and wellorders $L$ and such that

$$
x \leq_{L} y \& y \in L_{\xi} \Longrightarrow x \in L_{\xi}
$$

In particular, if $V=L$ (i.e., if every set is in $L$ ), then the Axiom of Choice holds.
Hint. The idea is to construct an operation

$$
f: \mathrm{ON} \rightarrow V
$$

which is definable in $\mathcal{L}^{\epsilon}$ and such that for each $\xi, F(\xi)$ is a wellordering of $L_{\xi}$-i.e., $F(\xi) \subseteq L_{\xi} \times L_{\xi}$ and the condition

$$
u \leq_{\xi} v \Longleftrightarrow\langle u, v\rangle \in F(\xi)
$$

wellorders $L_{\xi}$.
We will build up $F$ step-by-step.

1. There is an operation $F_{1}: \omega \times V \times V \rightarrow V$ which is definable in $\mathcal{L}^{\epsilon}$ and such that if $w$ wellorders $A$, then $F_{1}(n, w, A)$ wellorders ${ }^{n} A$.

Hint. Order the $n$-tuples from $A$ lexicographically, using $w$.
2. There is an operation $F_{2}: V^{2} \rightarrow V$ which is definable in $\mathcal{L}^{\epsilon}$ and such that if $w$ wellorders $A$, then $F_{2}(w, A)$ wellorders $\bigcup\left\{{ }^{n} A: n \in \omega\right\}$.

Hint. For $x, x^{\prime}$ in $\bigcup\left\{{ }^{n} A: n \in \omega\right\}$ put

$$
\begin{aligned}
\left\langle x, x^{\prime}\right\rangle \in F(w, A) \Longleftrightarrow & \begin{array}{l}
\text { Domain }(x)<\operatorname{Domain}\left(x^{\prime}\right) \\
\\
\vee(\exists n)\left[\operatorname{Domain}(x)=\operatorname{Domain}\left(x^{\prime}\right)=n\right.
\end{array} \\
& \left.\&\left\langle x, x^{\prime}\right\rangle \in F_{1}(n, w, A)\right] .
\end{aligned}
$$

3. There is an operation $F_{3}: V^{2} \rightarrow V$ which is definable in $\mathcal{L}^{\epsilon}$ and such that if $w$ wellorders $A$, then $F_{3}(w, A)$ wellorders $\operatorname{Def}(A)$.

Hint. Let

$$
G_{1}(m, n, x, A)=\operatorname{Def}_{1}(m, n, A,\{\langle u, v\rangle: u \in A \& v \in A \& u \in v\})
$$

and for $y \in \operatorname{Def}(A)$ define successively:
$G_{2}(y, w, A)=$ least $m$ such that $(\exists n)\left(\exists x \in{ }^{n} A\right)\left[y=G_{1}(m, n, x, A)\right]$,
$G_{3}(y, w, A)=$ least $n$ such that $\left(\exists x \in{ }^{n} A\right)\left[y=G_{1}\left(G_{2}(y, w, A), n, x, A\right)\right]$,
$G_{4}(y, w, A)=$ least $x$ in the ordering $F_{2}(w, A)$ such that

$$
y=G_{1}\left(G_{2}(y, w, A), G_{3}(y, w, A), x, A\right) .
$$

Now each $y \in \operatorname{Def}(A)$ is completely determined by the triple

$$
\left(G_{2}(y, w, A), G_{3}(y, w, A), G_{4}(y, w, A)\right)
$$

and we can order these triples lexicographically, using the wellordering $F_{2}(w, A)$ in the last component.
4. There is an operation $F: \mathrm{ON} \rightarrow V$ which is definable in $L$ and such that for each $\xi, F(\xi)$ is a wellordering of $L_{\xi}$.

Hint. We define $F$ by recursion on the ordinals (8C.2), in the form where we take cases on 0 , successors and limits, as in 8C.8.

Clearly $F(0)=\emptyset$ and at the successor step,

$$
F(\xi+1)=F_{3}\left(F(\xi), L_{\xi}\right) .
$$

If $\lambda$ is limit, define first $G: L \rightarrow \mathrm{ON}$ by

$$
G(x)=\text { least } \xi \text { such that } x \in L_{\xi}
$$

and put

$$
\begin{aligned}
F(\lambda)=\{\langle x, y\rangle \in & L_{\lambda} \times L_{\lambda}: G(x)<G(y) \\
& \vee[G(x)=G(y) \&\langle x, y\rangle \in F(G(x))]\} .
\end{aligned}
$$

The result follows from this by setting again

$$
x \leq_{L} y \Longleftrightarrow G(x)<G(y) \vee[G(x)=G(y) \&\langle x, y\rangle \in F(G(x))] .
$$

Notice that initial segments are sets, since

$$
x \leq_{L} y \Longrightarrow x \in L_{G(y)} .
$$

All the usual forms of the Axiom of Choice follow trivially from the first assertion of the result.

## 8E. Absoluteness

In the last result of the preceding section (8D.12) we just about proved that the structure $(L, \epsilon)$ satisfies the Axiom of Choice. In fact we showed that there is a certain definable condition $x \leq_{L} y$ such that
(1) if every set is in $L$, then $\left\{(x, y): x \leq_{L} y\right\}$ wellorders the collection of all sets;
since in the structure $(L, \in)$ every set is obviously in $L$, the structure $(L, \in)$ satisfies the hypothesis of (1) and therefore it must satisfy the conclusion, which is a very strong "global" form of the Axiom of Choice.

To see that matters are not quite as simple as that, let us try to express (1) in the language $\mathcal{L}^{\epsilon}$. Choose first a formula $\varphi_{L}(\boldsymbol{x}, \boldsymbol{\xi})$ of $\mathcal{L}^{\in}$ by 8 D .2 so that

$$
\begin{equation*}
x \in L_{\xi} \Longleftrightarrow(V, \in) \models \varphi_{L}(x, \xi) \tag{2}
\end{equation*}
$$

and let

$$
\begin{equation*}
V=L \Longleftrightarrow(\forall \boldsymbol{x})(\exists \xi) \varphi_{L}(\boldsymbol{x}, \boldsymbol{\xi}) \tag{3}
\end{equation*}
$$

so that this formal sentence " $V=L^{\text {" }}$ clearly expresses in $\mathcal{L}^{\epsilon}$ the proposition that every set is constructible. Choose then another formula $\psi_{L}(\boldsymbol{x}, \boldsymbol{y})$ of $\mathcal{L}^{\epsilon}$ by 8D. 12 such that

$$
x \leq_{L} y \Longleftrightarrow(V, \in) \models \psi_{L}(x, y)
$$

and take

$$
\psi^{*} \Longleftrightarrow "\left\{(\boldsymbol{x}, \boldsymbol{y}): \psi_{L}(\boldsymbol{x}, \boldsymbol{y})\right\} \text { is a wellordering of } V^{"},
$$

where it is easy to turn the symbolized English in quotes into a formal sentence of $\mathcal{L}$. Now (1) is expressed by the formal sentence of $\mathcal{L}^{\epsilon}$

$$
\begin{equation*}
V=L \rightarrow \psi^{*} \tag{4}
\end{equation*}
$$

and what we would like to prove is that

$$
\begin{equation*}
(L, \in) \models \psi^{*} . \tag{5}
\end{equation*}
$$

It is important here that 8 D .12 was proved on the basis of the axioms in $\mathbf{Z F}$ without appeal to the Axiom of Choice. Since ( $L, \in$ ) is a model of $\mathbf{Z F}$ by 8 D .4 , it must also satisfy all the consequences of $\mathbf{Z F}$ and certainly

$$
\begin{equation*}
(L, \in) \models V=L \rightarrow \psi^{*} . \tag{6}
\end{equation*}
$$

Now the hitch is that in order to infer (5) from (6), we must prove

$$
\begin{equation*}
(L, \in) \models V=L ; \tag{7}
\end{equation*}
$$

this is what we took as "obvious" in the first paragraph above, after expressing it sloppily in English by "every set in the structure ( $L, \in$ ) is in $L$. ." But is (7) obvious?

By the definition of satisfaction and the construction of the sentence $V=L$ above, (7) is equivalent to

$$
\begin{equation*}
\text { for each } x \in L \text {, there exists } \xi \in L \text { such that }(L, \in) \models \varphi_{L}(x, \xi) \text {, } \tag{8}
\end{equation*}
$$

while what we know is

$$
\begin{equation*}
\text { for each } x \in L \text {, there exists } \xi \in L \text { such that }(V, \in) \models \varphi_{L}(x, \xi) \text {. } \tag{9}
\end{equation*}
$$

Thus, to complete the proof of (7) and verify that $(L, \in)$ satisfies the Axiom of Choice, we must prove that we can choose the formula $\varphi_{L}(\boldsymbol{x}, \boldsymbol{\xi})$ so that in addition to (2), it also satisfies

$$
\begin{equation*}
(V, \in) \models \varphi_{L}(x, \xi) \Longleftrightarrow(L, \in) \models \varphi_{L}(x, \xi), \tag{10}
\end{equation*}
$$

when $x \in L$. In other words, we must show that the basic condition of constructibility can be defined in $\mathcal{L}^{\epsilon}$ so that the model $(L, \in)$ recognizes that each of its members is constructible.

The theory of absoluteness which we will develop to do this is the key to many other results, including the fact that $V=L$ implies the generalized continuum hypothesis. We will study here the basic facts about absoluteness and then we will derive the consequences about $L$ in 8 F .

Since we will be considering only structures of the form $(M, \in)$ let us simplify notation and write

$$
M \models \varphi\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow(M, \in) \models \varphi\left(x_{1}, \ldots, x_{n}\right) ;
$$

similarly, for sets of sentences of $\mathcal{L}^{\in}$,

$$
\begin{aligned}
M \models T & \Longleftrightarrow(M, \in) \models T \\
& \Longleftrightarrow \text { for each } \varphi \in T,(M, \in) \models \varphi .
\end{aligned}
$$

We will call $M$ a standard model of a set of sentences $T$ in $\mathcal{L}^{\in}$ (a set theory) if $M$ is a transitive class (perhaps a set) and $M \models T$; if in addition $M$ contains all the ordinals, we will call $M$ an inner model of $T$-so that by 8D.4, $L$ and each $L(A)$ are inner models of $\mathbf{Z F}$.

Let $\mathcal{D}$ be a collection of transitive classes and let $R$ be an $n$-ary condition on $V$. We say that $R$ is definable in $\mathcal{L}^{\in}$ absolutely for $\mathcal{D}$ or simply absolute for (classes in) $\mathcal{D}$ if there exists a formula $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ of $\mathcal{L}^{\epsilon}$ such that for every $M$ in $\mathcal{D}$ and $x_{1}, \ldots, x_{n}$ in $M$,

$$
R\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow M \models \varphi\left(x_{1}, \ldots, x_{n}\right) .
$$

This notion is the key metamathematical tool for the study of models of set theory.
Notice that if $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ defines $R$ absolutely for $\mathcal{D}$, then in particular for $M, N$ in $\mathcal{D}$, if $M \subseteq N$ and $x_{1}, \ldots, x_{n} \in M$, then

$$
M \models \varphi\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow N \models \varphi\left(x_{1}, \ldots, x_{n}\right) .
$$

In all the cases we will consider, the universe $V$ will be in $\mathcal{D}$; then for each $M$ in $\mathcal{D}$ and $x_{1}, \ldots, x_{n} \in M$, we have

$$
\begin{aligned}
R\left(x_{1}, \ldots, x_{n}\right) & \Longleftrightarrow V \models \varphi\left(x_{1}, \ldots, x_{n}\right) \\
& \Longleftrightarrow M \models \varphi\left(x_{1}, \ldots, x_{n}\right) .
\end{aligned}
$$

Following the same idea, an operation $F: C_{1} \times \cdots \times C_{n} \rightarrow V$ (where $C_{1}, \ldots, C_{n}$ are given classes) is definable in $\mathcal{L}^{\epsilon}$ absolutely for $\mathcal{D}$ or just absolute for $\mathcal{D}$, if three things hold.
(1) The classes $C_{1}, C_{2}, \ldots, C_{n}$ are absolute for $\mathcal{D}$-i.e., each membership condition $x \in C_{i}$ is absolute for $\mathcal{D}$.
(2) If $M \in \mathcal{D}$ and $x_{1} \in C_{1} \cap M, \ldots, x_{n} \in C_{n} \cap M$, then

$$
F\left(x_{1}, \ldots, x_{n}\right) \in M .
$$

(3) There is a formula $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{y}\right)$ of $\mathcal{L}^{\in}$ such that for each $M \in \mathcal{D}$ and $x_{1} \in C_{1} \cap M, \ldots, x_{n} \in C_{n} \cap M$,

$$
F\left(x_{1}, \ldots, x_{n}\right)=y \Longleftrightarrow M \models \varphi\left(x_{1}, \ldots, x_{n}, y\right)
$$

An object $c$ is absolute for $\mathcal{D}$ if for each $M \in \mathcal{D}$,

$$
c \in M
$$

and the condition

$$
R_{c}(x) \Longleftrightarrow x=c
$$

is absolute for $\mathcal{D}$.
It is common to also call absolute for $\mathcal{D}$ the relevant formula $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ of $\mathcal{L}^{\epsilon}$ which defines a given condition, operation or constant as above.

If $\mathcal{D}$ consists of just two classes, $V$ and some $M$, we will say absolute for $M$ instead for absolute for $\mathcal{D}$.

We now come to the important metamathematical concept of $\mathbf{Z F}$-absoluteness.
Let us collectively call notions the relations and operations on $V$ as well as the members of $V$. A notion $N$ is $\mathbf{Z F}$-absolute if there exists a finite set $T^{0} \subseteq \mathbf{Z F}$ of axioms in $\mathbf{Z F}$ such that $N$ is absolute for the collection $\mathcal{D}$ of standard models of $T^{0}$,

$$
M \in \mathcal{D} \Longleftrightarrow M \models T^{0} .
$$

Intuitively, a notion $N$ is $\mathbf{Z F}$-absolute if there is a formula of $\mathcal{L}^{\epsilon}$ which defines $N$ in all sufficiently good approximations to standard models of $\mathbf{Z F}$.

We will need to know that a good many notions are ZF-absolute. Before embarking on this let us establish the closure properties of the collection of ZF-absolute notions in the next simple but basic theorem.

8E.1. Theorem. (i) The collection of $\mathbf{Z F}$-absolute conditions contains $\in$ and $=$ and is closed under the propositional operations $\neg, \&, \vee, \Longrightarrow, \Longleftrightarrow$.
(ii) The collection of $\mathbf{Z F}$-absolute operations is closed under addition and permutation of variables and under composition; each n-ary projection operation

$$
F\left(x_{1}, \ldots, x_{n}\right)=x_{i}
$$

is $\mathbf{Z F}$-absolute.
(iii) An object $c \in V$ is $\mathbf{Z F}$-absolute if and only if each n-ary constant operation

$$
F\left(x_{1}, \ldots, x_{n}\right)=c
$$

is $\mathbf{Z F}$-absolute.
(iv) If $R \subseteq V^{m}$ and $F_{1}: C_{1} \times \cdots \times C_{n} \rightarrow V, \ldots, F_{m}: C_{1} \times \cdots \times C_{n} \rightarrow V$ are all $\mathbf{Z F}$-absolute and

$$
\begin{aligned}
& P\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow x_{1} \in C_{1} \& \cdots \& x_{n} \in C_{n} \\
& \qquad \& R\left(F_{1}\left(x_{1}, \ldots, x_{n}\right), \ldots, F_{m}\left(x_{1}, \ldots, x_{n}\right)\right),
\end{aligned}
$$

then $P$ is also $\mathbf{Z F}$-absolute.
(v) If $R \subseteq V^{n+1}$ is $\mathbf{Z F}$-absolute and

$$
\begin{aligned}
P\left(x_{1}, \ldots, x_{n}, z\right) & \Longleftrightarrow(\exists y \in z) R\left(x_{1}, \ldots, x_{n}, y\right), \\
Q\left(x_{1}, \ldots, x_{n}, z\right) & \Longleftrightarrow(\forall y \in z) R\left(x_{1}, \ldots, x_{n}, y\right),
\end{aligned}
$$

then $P$ and $Q$ are also $\mathbf{Z F}$-absolute.
(vi) Suppose $P \subseteq V^{n+1}$ is $\mathbf{Z F}$-absolute, $Q \subseteq V^{n+1}$ and there exists a finite $T^{0} \subseteq \mathbf{Z F}$ such that for each transitive $M \models T^{0}$ and $x_{1}, \ldots, x_{n} \in M$,

$$
\left.(\exists y \in M) P\left(x_{1}, \ldots, x_{n}, y\right) \Longleftrightarrow\right)(\forall y \in M) Q\left(x_{1}, \ldots, x_{n}, y\right) ;
$$

then the condition $R \subseteq V^{n}$ defined by

$$
R\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow(\exists y) P\left(x_{1}, \ldots, x_{n}, y\right)
$$

is $\mathbf{Z F}$-absolute.
(vii) If $G: V^{n+1} \rightarrow V$ is $\mathbf{Z F}$-absolute, then so is $F: V^{n+1} \rightarrow V$ defined by

$$
F\left(x_{1}, \ldots, x_{n}, w\right)=\left\{G\left(x_{1}, \ldots, x_{n}, t\right): t \in w\right\} ;
$$

similarly with more variables, if $G: V^{n+m} \rightarrow V$ is $\mathbf{Z F}$-absolute, so is

$$
F\left(x_{1}, \ldots, x_{n}, w_{1}, \ldots, w_{m}\right)
$$

$$
=\left\{G\left(x_{1}, \ldots, x_{n}, t_{1}, \ldots, t_{m}\right): t_{1} \in w_{1} \& \cdots \& t_{n} \in w_{n}\right\}
$$

(viii) If $R \subseteq V^{n+1}$ is $\mathbf{Z F}$-absolute, then so is the operation

$$
F\left(x_{1}, \ldots, x_{n}, w\right)=\left\{t \in w: R\left(x_{1}, \ldots, x_{n}, t\right)\right\} .
$$

Proof. Parts (i) - (iv) are very easy, using the basic properties of the language $\mathcal{L}^{\epsilon}$. For example if

$$
R\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow P\left(x_{1}, \ldots, x_{n}\right) \& Q\left(x_{1}, \ldots, x_{n}\right)
$$

with $P$ and $Q$ given $\mathbf{Z F}$-absolute conditions, choose finite $T^{0} \subseteq \mathbf{Z F}, T^{1} \subseteq \mathbf{Z F}$ and formulas $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right), \psi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ of $\mathcal{L}^{\epsilon}$ such that for $M \models T^{0}, x_{1}, \ldots, x_{n} \in M$,

$$
P\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow M \models \varphi\left(x_{1}, \ldots, x_{n}\right)
$$

and for $M \models T^{1}, x_{1}, \ldots, x_{n} \in M$,

$$
Q\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow M \models \psi\left(x_{1}, \ldots, x_{n}\right) .
$$

It is clear that if $M \models T^{0} \cup T^{1}$ and $x_{1}, \ldots, x_{n} \in M$, then

$$
R\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow M \models \varphi\left(x_{1}, \ldots, x_{n}\right) \& \psi\left(x_{1}, \ldots, x_{n}\right),
$$

so the formula $\varphi\left(x_{1}, \ldots, x_{n}\right) \& \psi\left(x_{1}, \ldots, x_{n}\right)$ defines $R$ absolutely on all standard models of $T^{0} \cup T^{1}$.

Suppose again that

$$
F(x)=G\left(H_{1}(x), H_{2}(x)\right)
$$

where $G, H_{1}, H_{2}$ are ZF-absolute and we have chosen one binary and two unary operations to simplify notation. Choose finite subsets $T^{G}, T^{1}, T^{2}$ of $\mathbf{Z F}$ and formulas $\psi(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{z}), \varphi_{1}(\boldsymbol{x}, \boldsymbol{u}), \varphi_{2}(\boldsymbol{x}, \boldsymbol{v})$ of $\mathcal{L}^{\in}$ such that for $M \models T^{G}$ and $u, v, z \in M$ we have $G(u, v) \in M$ and

$$
G(u, v)=z \Longleftrightarrow M \models \psi(u, v, z)
$$

and similarly with $H_{1}, T^{1}$ and $\varphi_{1}(\boldsymbol{x}, \boldsymbol{u}), H_{2}, T^{2}$ and $\varphi_{2}(\boldsymbol{x}, \boldsymbol{v})$. (It is easy to arrange that the free variables in these formulas are as indicated.) Now it is clear that if

$$
M \models T^{G} \cup T^{1} \cup T^{2},
$$

then

$$
x \in M \Longrightarrow F(x) \in M
$$

and for $x, z \in M$,

$$
F(x)=z \Longrightarrow M \models \chi(x, z)
$$

where

$$
\chi(\boldsymbol{x}, \boldsymbol{z}) \Longleftrightarrow(\exists \boldsymbol{u})(\exists \boldsymbol{v})\left[\varphi_{1}(\boldsymbol{x}, \boldsymbol{u}) \& \varphi_{2}(\boldsymbol{x}, \boldsymbol{v}) \& \psi(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{z})\right]
$$

Proof of (iv) is very similar to this.
(v) The argument is very similar to the proof of (i) in 8D. 3 and we will omit it-the transitivity of $M$ is essential here.
(vi) Choose a formula $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{y}\right)$ and a finite $T^{P} \subseteq \mathbf{Z F}$ such that for all $M \models T^{P}$ and $x_{1}, \ldots, x_{n} \in M$,

$$
P\left(x_{1}, \ldots, x_{n}, y\right) \Longleftrightarrow M \models \varphi\left(x_{1}, \ldots, x_{n}, y\right)
$$

and take

$$
\chi\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow(\exists y) \varphi\left(x_{1}, \ldots, x_{n}, y\right)
$$

If $M \models T^{P} \cup T^{0}$ and $x_{1}, \ldots, x_{n} \in M$, then

$$
\begin{aligned}
R\left(x_{1}, \ldots, x_{n}\right) & \Longrightarrow(\exists y) P\left(x_{1}, \ldots, x_{n}, y\right) & & \\
& \Longrightarrow(\forall y) Q\left(x_{1}, \ldots, x_{n}, y\right) & & \left(\text { since } V \models T^{0}\right) \\
& \Longrightarrow(\forall y \in M) Q\left(x_{1}, \ldots, x_{n}, y\right) & & (\text { obviously }) \\
& \Longrightarrow(\exists y \in M) P\left(x_{1}, \ldots, x_{n}, y\right) & & \left(\text { since } M \models T^{0}\right) \\
& \Longrightarrow \text { for some } y \in M, M \models \varphi\left(x_{1}, \ldots, x_{n}, y\right) & & \left(\text { since } M \models T^{P}\right) \\
& \Longrightarrow M \models(\exists y) \varphi\left(x_{1}, \ldots, x_{n}, \boldsymbol{y}\right) & &
\end{aligned}
$$

Conversely,

$$
\begin{aligned}
M \models(\exists \boldsymbol{y}) \varphi\left(x_{1}, \ldots, x_{n}, \boldsymbol{y}\right) & \Longrightarrow(\exists y \in M) P\left(x_{1}, \ldots, x_{n}, y\right) \\
& \Longrightarrow(\exists y) P\left(x_{1}, \ldots, x_{n}, y\right) \\
& \Longrightarrow R\left(x_{1}, \ldots, x_{n}\right),
\end{aligned}
$$

so $\chi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{y}\right)$ defines $R$ on all models of $T^{P} \cup T^{0}$ and hence $R$ is $\mathbf{Z F}$-absolute.
(viii) Suppose that if $M \models T^{0}$, then

$$
x_{1}, \ldots, x_{n}, t \in M \Longrightarrow G\left(x_{1}, \ldots, x_{n}, t\right) \in M
$$

and

$$
G\left(x_{1}, \ldots, x_{n}, t\right)=s \Longleftrightarrow M \models \varphi\left(x_{1}, \ldots, x_{n}, t, s\right)
$$

Let $\psi$ be the instance of the Replacement Axiom Scheme which concerns $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{t}, \boldsymbol{s}\right)$,

$$
\begin{aligned}
& \psi \Longleftrightarrow\left(\forall \boldsymbol{x}_{1}\right) \cdots\left(\forall \boldsymbol{x}_{n}\right)(\forall \boldsymbol{w})\left\{(\forall \boldsymbol{t})(\exists!\boldsymbol{s}) \varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{t}, \boldsymbol{s}\right)\right. \\
&\left.\rightarrow(\exists \boldsymbol{z})(\forall \boldsymbol{s})\left[\boldsymbol{s} \in \boldsymbol{z} \leftrightarrow(\exists \boldsymbol{t})\left[\boldsymbol{t} \in \boldsymbol{w} \& \varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{t}, \boldsymbol{s}\right)\right]\right]\right\}
\end{aligned}
$$

and take

$$
T^{1}=T^{0} \cup\{\psi\}
$$

If $M \models T^{1}$ and $x_{1}, \ldots, x_{n}, w \in M$, this means easily that there is some $z \in M$ so that for all $a \in M$,

$$
\begin{aligned}
s \in z & \Longleftrightarrow \text { for some } t \in w, M \models \varphi\left(x_{1}, \ldots, x_{n}, t, s\right) \\
& \Longleftrightarrow(\exists t \in w)\left[G\left(x_{1}, \ldots, x_{n}, t\right)=s\right] .
\end{aligned}
$$

Since $M \models T^{0}$ and hence $M$ is closed under $G$, this implies that in fact

$$
\begin{aligned}
z & =\left\{G\left(x_{1}, \ldots, x_{n}, t\right): t \in w\right\} \\
& =F\left(x_{1}, \ldots, x_{n}, w\right)
\end{aligned}
$$

hence $M$ is closed under $F$. Moreover, taking

$$
\chi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{w}, \boldsymbol{z}\right) \Longleftrightarrow(\forall \boldsymbol{s})\left[\boldsymbol{s} \in \boldsymbol{z} \leftrightarrow(\exists \boldsymbol{t})\left[\boldsymbol{t} \in \boldsymbol{w} \& \varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}, \boldsymbol{t}, \boldsymbol{s}\right)\right]\right],
$$

is is clear that

$$
F\left(x_{1}, \ldots, x_{n}, w\right)=z \Longleftrightarrow M \models \chi\left(x_{1}, \ldots, x_{n}, w, z\right)
$$

os $F$ is $\mathbf{Z F}$ absolute.
The argument with $m>1$ is similar.
(viii) Let

$$
G\left(x_{1}, \ldots, x_{n}, z, t\right)= \begin{cases}t & \text { if } R\left(x_{1}, \ldots, x_{n}, t\right), \\ z & \text { if } \neg R\left(x_{1}, \ldots, x_{n}, t\right),\end{cases}
$$

so that $G$ is ZF-absolute and by (vii), the operation

$$
F_{1}\left(x_{1}, \ldots, x_{n}, z, w\right)=\left\{G\left(x_{1}, \ldots, x_{n}, z, w\right): t \in w\right\} \cap w
$$

is also (easily) ZF-absolute. Clearly

$$
\begin{aligned}
s \in F_{1}\left(x_{1}, \ldots, x_{n}, z, w\right) \Longleftrightarrow s \in w & \& R\left(x_{1}, \ldots, x_{n}, s\right) \\
& \vee\left[s=z \& z \in w \&(\exists t) \neg R\left(x_{1}, \ldots, x_{n}, t\right)\right] ;
\end{aligned}
$$

since $\mathbf{Z F}$ implies that we cannot have $w \in w$, we then have

$$
s \in F_{1}\left(x_{1}, \ldots, x_{n}, w, w\right) \Longleftrightarrow s \in w \& R\left(x_{1}, \ldots, x_{n}, s\right)
$$

and we can take

$$
F\left(x_{1}, \ldots, x_{n}, w\right)=F_{1}\left(x_{1}, \ldots, x_{n}, w, w\right)
$$

We will now apply this basic theorem to show that many natural notions are ZFabsolute.

8E.2. Theorem. The notions \#1 - \#20 of Theorem 8C. 1 are all ZF-absolute.
Proof. It is enough to establish the ZF-absoluteness of \#1 - \#5, since the notions following $\# 5$ are easily proved absolute using 8 E .1 . Now $\in, \subseteq$ and $=$ are definable by $\Sigma_{0}$ formulas, so they are $\mathbf{Z F}$-absolute by 8D.3; we will outline the proof for pairing, that for union being similar.

Let $\psi$ be the normal sentence of $\mathcal{L}^{\epsilon}$ which expresses the Axiom of Pairing and suppose $M$ is a transitive class which satisfies $\psi$. This means that for each $x, y$ in $M$ there is some $w$ in $M$ such that

$$
\begin{equation*}
M \models(\forall \boldsymbol{t})[\boldsymbol{t} \in w \Longleftrightarrow(\boldsymbol{t}=x \vee \boldsymbol{t}=y)] . \tag{*}
\end{equation*}
$$

We claim that in fact $w=\{x, y\}$; this is because (*) simply means that (in $V$ )

$$
(\forall t \in M)[t \in w \Longleftrightarrow(t=x \vee t=y)]
$$

and since $M$ is transitive we have $w \subseteq M$, so easily

$$
(\forall t)[t \in w \Longleftrightarrow(t=x \vee t=y)],
$$

i.e., $w=\{x, y\}$.

This means that every transitive $M$ which satisfies $\psi$ is closed under the pairing operation. Since the condition $\{x, y\}=w$ is obviously definable by a $\Sigma_{0}$ formula which is absolute for all transitive classes, the operation $(x, y) \mapsto\{x, y\}$ is ZF-absolute.

Before proceeding to show the ZF-absoluteness of several other notions, it will be instructive to notice that many natural and useful notions are not ZF-absolute. Roughly speaking, no notion related to cardinality is $\mathbf{Z F}$-absolute. the key for these proofs is the Countable Reflection Theorem 8C.10.

8E.3. Theorem. None of the following notions is $\mathbf{Z F}$-absolute: $\mathcal{N}$, $\operatorname{Cardinal}(\kappa), \mathbb{R}$, $x \mapsto \operatorname{Power}(x), x \mapsto \operatorname{Card}(x)=$ least ordinal equinumerous with $x$.

Proof. If $\mathcal{N}$ were $\mathbf{Z F}$-absolute, then $\mathcal{N}$ would be a member of every standard model $A$ of some finite $T^{0} \subseteq \mathbf{Z F}$; but $\mathcal{N}$ is uncountable and $T^{0}$ has countable standard models by 8 C .10 .
To take another example, suppose the condition Cardinal $(\kappa)$ were $\mathbf{Z F}$-absolute, so that there exists a formula $\varphi(\boldsymbol{\kappa})$ of $\mathcal{L}^{\epsilon}$ and a finite $T^{0} \subseteq \mathbf{Z F}$ such that for every transitive $M \models T^{0}$ and for $\kappa \in M$,

$$
\operatorname{Cardinal}(k) \Longleftrightarrow M \models \varphi(\kappa) .
$$

Now it is true in $V$ that

$$
(\exists x)(\exists \kappa)[x=\omega \& \operatorname{Cardinal}(\kappa) \& \omega \in \kappa]
$$

and of course we can express this proposition by a formal sentence $\psi$, using $\varphi(\boldsymbol{\kappa})$ to express Cardinal $(\kappa)$ and expressing $x=\omega$ by some $\chi(\boldsymbol{x})$ which is absolute for all standard models of some $T^{1} \subseteq \mathbf{Z F}$. By the $\mathbf{Z F}$ absoluteness of $\omega$, we can also make sure that $\omega$ belongs to all standard models of $T^{1}$.

By the Countable Reflection Theorem 8C.10, choose a countable, transitive $M$ such that $M \models T^{0} \cup T^{1} \cup\{\psi\}$. Clearly $\omega \in M$ and for some $\kappa \in M$,

$$
M \models \varphi(\kappa) \& \omega \in \kappa
$$

so by the alleged absoluteness property of $\varphi(\boldsymbol{\kappa})$,

$$
\operatorname{Cardinal}(\kappa) \& \omega \in \kappa
$$

However this is absurd since $\kappa$ is a countable set (it belongs to a transitive countable set) and $\kappa \neq \omega$.
(The proof we gave used the Axiom of Choice, but the result does not depend on this axiom by 8F.14.)

The next result is fundamental.
8E.4. Mostowski's Theorem. The condition
$\mathrm{WF}(r) \Longleftrightarrow r$ is a wellfounded relation
is ZF-absolute.
Proof. Put

$$
\begin{aligned}
P(r, x) \Longleftrightarrow & r \text { is a relation } \\
& \&\{\text { either } x \text { is not a subset of Field }(r) \text { or } \\
& x=\emptyset \text { or } x \text { has an } r \text {-minimal member }\} \\
\Longleftrightarrow & \text { Relation }(r) \\
& \&\{(\exists t \in x)[t \notin \text { Field }(t)] \\
& \vee x=\emptyset \\
& \vee(\exists u \in x)(\forall v \in x)[\langle v, u\rangle \in r \Longrightarrow\langle u, v\rangle \in r]\}
\end{aligned}
$$

using the notation of 8 C .1 . Clearly $P$ is $\mathbf{Z F}$-absolute and

$$
\mathrm{WF}(r) \Longleftrightarrow(\forall x) P(r, x)
$$

Similarly, let

$$
\begin{aligned}
& Q(r, f) \Longleftrightarrow r \text { is a relation } \\
& \&\{f \text { is a function which maps Field }(r) \text { into } \\
& \text { the ordinals in an order-preserving } \\
&\quad \text { fashion }\}
\end{aligned} \quad \begin{aligned}
& \text { Relation }(r) \& \text { Function }(f) \\
& \& \operatorname{Domain}(f)=\operatorname{Field}(r) \\
& \&(\forall \xi \in \operatorname{Image}(f)) \operatorname{Ordinal}(\xi) \\
& \&(\forall x \in \operatorname{Field}(r))(\forall y \in \operatorname{Field}(r))\{[\langle x, y\rangle \in r \&\langle y, x\rangle \notin r] \\
& \Longrightarrow f(x)<f(y)\} .
\end{aligned}
$$

Again $Q$ is $\mathbf{Z F}$-absolute and obviously

$$
\mathrm{WF}(r) \Longleftrightarrow(\exists f) Q(r, f)
$$

Hence

$$
\begin{equation*}
(\forall r)\{(\forall x) P(x, r) \Longrightarrow(\exists f) Q(r, f)\} . \tag{*}
\end{equation*}
$$

Now we come to a subtle point in the argument. How did we recognize that $(*)$ is true? The answer is that we proved ( $*$ ) from the axioms of $\mathbf{Z F C}$, the only assumptions we make about sets without explicit notice. If the reader takes the time to actually write down a proof of $(*)$, he will realize that in that proof he does not use the Axiom of Choice and he appeals to only finitely many axioms of $\mathbf{Z F}$.

Let $T^{0}, T^{1}$ be finite subsets of $\mathbf{Z F}$ such that $P$ and $Q$ are absolute for standard models of $T^{0}$ and $T^{1}$ respectively and let $T^{*}$ be the finite subset of $\mathbf{Z F}$ we needed to establish (*). A moment's reflection shows that if $M$ is a standard model of $T^{0} \cup T^{1} \cup T^{*}$, then $M$ satisfies the formal sentence of $\mathcal{L}^{\epsilon}$ which expresses (*); in other words, for $r \in M$,
(**)

$$
(\forall x \in M) P(x, r) \Longrightarrow(\exists f \in M) Q(r, f)
$$

Now part (vi) of 8E. 1 implies immediately that $\mathrm{WF}(r)$ is $\mathbf{Z F}$-absolute.
The argument in this proof is typically metamathematical and will undoubtedly cause some uneasiness to those without a good background in logic.

One simple fact we used was that if $M \models T$ and $\varphi$ is a logical consequence of $T$, then $M \models \varphi$. This is a basic property of mathematical proofs which has nothing to do with set theory-any logical consequence of group theory will hold in all groups, any property of Banach spaces whose proof does not appeal to the completeness of the norm will in fact hold for all normed linear spaces, etc.

The observation that in proving $(*)$ we only used a finite number of axioms from $\mathbf{Z F}$ (and that therefore (*) holds in all models of these finitely many axioms) is a bit more subtle and it would be a good idea for the novice in metamathematics to actually put down a proof of $(*)$ and list all the axioms of $\mathbf{Z F}$ that are needed. (Assuming WF $(r)$ define $f: \operatorname{Field}(r) \rightarrow \mathrm{ON}$ by the recursion

$$
f(x)=\bigcup\left\{f(y) \cup\{f(y)\}: y<_{r} x\right\},
$$

see 8 C .2 .)

In fact, any theorem of Zermelo-Fraenkel set theory which is expressible by a sentence of $\mathcal{L}^{\in}$ can be proved using only finitely many axioms of $\mathbf{Z F}$; this is because a "proof" in Zermelo-Fraenkel set theory is nothing but a finite sequence of propositions, all of them expressible in $\mathcal{L}^{\epsilon}$ and each being either an axiom of $\mathbf{Z F}$ or a "purely logical consequence" of propositions preceding it. It follows that the formal sentence of $\mathcal{L}^{\epsilon}$ expressing some theorem of $\mathbf{Z F}$ holds in all standard models $M$ of some sufficiently large, finite $T^{0} \subseteq \mathbf{Z F}$.

We will often appeal to these metamathematical observations to save ourselves from having to put down long, complicated proofs. In principle, the reader could always supply the finite $T^{0} \subseteq \mathbf{Z F}$ needed, by working out in full detail a proof of the relevant theorem.

The same kind of metamathematical argument is needed in the proof of the next result.

8E.5. Theorem. Suppose $G: V^{n+1} \rightarrow V$ is a $\mathbf{Z F}$-absolute operation and

$$
F: \mathrm{ON} \times V^{n} \rightarrow V
$$

is the unique operation satisfying

$$
F\left(\xi, x_{1}, \ldots, x_{n}\right)=G\left(\left\{\left\langle\eta, F\left(\eta, x_{1}, \ldots, x_{n}\right)\right\rangle: \eta<\xi\right\}, x_{1}, \ldots, x_{n}\right) ;
$$

then $F$ is also ZF-absolute. (ZF-absoluteness of definition by recursion on the ordinals.)

Proof. Assume $G$ is absolute for all transitive models of $T^{0} \subseteq \mathbf{Z F}$. Go back to the proof of 8 C .2 to recall that $F$ is defined by an expression of the form

$$
\begin{aligned}
F\left(\xi, x_{1}, \ldots, x_{n}\right)=w \Longleftrightarrow(\exists h)\left\{P\left(\xi, x_{1}, \ldots, x_{n}, h\right) \&\right. & \operatorname{Function}(h) \\
\& \xi & \in \operatorname{Domain}(h) \& h(\xi)=w\}
\end{aligned}
$$

where $P$ is easily absolute for all models of $T^{0}$. Moreover, we can prove

$$
\left(\forall \xi, x_{1}, \ldots, x_{n}\right)(\exists h) P\left(\xi, x_{1}, \ldots, x_{n}, h\right)
$$

using only finitely many additional instances of the Axiom Scheme of Replacement, say $T^{1} \subseteq \mathbf{Z F}$. Thus for every standard model $M$ of $T^{0} \cup T^{1}$ and $\xi, x_{1}, \ldots, x_{n}$ in $M$ we have $(\exists h \in M) P\left(\xi, x_{1}, \ldots, x_{n}, h\right)$, which implies immediately that $M$ is closed under $F$.

We can also prove easily in $\mathbf{Z F}$ (using only some finite $T^{2} \subseteq \mathbf{Z F}$ ) that

$$
\begin{aligned}
& \left(\forall \xi, x_{1}, \ldots, x_{n}, w\right)\left\{( \exists h ) \left[P\left(\xi, x_{1}, \ldots, x_{n}, h\right) \& \operatorname{Function}(h)\right.\right. \\
& \& \xi \in \operatorname{Domain}(h) \& h(\xi)=w] \Longleftrightarrow(\forall h)\left[\left[P\left(\xi, x_{1}, \ldots, x_{n}, h\right)\right.\right. \\
& \quad \& \operatorname{Function}(h) \& \xi \in \operatorname{Domain}(h)] \Longrightarrow h(\xi=w]\} ;
\end{aligned}
$$

thus by part (vi) of 8E. 1 the condition

$$
R\left(\xi, x_{1}, \ldots, x_{n}, w\right) \Longleftrightarrow F\left(\xi, x_{1}, \ldots, x_{n}\right)=w
$$

is $\mathbf{Z F}$-absolute and then easily $F$ is $\mathbf{Z F}$-absolute.
A special case of definition by recursion on ON is simple recursion on $\omega$.
8E.6. Theorem. Suppose $F\left(k, x_{1}, \ldots, x_{n}\right)$ satisfies the recursion

$$
\begin{gathered}
F\left(0, x_{1}, \ldots, x_{n}\right)=G\left(x_{1}, \ldots, x_{n}\right) \\
F\left(k+1, x_{1}, \ldots, x_{n}\right)=G\left(F\left(k, x_{1}, \ldots, x_{n}\right), k, x_{1}, \ldots, x_{n}\right)
\end{gathered}
$$

where $G_{1}$ and $G_{2}$ are $\mathbf{Z F}$-absolute. Then $F$ is also $\mathbf{Z F}$-absolute.
Proof. Define

$$
G\left(f, k, x_{1}, \ldots, x_{n}\right)= \begin{cases}G_{1}\left(x_{1}, \ldots, x_{n}\right) & \text { if } m=0, \\ G_{2}\left(f\left(k-1, x_{1}, \ldots, x_{n}\right),\right. & \left.k-1, x_{1}, \ldots, x_{n}\right) \\ & \text { if } k \in \omega, k \neq 0, \\ 0 & \text { otherwise }\end{cases}
$$

and verify easily that $G$ is $\mathbf{Z F}$-absolute and $F$ is definable from $G$ as in 8 E .5 .
8E.7. Corollary. The conditions and operations \#21-\#26 of 8D. 1 are ZF-absolute.
Proof. Go back and reread the proof of 8D.1, keeping in mind the results of this section. The key part is the ZF-absoluteness of the satisfaction condition which comes directly from 8E.6.

## Exercises

A very natural question to ask at this point is: which analytical pointsets are ZFabsolute? We have to be careful here, because the simplest pointset of type $1, \mathcal{N}$ itself is not ZF-absolute as an object by 8E.3-simply because it is uncountable. On the other hand membership in $\mathcal{N}$ is easily $\mathbf{Z F}$-absolute and it will turn out that all $\Sigma_{1}^{1}$ pointsets have this property.

To make the notions precise, call a set $A$ absolute for (a collection of classes) $\mathcal{D}$ as a condition or ZF-absolute as a condition if the corresponding membership condition in $A$,

$$
R_{A}(x) \Longleftrightarrow x \in A
$$

is absolute in the relevant sense.
Similarly, a function

$$
f: A \rightarrow B
$$

is absolute for $\mathcal{D}$ as an operation or $\mathbf{Z F}$-absolute as an operation, if the operation

$$
F(x)= \begin{cases}f(x) & \text { if } x \in A, \\ 0 & \text { if } x \notin A\end{cases}
$$

is absolute in the relevant sense. For example, the identity function on $\mathcal{N}$ which sends $\alpha$ to $\alpha$ is ZF-absolute as an operation, but not as a set of ordered pair (which is uncountable).

8E.8. Show that all arithmetical pointsets of type 0 or 1 are $\mathbf{Z F}$-absolute as conditions.

Hint. For type 0 the result follows easily from 8C. 1 and the closure properties of ZF-absolute notions, 8E.1.

For type 1, first compute

$$
\alpha \in \mathcal{N} \Longleftrightarrow \operatorname{Function}(\alpha) \& \operatorname{Domain}(\alpha)=\omega \& \operatorname{Image}(\alpha) \subseteq \omega ;
$$

so the condition

$$
P(\alpha) \Longleftrightarrow \alpha \in \mathcal{N}
$$

is $\mathbf{Z F}$-absolute. Again,

$$
\alpha(n)=m \Longleftrightarrow \alpha \in \mathcal{N} \& n \in \omega \& m \in \omega \&\langle n, m\rangle \in \alpha,
$$

so the condition

$$
Q(\alpha, n, m) \Longleftrightarrow \alpha(n)=m
$$

is $\mathbf{Z F}$-absolute. The rest follows by 8 E .1 .
8E.9. Show that every $\Sigma_{1}^{1}$ pointset of type 0 or 1 is $\mathbf{Z F}$-absolute as a condition; similarly, every $\Delta_{1}^{1}$ function

$$
f: \mathcal{X} \rightarrow \mathcal{Y}
$$

with $\mathcal{X}, \mathcal{Y}$ of type 0 or 1 is $\mathbf{Z F}$-absolute as an operation.
Hint. Given $Q \subseteq X_{1} \times \cdots \times X_{n}$ with each $X_{i}$ either $\omega$ or $\mathcal{N}$ and such that

$$
Q\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow(\exists \alpha)(\forall t) P\left(x_{1}, \ldots, x_{n}, \bar{\alpha}(t)\right)
$$

with $P$ recursive as in 4A.1, put

$$
F\left(x_{1}, \ldots, x_{n}\right)=\{\langle u, v\rangle \in \omega \times \omega: \operatorname{Seq}(u) \& \operatorname{Seq}(v)
$$

\& $v$ codes an initial segment of the sequence coded by $u$

$$
\left.\& P\left(x_{1}, \ldots, x_{n}, u\right)\right\}
$$

Clearly $F$ is ZF-absolute as an operation by 8 E .1 and 8 E .8 and

$$
Q\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow \neg \mathrm{WF}\left(F\left(x_{1}, \ldots, x_{n}\right)\right)
$$

so $Q$ is $\mathbf{Z F}$-absolute, by Mostowski's Theorem 8E.4.
To prove the second assertion, suppose

$$
f: \mathcal{X} \rightarrow \mathcal{N}
$$

in $\Delta_{1}^{1}$ and put

$$
Q(x, \alpha, t, s) \Longleftrightarrow f(x)(t)=s
$$

now $Q$ is $\Delta_{1}^{1}$ and hence $\mathbf{Z F}$-absolute as a condition and clearly

$$
f(x)=\{\langle t, x\rangle: t, s \in \omega \& Q(x, \alpha, t, s)\},
$$

so that $f$ is $\mathbf{Z F}$-absolute as an operation by 8 E .1
The result for $f: \mathcal{X} \rightarrow Y_{1} \times \cdots \times Y_{k}$ with each $Y_{i}=\omega$ or $\mathcal{N}$ follows easily.
In trying to extend this result to arbitrary product spaces we meet a problem: for some basic space $X$, the recursive function

$$
i \mapsto r_{i}
$$

which enumerates the fixed recursive presentation of $X$ may already fail to be ZFabsolute. Suppose, for example, that we have carelessly adopted the definition of real numbers as equivalence classes of Cauchy sequences of rationals. Now each real $x$ is an uncountable object and cannot be $\mathbf{Z F}$-absolute by the argument of 8E.3.

In the case of $\mathbb{R}$, we can easily correct this situation by adopting some other definition of real numbers, e.g., in terms of Dedekind cuts, but for the general case we need the following lemma.

8E.10. Show that each basic space $(X, d)$ (which admits a recursive presentation) is isomorphic with a space $\left(X^{*}, d^{*}\right)$ where $X^{*} \subseteq \mathcal{N}$ and $\left(X^{*}, d^{*}\right)$ admits a recursive presentation $\left\{r_{0}^{*}, r_{1}^{*}, \ldots\right\}$ for which the conditions

$$
\begin{aligned}
P(x) & \Longleftrightarrow x \in X^{*} \\
Q(x, y, m, k) & \Longleftrightarrow d^{*}(y, y)<\frac{m}{k+1}
\end{aligned}
$$

and the operation

$$
i \mapsto r_{i}^{*}
$$

are all $\mathbf{Z F}$-absolute.
Hint. Given $X$ with metric $d$ and recursive presentation $\left\{r_{0}, r_{1}, \ldots\right\}$, choose by 4A. 7 a $\Pi_{1}^{0}$ set $A \subseteq \mathcal{N}$ and a recursive $\pi: \mathcal{N} \rightarrow X$, such that $\pi$ is injective on $A$ and $\pi[A]=X$. Take $X^{*}=A$ and on $X^{*}$ define

$$
d^{*}(\alpha, \beta)=d(\pi(\alpha), \pi(\beta)) .
$$

Put also

$$
r_{i}^{*}=f\left(r_{i}\right),
$$

where $f: Z \rightarrow \mathcal{N}$ is a $\Delta_{1}^{1}$ inverse of $\pi$.
It is immediate from 8E. 8 that the conditions $P$ and $Q$ above are $\mathbf{Z F}$-absolute, since they are arithmetical relations on spaces of type 1 . It is also clear that $\left\{r_{0}^{*}, r_{1}^{*}, \ldots\right\}$ is a recursive presentation of $X^{*}$. Moreover, the map

$$
i \mapsto r_{i}^{*}
$$

is easily $\Delta_{1}^{1}$ on $\omega$ to $\mathcal{N}$, so it is $\mathbf{Z F}$-absolute by 8 E .9 .
From now on we assume that we have replaced all basic spaces by isomorphic copies, if necessary, so that the conditions of 8 E. 10 hold. This implies immediately that the same conditions hold for every product space. We might as well put this down as part of the stronger result that we need.

8E.11. Show that all $\Sigma_{1}^{1}$ pointsets are $\mathbf{Z F}$-absolute as conditions and all $\Delta_{1}^{1}$ functions between product spaces are $\mathbf{Z F}$-absolute as operations.

Hint. Check first that for each $\mathcal{X}=X_{1} \times \cdots \times X_{k}$ the membership condition

$$
\begin{aligned}
P^{\mathcal{X}}(x) & \Longleftrightarrow x \in \mathcal{X} \\
& \Longleftrightarrow\left(\exists x_{1}\right) \cdots\left(\exists x_{k}\right)\left[x_{1} \in X_{1} \& \cdots \& x_{k} \in X_{k} \& x=\left\langle x_{1}, \ldots, x_{k}\right\rangle\right]
\end{aligned}
$$

is ZF-absolute. (For transitive $M$, if $\left\langle x_{1}, \ldots, x_{k}\right\rangle \in M$, then $x_{1}, \ldots, x_{k} \in M$.) Similarly, the function $i \mapsto r_{i}$ and the basic nbhd condition $\{(x, s): x \in N(\mathcal{X}, s)\}$ are easily $\mathbf{Z F}$-absolute, from the same results about the basic spaces. Now every $\Sigma_{1}^{0}$ pointset is of the form

$$
P(x) \Longleftrightarrow(\exists s)\left\{x \in N(\mathcal{X}, s) \& P^{*}(s)\right\}
$$

with $P^{*} \subseteq \omega, P^{*}$ semirecursive, so $P$ is $\mathbf{Z F}$-absolute. Finally, if $P$ is $\Sigma_{1}^{1}$, then

$$
P(x) \Longleftrightarrow(\exists \alpha)(\forall t) R(x, \bar{\alpha}(t))
$$

with a semirecursive $R$ and the argument that this is $\mathbf{Z F}$-absolute as a condition is exactly as in 8 E .9 by appealing to the Mostowski's Theorem 8E.4.

For $\Delta_{1}^{1}$ functions again the argument is the same as in 8F.3, using the fact that for each basic space ( $X^{*}, d^{*}$ ) we have $X^{*} \subseteq \mathcal{N}$ by our convention.

## 8F. The basic facts about $L$

Let us start by collecting in one theorem the basic absoluteness facts about the constructible hierarchy that follow from the results of 8 E .

8F.1. Theorem. (i) The operation

$$
\xi \mapsto L_{\xi}
$$

and the condition

$$
P(x, \xi) \Longleftrightarrow x \in L_{\xi}
$$

are both $\mathbf{Z F}$-absolute.
(ii) There is a canonical wellordering of $L, x \leq_{L} y$ which is $\mathbf{Z F}$-absolute and such that

$$
y \in L_{\xi} \& x \leq_{L} y \Longrightarrow x \in L_{\xi}
$$

(iii) The operation

$$
(\xi, A) \mapsto L_{\xi}(A)
$$

and the condition

$$
P^{\prime}(x, \xi, A) \Longleftrightarrow x \in L_{\xi}(A)
$$

are both $\mathbf{Z F}$-absolute.
(iv) The conditions

$$
\begin{aligned}
Q(x) & \Longleftrightarrow x \in L \\
Q^{\prime}(x, A) & \Longleftrightarrow x \in L(A)
\end{aligned}
$$

are both absolute for inner models of $\mathbf{Z F}$.
Proof. (i) and (ii) follow immediately from the definitions, 8E.7, 8E. 5 and of course, the basic closure properties of ZF-absoluteness listed in 8E.1. Part (ii) also follows easily by examining the proof of 8D. 12 .

To prove (iv), let $\varphi_{L}(\boldsymbol{x}, \boldsymbol{\xi})$ be a formula of $\mathcal{L}^{\epsilon}$ by (i) such that for some finite $T^{0} \subseteq \mathbf{Z F}$, whenever $M$ is transitive and $M \models T^{0}$,

$$
\operatorname{Ordinal}(\xi) \& x \in L_{\xi} \Longleftrightarrow M \models \varphi_{L}(x, \xi)
$$

and let $\psi(\boldsymbol{x})$ be the formula

$$
\psi(\boldsymbol{x}) \Longleftrightarrow(\exists \boldsymbol{\xi}) \varphi_{L}(\boldsymbol{x}, \boldsymbol{\xi}) .
$$

If $M$ is an inner model of $\mathbf{Z F}$ so that $M \models \mathbf{Z F}$ and $M$ contains all the ordinals, then for $x \in M$, obviously

$$
\begin{aligned}
x \in L & \Longleftrightarrow \text { for some } \xi, x \in L_{\xi} \\
& \Longleftrightarrow \text { for some } \xi \in M, M \models \varphi_{L}(x, \xi) \\
& \Longleftrightarrow M \models(\exists \xi) \varphi_{L}(x, \xi) .
\end{aligned}
$$

The argument for $x \in L(A)$ is similar.
We are now in a position to prove what we claimed in the beginning of 8 E .
Fix once and for all a formula $\varphi_{L}(\boldsymbol{x}, \boldsymbol{\xi})$ such that for all transitive models $M$ of some finite $T^{0} \subseteq \mathbf{Z F}$ and $x, \xi$ in $M$,

$$
x \in L_{\xi} \Longleftrightarrow M \models \varphi_{L}(x, \xi)
$$

and let " $V=L$ " abbreviate the formal sentence of $\mathcal{L}^{\epsilon}$ which says that every set is constructible:

$$
V=L \Longleftrightarrow(\forall \boldsymbol{x})(\exists \xi) \varphi_{L}(\boldsymbol{x}, \boldsymbol{\xi})
$$

We also construct a similar formula

$$
V=L(\boldsymbol{A})
$$

with a free variable $\boldsymbol{A}$ which says that "every set is constructible from $\boldsymbol{A}$ ".

8F.2. Theorem. (i) $L \models V=L$.
(ii) For each set $A$,

$$
L(A) \models V=L(A) .
$$

Proof. Compute:

$$
\begin{aligned}
L \models V=L & \Longleftrightarrow L \models(\forall \boldsymbol{x})(\exists \xi) \varphi_{L}(\boldsymbol{x}, \boldsymbol{\xi}) \\
& \Longleftrightarrow \text { for each } x \in L, \text { there exists } \xi \in L, L \models \varphi_{L}(x, \xi) \\
& \Longleftrightarrow \text { for each } x \in L, \text { there exists } \xi \in L, x \in L_{\xi}
\end{aligned}
$$

and the last assertion is true by the definition of $L$ and the fact that it contains all the ordinals.

This is a very basic result about $L$. One of its applications is that it allows us to prove theorems about $L$ without constant appeal to metamathematical results and methods: we simply assume $V=L$ in addition to the axioms of $\mathbf{Z F}$ and any consequence of these assumptions must hold in $L$.

We have already argued about the Axiom of Choice in the beginning of 8 E , but we should put the result down for the record.

8F.3. Theorem (Gödel [1938], [1940]). There is a formula $\psi_{L}(\boldsymbol{x}, \boldsymbol{y})$ of $\mathcal{L}^{\in}$ such that

$$
L \models "\left\{(x, y): \psi_{L}(x, y)\right\} \text { is a wellordering of } V " .
$$

In particular, $L$ satisfies the Axiom of Choice.
Proof. If $\psi^{*}$ is the formal sentence of $\mathcal{L}^{\epsilon}$ expressing the symbolized English in quotes, then by 8 D .12 and the fact that $L \models \mathbf{Z F}$,

$$
L \models V=L \rightarrow \psi^{*}
$$

while by 8 F .2 we have $L \models V=L$.
For the Generalized Continuum Hypothesis we need a basic fact about $L$.
8F.4. The Condensation Lemma. There is a finite set of sentences $T^{L}$ of $\mathcal{L}^{\epsilon}$ such that the following hold.
(i) $L \models T^{L}$.
(ii) If $A$ is a transitive set and $A \models T^{L}$, then $A=L_{\lambda}$ for some limit ordinal $\lambda$.
(iii) For every infinite ordinal $\xi$ and every set $x \in L$ such that $x \subseteq L_{\xi}$, there is some ordinal $\lambda$ such that

$$
\xi \leq \lambda<\xi^{+}, \quad L_{\lambda} \models T^{L}, \text { and } x \in L_{\lambda} .
$$

Proof. Take

$$
T^{L}=T^{0} \cup\{V=L\}
$$

where both operations

$$
\xi \mapsto \xi+1, \quad \xi \mapsto L_{\xi},
$$

are absolute for the standard models of $T^{0}$ and the condition $x \in L_{\xi}$ is defined on all standard models of $T^{0}$ by the specific formula $\varphi_{L}(\boldsymbol{x}, \boldsymbol{\xi})$ which we used to construct the sentence $V=L$.

Clearly $L \models T^{L}$.
If $A$ is transitive and $A \models T^{L}$, let
$\lambda=$ least ordinal not in $A$
and notice that $\lambda$ is a limit ordinal, since $A$ is closed under the successor operation. Now

$$
\xi<\lambda \Longrightarrow L_{\xi} \in A
$$

by the absoluteness of $\xi \mapsto L_{\xi}$, so

$$
L_{\lambda}=\bigcup_{\xi<\lambda} L_{\xi} \subseteq A
$$

On the other hand, $A \models V=L$, so that

$$
\text { for each } x \in A \text {, there exists } \xi \in A, A \models \varphi_{L}(x, \xi)
$$

i.e. (by the absoluteness of $\left.\varphi_{L}(x, \xi)\right), A \subseteq L_{\lambda}$.

To prove (iii) suppose $x \subseteq L_{\xi}$ and $x \in L_{\zeta}$. Using the Reflection Theorem 8C. 4 on the hierarchy $\left\{L_{\xi}: \xi \in \mathrm{ON}\right\}$ and the fact that $L \models T^{L}$, choose $\mu>\zeta, \mu>\xi$ such that $L_{\mu} \models T^{L}$-so now $x \in L_{\mu}$ and $L_{\mu} \models T^{L}$.

By the Skolem-Löwenheim Theorem 8A. 4 applied to the (wellorderable) structure ( $L_{\mu}, \in$ ), we can find an elementary substructure

$$
(M, \in) \preceq\left(L_{\mu}, \in\right)
$$

such that $L_{\xi} \subseteq M, x \in M$ and $\operatorname{card}(M)=\operatorname{card}\left(L_{\xi}\right)=\operatorname{card}(\xi)$ by 8D.11. Since $(M, \in)$ is elementarily equivalent with $\left(L_{\mu}, \in\right)$, it satisfies in particular the Extensionality Axiom, so by the Mostowski Collapsing Lemma 8C.9, there is a transitive set $\bar{M}$ and an isomorphism

$$
\pi: M \rightarrow \bar{M}
$$

of $(M, \in)$ with $(\bar{M}, \in)$. Moreover, since the transitive set

$$
y=L_{\xi} \cup\{x\} \subseteq M,
$$

we have

$$
\pi(x)=x
$$

and hence $x \in \bar{M}$. Now $\left(L_{\mu}, \in\right) \models T^{L}$ and therefore the elementarily equivalent structure $(M, \in) \models T^{L}$, so that the isomorphic structure $(\bar{M}, \in) \models T^{L}$; by (ii) then,

$$
\bar{M}=L_{\lambda}
$$

for some $\lambda$ and of course, $\lambda<\xi^{+}$, since $\operatorname{card}(\bar{M})=\operatorname{card}(\xi)$.
From this key theorem we get immediately the Generalized Continuum Hypothesis for $L$.

8F.5. Theorem (Gödel [1938], [1940]). If $V=L$, then for each cardinal $\lambda, 2^{\lambda}=\lambda^{+}$.
Proof. By 8F.4, $\operatorname{Power}(\lambda) \subseteq L_{\lambda^{+}}$, and hence

$$
\operatorname{card}(\operatorname{Power}(\lambda)) \leq \operatorname{card}\left(L_{\lambda+}\right)=\lambda^{+} .
$$

We should point out that the models $L(A)$ need not satisfy either the Axiom of Choice or the Continuum Hypothesis. For example, if in $V$ truly $2^{\aleph_{0}}>\aleph_{1}$, then there is some surjection

$$
\pi: \mathcal{N} \rightarrow \aleph_{2}
$$

and obviously

$$
L(\{\langle\alpha, \pi(\alpha)\rangle: \alpha \in \mathcal{N}\}) \models 2^{\aleph_{0}} \geq \aleph_{2} .
$$

As another application of the basic Theorem 8F.1, we obtain intrinsic characterizations of the models $L, L(A)$.

8F.6. Theorem. $L$ is the smallest inner model of $\mathbf{Z F}$ and for each set $A, L(A)$ is the smallest inner model of $\mathbf{Z F}$ which contains $A$.

Proof. Suppose $M$ is an inner model of $\mathbf{Z F}$ and $A_{0} \in M$. Since the operation

$$
(\xi, A) \mapsto L_{\xi}(A)
$$

is $\mathbf{Z F}$-absolute, $M$ is closed under this operation; since $A_{0} \in M$ and every ordinal $\xi \in M$, we have $(\forall \xi)\left[L_{\xi}\left(A_{0}\right) \in M\right]$ so that $L\left(A_{0}\right) \subseteq M$.

One consequence of this result is that for every perfect product space $\mathcal{X}$,

$$
L(\mathcal{X})=L(\mathcal{N})
$$

simply because there is a $\Delta_{1}^{1}$ isomorphism between $\mathcal{X}$ and $\mathcal{N}$ which is $\mathbf{Z F}$-absolute as an operation by 8 E .11 . In particular,

$$
\begin{aligned}
L(\mathcal{N}) & =L(\mathbb{R}) \\
& =\text { the smallest inner model which contains all real numbers. }
\end{aligned}
$$

At this point we can deliver on our promise in Chapter 5 and show that if $\mathcal{N} \subseteq L$, then $\mathcal{N}$ admits a $\Sigma_{2}^{1}$-good wellordering.

Recall that $\leq_{L}$ is the canonical wellordering of $L$ which by 8 F .1 satisfies

$$
y \in L_{\xi} \& x \leq_{L} y \Longrightarrow x \in L_{\xi} .
$$

8F.7. Theorem (Gödel [1940], Addison [1959b]). (i) The pointset $\mathcal{N} \cap L$ of constructible irrationals is $\Sigma_{2}^{1}$.
(ii) The restriction of $\leq_{L}$ to $\mathcal{N}$ is a $\Sigma_{2}^{1}$-good wellordering of $\mathcal{N} \cap L$; i.e., if $P \subseteq \mathcal{N} \times \mathcal{X}$ is in $\Sigma_{2}^{1}$, then so are the conditions

$$
\begin{aligned}
& Q(\alpha, x) \Longleftrightarrow\left(\exists \beta \leq_{L} \alpha\right) P(\beta, x) \\
& R(\alpha, x) \Longleftrightarrow \alpha \in L \&\left(\forall \beta \leq_{L} \alpha\right) P(\beta, x)
\end{aligned}
$$

(iii) If $\mathcal{N} \subseteq L$, then $\mathcal{N}$ admits a $\Sigma_{2}^{1}$-good wellordering of rank $\aleph_{1}$.

Proof. (i) is an easy consequence of (ii), but it is more instructive to show (i) first.
First of all, we claim that if $T^{L}$ is the finite set of sentences of the basic Lemma 8F.4, then
(1) $\quad \alpha \in L \Longleftrightarrow$ there exists a countable, transitive set $A$ such that

$$
(A, \in) \models T^{L} \text { and } \alpha \in A .
$$

The implication $(\Longleftarrow)$ in (1) is immediate, because by 8 F.4, if $(A, \in) \models T^{L}$, then $A=L_{\lambda}$ for some ordinal $\lambda$. For the other direction, notice that (as a set of pairs of integers), each $\alpha$ is a subset of $L_{\omega}$ so by (iii) of 8 F .4

$$
\alpha \in L \Longleftrightarrow \text { for some countable } \lambda, \alpha \in L_{\lambda} \text { and } L_{\lambda} \models T^{L}
$$

The key idea of the proof is that the structures of the form $(A, \in)$ with countable transitive $A$ can be characterized up to isomorphism by the Mostowski Collapsing Lemma 8C.9. In fact, if ( $M, E$ ) is any structure with countable $M$ and $E \subseteq M \times M$, then by 8 C .9 , immediately
( $M, E$ ) is isomorphic with some $(A, \in)$ where $A$ is transitive $\Longleftrightarrow E$ is wellfounded and $(M, E) \models$ "axiom of extensionality";

## thus

(2) $\quad \alpha \in L \Longleftrightarrow$ there exists a countable, wellfounded structure $(M, E)$ such that $(M, E) \models$ "axiom of extensionality", $(M, E) \models T^{L}$
and $\alpha \in \bar{M}=$ the unique transitive set such that $(M, E)$ is isomorphic with $(\bar{M}, \in)$.

To see how to express the last condition in a model-theoretic way, recall that the condition " $\alpha \in \mathcal{N}$ " is ZF-absolute by 8E. 8 and choose some $\varphi_{0}(\boldsymbol{\alpha})$ such that for all transitive models $M$ of some $T_{0} \subseteq \mathbf{Z F}$,

$$
\alpha \in \mathcal{N} \Longleftrightarrow M \models \varphi_{0}(\alpha) .
$$

Next define for each integer $n$ a formula $\psi_{n}(\boldsymbol{x})$ which asserts that $\boldsymbol{x}=n$, by the recursion

$$
\begin{aligned}
\psi_{0}(\boldsymbol{x}) & \Longleftrightarrow \boldsymbol{x}=0, \\
\psi_{n+1}(\boldsymbol{x}) & \Longleftrightarrow(\exists \boldsymbol{y})\left[\psi_{n}(\boldsymbol{y}) \& \boldsymbol{x}=\boldsymbol{y} \cup\{\boldsymbol{y}\}\right]
\end{aligned}
$$

and for each $n, m$, let

$$
\psi_{n, m}(\boldsymbol{\alpha}) \Longleftrightarrow(\exists \boldsymbol{x})(\exists \boldsymbol{y})\left[\psi_{n}(\boldsymbol{x}) \& \psi_{m}(\boldsymbol{y}) \&\langle\boldsymbol{x}, \boldsymbol{y}\rangle \in \boldsymbol{\alpha}\right] .
$$

It is obvious that

$$
\begin{align*}
\alpha \in L \Longleftrightarrow & \text { there exists a countable, wellfounded structure }(M, E) \text { such }  \tag{3}\\
& \text { that }(M, E) \models \text { "axiom of extensionality", }(M, E) \models T^{L} \\
& \text { and for some } a \in M,(M, E) \models \varphi_{0}(a) \text { and for all } n, m, \\
& \alpha(n)=m \Longleftrightarrow(M, E) \models \psi_{n, m}(a) .
\end{align*}
$$

The point of this model-theoretic computation is that we can code countable structures by irrationals, as we did in 8A and then the satisfaction condition is $\Delta_{1}^{1}$ by 8A. 6 . Recall that in the notation established for 8 A. 5 and 8A.6, we associated with each characteristic $u$ and irrational $\beta$ a structure $\mathfrak{A}(u, \beta)$, so that in the case $u=8$ which corresponds to the language of set theory $\mathcal{L}^{\epsilon}$,

$$
\mathfrak{A}(8, \beta)=\left(\left\{t:(\beta)_{0}(t)=1\right\},\left\{(t, s):(\beta)_{0}(t)=(\beta)_{0}(s)=1 \&(\beta)_{1}(\langle t, s\rangle)=1\right\}\right) ;
$$

moreover
$\operatorname{Sat}(8, \beta, m, x) \Longleftrightarrow \mathfrak{A}(8, \beta)$ is a structure (i.e., it has a non-empty domain) \& $m$ is the code of a formula $\chi_{m}$ of $\mathcal{L}^{\in} \& x$ is an assignment in $\mathfrak{A}(8, \beta)$ to the free variables of $\chi_{m}$ (i.e., whenever $\boldsymbol{v}_{i}$ is free in $\chi_{m}$ then $\left.(\beta)_{0}\left((x)_{i}\right)=1\right) \& \mathfrak{A}(8, \beta),(x)_{0},(x)_{1}, \ldots \models \chi_{m}$
and this pointset Sat is $\Delta_{1}^{1}$.
Let

$$
f(m, n)=\text { the code of the formula } \psi_{m, n}(\boldsymbol{\alpha})
$$

so that $f$ is obviously a recursive function. Let also $k_{0}$ be the code of the conjunction of the sentences in $T^{L}$ and the Axiom of Extensionality and let $k_{1}$ be the code of the formula $\varphi_{0}(\boldsymbol{\alpha})$ which defines $\alpha \in \mathcal{N}$; we are assuming that both in $\psi_{m, n}(\boldsymbol{\alpha})$ and in
$\varphi_{0}(\boldsymbol{\alpha})$, the free variable $\boldsymbol{\alpha}$ is actually the first variable $\boldsymbol{v}_{0}$. It is now clear that

$$
\begin{aligned}
& \alpha \in L \Longleftrightarrow(\exists \beta)\left\{\operatorname{Sat}\left(8, \beta, k_{0}, 1\right)\right. \\
& \&\left\{(t, s):(\beta)_{0}(t)=(\beta)_{0}(s)=1 \&(\beta)_{1}(\langle t, s\rangle)=1\right\} \\
& \quad \text { is wellfounded } \\
& \&(\exists a)\left[\operatorname{Sat}\left(8, \beta, k_{1},\langle a\rangle\right)\right. \\
&\&(\forall n)(\forall m)[\alpha(n)=m \Longleftrightarrow \operatorname{Sat}(8, \beta, f(n, m),\langle\alpha\rangle)]]\}
\end{aligned}
$$

which implies directly that $L \cap \mathcal{N}$ is $\Sigma_{2}^{1}$ (using the fact that wellfoundedness is $\Pi_{1}^{1}$ ).
To prove (ii), let $\psi_{L}\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}\right)$ be a formula which defines the canonical wellordering of $L$ absolutely on all models of some finite $T_{1}^{L} \subseteq \mathbf{Z F}$ (by (ii) of 8 F .1 ) and let $S^{L} \subseteq \mathbf{Z F}$ be finite and large enough to include $T_{1}^{L}, T^{L}$, the Axiom of Extensionality and the set $T_{0}$ os part (i), chosen so that $\varphi_{0}(\boldsymbol{\alpha})$ defines $\boldsymbol{\alpha} \in \mathcal{N}$ on all transitive models of $T_{0}$. Using the key fact

$$
\alpha \in L_{\xi} \& \beta \leq_{L} \alpha \Longrightarrow \alpha \in L_{\xi}
$$

and Mostowski collapsing as above, we can verify directly that for $\alpha \in L$ and arbitrary $P \subseteq \mathcal{N} \times \mathcal{X}$,

$$
\left(\forall \beta \leq_{L} \alpha\right) P(\beta, x)
$$

$\Longleftrightarrow$ there exists a countable, wellfounded structure $(M, E) \models S^{L}$ and some $a \in M$ such that $(M, E) \models \varphi_{0}(a)$ and $(\forall n)(\forall m)\left[\alpha(n)=m \Longleftrightarrow(M, E) \models \psi_{n, m}(a)\right]$ and $(\forall b)\left\{(M, E) \models \varphi_{0}(b) \& \psi_{L}(b, a) \Longrightarrow\right.$ $(\exists \beta)[(\forall n)(\forall m)[\beta(n)=m$

$$
\left.\left.\left.\Longleftrightarrow(M, E) \models \psi_{n, m}(b)\right] \& P(\beta, x)\right]\right\} .
$$

If $P$ is $\Sigma_{2}^{1}$, then it is easy to see that this whole expression on the right leads to a $\Sigma_{2}^{1}$ condition by coding the structures $(M, E)$ by irrationals as above-the key being that the universal quantifier $\forall \beta$ has been turned to the number quantifier $\forall b$.

We put down the argument for (i) in considerable detail, because it illustrates a very useful technique for making analytical computations of conditions defined by set-theoretic constructions.

For the next result we will do the opposite, i.e., we will give a set-theoretic construction for $\Sigma_{2}^{1}$ pointsets which will establish that they are all absolute as conditions for $L$. It is useful to derive this fundamental result of Shoenfield from a strong representation theorem for $\Sigma_{2}^{1}$ subsets of $\mathcal{N}$, which is nothing more than the metamathematical content of the proof of 2D.3-that $\Sigma_{2}^{1}$ sets are $\aleph_{1}$-Suslin.

8F.8. Shoenfield's Lemma. Suppose $A \subseteq \mathcal{N}$ is a $\Sigma_{2}^{1}$ set of irrationals. Then there exists a ZF-absolute operation

$$
\xi \mapsto T^{\xi}
$$

which assigns to each ordinal $\xi \geq \omega$ a tree $T^{\xi}$ on $\omega \times \xi$ such that the following holds, where $\lambda$ is any uncountable ordinal:

$$
\begin{aligned}
\alpha \in A & \Longleftrightarrow(\exists \xi \geq \omega)\left[T^{\xi}(a) \text { is not wellfounded }\right] \\
& \Longleftrightarrow(\exists \xi \geq \omega)\left[\xi<\aleph_{1} \& T^{\xi}(\alpha) \text { is not wellfounded }\right] \\
& \Longleftrightarrow T^{\lambda}(\alpha) \text { is not wellfounded. }
\end{aligned}
$$

Proof. One can derive this very easily by re-examining the proof of 2D. 3 and applying the absoluteness theory at the key points, but it is also simple enough to put down a complete proof.

Choose a recursive $R$ so that

$$
\alpha \in A \Longleftrightarrow(\exists \beta)(\forall \gamma)(\exists t) R(\bar{\alpha}(t), \bar{\beta}(t), \bar{\gamma}(t))
$$

by 4A. 1 so that for each $\alpha, \beta$, the set of sequences

$$
S^{\alpha, \beta}=\left\{\left(c_{0}, \ldots, c_{s-1}\right):(\forall t<s) \neg R\left(\bar{\alpha}(t), \bar{\beta}(t),\left\langle c_{0}, \ldots, c_{t-1}\right\rangle\right)\right\}
$$

is a tree and easily

$$
\begin{align*}
\alpha \in A \Longleftrightarrow & (\exists \beta)\left\{S^{\alpha, \beta} \text { is wellfounded }\right\}  \tag{1}\\
\Longleftrightarrow & (\exists \beta)\left(\exists f: S^{\alpha, \beta} \rightarrow \aleph_{1}\right)\left\{\text { if }\left(c_{0}, \ldots, c_{s-1}\right)\right. \text { and } \\
& \left.t<s, \text { then } f\left(c_{0}, \ldots, c_{t-1}\right)>f\left(c_{0}, \ldots, c_{s-1}\right)\right\} .
\end{align*}
$$

In the computation below we will represent $S^{\alpha, \beta}$ by the set of $\operatorname{codes}\left\langle c_{0}, \ldots, c_{s-1}\right\rangle$ of sequences $\left(c_{0}, \ldots, c_{s-1}\right) \in S^{\alpha, \beta}$.

For each $\xi \geq \omega$, define first a tree $S^{\xi}$ on $\omega \times(\omega \times \xi)$ as follows:

$$
\begin{aligned}
& \left(\left(a_{0}, b_{0}, \xi_{0}\right), \ldots,\left(a_{n-1}, b_{n-1}, \xi_{n-1}\right)\right) \in S^{\xi} \Longleftrightarrow \xi_{0}, \ldots, \xi_{n-1}<\xi \\
& \quad \&\left\{\text { if } i=\left\langle c_{0}, \ldots, c_{s-1}\right\rangle \text { and } j=\left\langle c_{0}, \ldots, c_{t-1}\right\rangle \text { where } j<i<n\right. \\
& \quad \text { and for each } m \geq s, \neg R\left(\left\langle a_{0}, \ldots, a_{m-1}\right\rangle,\left\langle b_{0}, \ldots, b_{m-1}\right\rangle,\left\langle c_{0}, \ldots, c_{m-1}\right\rangle\right)
\end{aligned}
$$ then $\left.\xi_{j}>\xi_{i}\right\}$.

Notice that the operation

$$
\xi \mapsto S^{\xi}
$$

is clearly $\mathbf{Z F}$-absolute and

$$
\xi \leq \eta \Longrightarrow S^{\xi} \subseteq S^{\eta}
$$

In the notation established in Chapter 2, for each $\xi, \alpha$,

$$
\begin{aligned}
& S^{\xi}(\alpha)=\left\{\left(\left(b_{0}, \xi_{0}\right), \ldots,\left(b_{n-1}, \xi_{n-1}\right)\right):\right. \\
& \left.\quad\left(\left(\alpha(0), b_{0}, \xi_{0}\right), \ldots,\left(\alpha(n-1), b_{n-1}, \xi_{n-1}\right)\right) \in S^{\xi}\right\}
\end{aligned}
$$

is a tree on $\omega \times \xi$ and it is almost immediate that

$$
\begin{align*}
\alpha \in A & \Longleftrightarrow\left(\exists \xi \in \aleph_{1}\right)\left[S^{\xi}(\alpha) \text { is not wellfoounded }\right],  \tag{2}\\
& S^{\xi}(\alpha) \text { is not wellfounded } \Longrightarrow \alpha \in A . \tag{3}
\end{align*}
$$

(To prove (2) choose $\beta=\left(b_{0}, b_{1}, \ldots\right)$ such that $S^{\alpha, \beta}$ is wellfounded, choose $f$ : $S^{\alpha, \beta} \rightarrow \aleph_{1}$ as in (1) above, and for $i=\left\langle c_{0}, \ldots, c_{s-1}\right\rangle$ with $\left(c_{0}, \ldots, c_{s-1}\right) \in S^{\alpha, \beta}$, take $\xi_{i}=f\left(c_{0}, \ldots, c_{s-1}\right)$-for $i$ not of this form take $\xi_{i}=0$. To prove (3), choose an infinite branch $\left(b_{0}, \xi_{0}\right),\left(b_{1}, \xi_{1}\right), \ldots$ in $S^{\xi}(\alpha)$, take $\beta=\left(b_{0}, b_{1}, \ldots\right)$ and define $f: S^{\alpha, \beta} \rightarrow \xi$ by

$$
f\left(c_{0}, \ldots, c_{s-1}\right)=\xi_{i} \Longleftrightarrow i=\left\langle c_{o}, \ldots, c_{s-1}\right\rangle
$$

so that it immediately satisfies the condition in (1).)

Now (2) and (3) imply directly the assertions in the theorem taking $T^{\xi}=S^{\xi}$, except that $S^{\xi}$ is a tree on $\omega \times(\omega \times \xi)$ rather than a tree on $\omega \times \xi$. To complete the proof, put

$$
\begin{aligned}
T^{\xi}= & \text { all initial segments of sequences of the form } \\
& \left(\left(a_{0}, b_{0}\right),\left(a_{1}, \xi_{0}\right),\left(a_{2}, b_{1}\right),\left(a_{3}, \xi_{1}\right), \ldots,\left(a_{2 n}, b_{n}\right),\left(a_{2 n+1}, \xi_{n}\right)\right) \\
& \text { such that } \\
& \left(\left(a_{0}, b_{0}, \xi_{0}\right),\left(a_{1}, b_{1}, \xi_{1}\right), \ldots,\left(a_{n}, b_{n}, \xi_{n}\right)\right) \in S^{\xi}
\end{aligned}
$$

so that $T^{\xi}$ is a tree on $\omega \times \xi$ (because $\omega \subseteq \xi$ ) and easily, for any $\alpha$,

$$
T^{\xi}(\alpha) \text { is not wellfounded } \Longleftrightarrow S^{\xi}(\alpha) \text { is not wellfounded. }
$$

8F.9. Shoenfield's Theorem (I) (Shoenfield [1961]). Each $\Sigma_{2}^{1}$ pointset is absolute as a condition for all standard models $M$ of some finite $T_{*} \subseteq \mathbf{Z F}$ such that $\aleph_{1} \subseteq M$.

In particular, if $A \subseteq \omega^{n}$ is $\Sigma_{2}^{1}\left(\alpha_{0}\right)$ and $\alpha_{0} \in L$, then $A \in L$; similarly, if $\beta \in \Delta_{2}^{1}\left(\alpha_{0}\right)$ and $\alpha_{0} \in L$, then $\beta \in L$.

Proof. Take first $A \subseteq \mathcal{N}$ and let $\varphi(\xi, \boldsymbol{T})$ be a formula of $\mathcal{L}^{\epsilon}$ by the lemma such that for all standard models $M$ of some finite $T_{1} \subseteq \mathbf{Z F}$,

$$
\begin{gathered}
\xi \in M \Longrightarrow T^{\xi} \in M, \\
T=T^{\xi} \Longleftrightarrow M \models \varphi(\xi, T) .
\end{gathered}
$$

Notice also that the operation

$$
(\alpha, T) \mapsto T(\alpha)
$$

is easily $\mathbf{Z F}$-absolute, so choose $\psi(\boldsymbol{\alpha}, \boldsymbol{S}, \boldsymbol{T})$ so that for all standard models $M$ of some finite $T_{2} \subseteq \mathbf{Z F}$,

$$
\begin{gathered}
\alpha, T \in M \Longrightarrow T(\alpha) \in M, \\
S=T(\alpha) \Longleftrightarrow M \models \psi(\alpha, S, T) .
\end{gathered}
$$

Finally use Mostowski's Theorem 8E. 4 to construct a formula $\chi(\boldsymbol{S})$ of $\mathcal{L}^{\in}$ such that for all standard models $M$ of some finite $T_{3} \subseteq \mathbf{Z F}$ and $S \in M$,

$$
S \text { is wellfounded } \Longleftrightarrow M \models \chi(S) .
$$

Now if $M$ is any standard model of

$$
T_{*}=T_{1} \cup T_{2} \cup T_{3}
$$

such that $\aleph_{1} \subseteq M$, then by the lemma, for $\alpha \in M$
$\alpha \in A \Longleftrightarrow$ there exists some $\xi \in M$ such that $T^{\xi}(\alpha)$ is not wellfounded
$\Longleftrightarrow$ there exists some $\xi \in M$ such that

$$
\begin{aligned}
& M
\end{aligned} \vDash(\exists \boldsymbol{S})(\exists \boldsymbol{T})[\varphi(\xi, \boldsymbol{T}) \& \psi(\alpha, \boldsymbol{S}, \boldsymbol{T}) \& \neg \chi(\boldsymbol{S})] .
$$

The result for arbitrary $\Sigma_{2}^{1}$ pointsets $P \subseteq \mathcal{X}$ follows easily by considering $A=f[P]$, where $f: \mathcal{X} \rightarrow \mathcal{N}$ is a $\Delta_{1}^{1}$ injection with $\Delta_{1}^{1}$ inverse and applying 8E.11.

To prove the second assertion, take $A \subseteq \omega$ for simplicity of notation and suppose

$$
n \in A \Longleftrightarrow P\left(n, \alpha_{0}\right)
$$

where $P$ is $\Sigma_{2}^{1}$ and $\alpha_{0} \in L$ and let $\psi(\boldsymbol{n}, \boldsymbol{\alpha})$ define $P$ absolutely as in the first part, so that in particular

$$
P(n, \alpha) \Longleftrightarrow L \models \psi(n, \alpha) .
$$

The sentence

$$
(\forall \boldsymbol{\alpha})(\exists \boldsymbol{x})[\boldsymbol{x} \subseteq \omega \&(\forall \boldsymbol{n})[\boldsymbol{n} \in \boldsymbol{x} \Longleftrightarrow \psi(\boldsymbol{n}, \boldsymbol{\alpha})]]
$$

is a theorem of $\mathbf{Z F}$ and hence it holds in $L$. Taking $\boldsymbol{\alpha}=\alpha_{0}$, this implies that there is some $x \in L$ such that $x \subseteq \omega$ and for all $n$,

$$
L \models n \in x \Longleftrightarrow \psi\left(n, \alpha_{0}\right),
$$

so that

$$
\begin{aligned}
n \in x & \Longleftrightarrow L \models \psi\left(n, \alpha_{0}\right) \\
& \Longleftrightarrow P\left(n, \alpha_{0}\right) \\
& \Longleftrightarrow n \in A ;
\end{aligned}
$$

thus $x=A$ and $A \in L$.
If $\beta \in \Delta_{2}^{1}\left(\alpha_{0}\right)$, with $\alpha_{0} \in L$, apply this to

$$
A(n, m) \Longleftrightarrow \beta(n)=m
$$

to infer that $A \in L$ and hence $\beta \in L$.
To appreciate the significance of Shoenfield's Theorem, recall from the exercises of 8 B that a formula $\theta\left(\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}\right)$ of the language of second order arithmetic $\mathrm{A}^{2}$ is $\Sigma_{n}^{1}$ if

$$
\theta\left(\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}\right) \Longleftrightarrow\left(\exists \boldsymbol{\beta}_{1}\right)\left(\forall \boldsymbol{\beta}_{2}\right)\left(\exists \boldsymbol{\beta}_{3}\right) \cdots\left(-\boldsymbol{\beta}_{n}\right) \varphi\left(\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}, \boldsymbol{\beta}_{1}, \ldots, \boldsymbol{\beta}_{n}\right),
$$

where $\varphi\left(\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}, \boldsymbol{\beta}_{1}, \ldots, \boldsymbol{\beta}_{n}\right)$ has no quantifiers over $\mathcal{N}$. It is clear that we can interpret these formulas over standard models of $\mathbf{Z F}$ simply by putting (for $\left.\alpha_{1}, \ldots, \alpha_{m} \in M\right)$,

$$
M \models \theta\left(\alpha_{1}, \ldots, \alpha_{m}\right) \Longleftrightarrow(\omega, \mathcal{N} \cap M,+, \cdot, \text { ap }, 0,1) \models \theta\left(\alpha_{1}, \ldots, \alpha_{m}\right),
$$

i.e., by interpreting the quantifiers $\exists \boldsymbol{\beta}_{i}, \forall \boldsymbol{\beta}_{i}$ as ranging over the irrationals in $M$ and using the standard interpretations for the operations,$+ \cdot$, ap (which are $\mathbf{Z F}$-absolute by 8 E .8 ) and the quantifiers $\exists n, \forall n$ (since $\omega$ is also ZF-absolute and hence a member of $M$ ).

8F.10. Shoenfield's Theorem (II) (Shoenfield [1961]). (i) If $\theta\left(\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}\right)$ is a $\Sigma_{2}^{1}$ or $\Pi_{2}^{1}$ formula of second order arithmetic, then for every standard model $M$ of $\mathbf{Z F}$ such that $\aleph_{1} \subseteq M$ and $\alpha_{1}, \ldots, \alpha_{m} \in M$,

$$
V \models \theta\left(\alpha_{1}, \ldots, \alpha_{m}\right) \Longleftrightarrow M \models \theta\left(\alpha_{1}, \ldots, \alpha_{m}\right) ;
$$

in particular, if $\alpha_{1}, \ldots, \alpha_{m} \in L$, then

$$
V \models \theta\left(\alpha_{1}, \ldots, \alpha_{m}\right) \Longleftrightarrow L \models \theta\left(\alpha_{1}, \ldots, \alpha_{m}\right) .
$$

(ii) If we can prove $a \Sigma_{2}^{1}$ or $\Pi_{2}^{1}$ sentence $\theta$ by assuming in addition to the axioms in $\mathbf{Z F}$ the hypothesis $V=L$ (and its consequences $\mathbf{A C}$ and $\mathbf{G C H}$ ), then $\theta$ is in fact true (i.e., $V \models \theta$ ).

Proof. Take a $\Sigma_{2}^{1}$ sentence for simplicity of notation

$$
\theta \Longleftrightarrow(\exists \boldsymbol{\alpha})(\forall \boldsymbol{\beta}) \varphi(\boldsymbol{\alpha}, \boldsymbol{\beta}),
$$

and let

$$
P(\alpha, \beta) \Longleftrightarrow \mathrm{A}^{2} \models \varphi(\alpha, \beta)
$$

be the arithmetical pointset defined by the matrix of $\theta$ so that

$$
\begin{aligned}
V \models \theta & \Longleftrightarrow(\exists \alpha)(\forall \beta) P(\alpha, \beta) \\
M \models \theta & \Longleftrightarrow(\exists \alpha \in M)(\forall \beta \in M) P(\alpha, \beta) .
\end{aligned}
$$

Using the Basis Theorem for $\Sigma_{2}^{1}, 4 \mathrm{E} .5$,

$$
\begin{aligned}
V \models \theta & \Longrightarrow(\exists \alpha)(\forall \beta) P(\alpha, \beta) & & \\
& \Longrightarrow\left(\exists \alpha \in \Delta_{2}^{1}\right)(\forall \beta) P(\alpha, \beta) & & \text { (by 4E.5) } \\
& \Longrightarrow(\exists \alpha \in M)(\forall \beta) P(\alpha, \beta) & & \text { (by 8F.9) } \\
& \Longrightarrow(\exists \alpha \in M)(\forall \beta \in M) P(\alpha, \beta) & & \text { (obviously) } \\
& \Longrightarrow M \models \theta . & &
\end{aligned}
$$

Conversely, assuming that $M \models \theta$, choose some $\alpha_{0} \in M$ such that

$$
(\forall \beta \in M) P\left(\alpha_{0}, \beta\right)
$$

and assume towards a contradiction that

$$
(\exists \beta) \neg P\left(\alpha_{0}, \beta\right) ;
$$

by the Basis Theorem 4E. 5 again, we then have

$$
\left(\exists \beta \in \Delta_{2}^{1}\left(\alpha_{0}\right)\right) \neg P\left(\alpha_{0}, \beta\right)
$$

so that by 8 F .9 ,

$$
(\exists \beta \in M) \neg P\left(\alpha_{0}, \beta\right)
$$

contradicting our assumption end establishing $(\forall \beta) P\left(\alpha_{0}, \beta\right)$, i.e., $V \models \theta$.
The second assertion follows immediately because if we can prove $\theta$ using the additional hypothesis $V=L$, then we know that $L \models \theta$ by 8 F .2 and hence $V \models \theta$ by the first assertion.

This theorem is quite startling because so many of the propositions that we consider in ordinary mathematics are expressible by $\Sigma_{2}^{1}$ sentences-including all propositions of elementary or analytic number theory and most of the propositions of "hard analysis". The techniques in the proof of 8 F .1 allow us to prove that many set theoretic propositions are also equivalent to $\Sigma_{2}^{1}$ sentences. Theorem 8 F. 8 assures us then that the truth or falsity of these "basic" propositions does not depend on the answers to difficult and delicate questions about the nature of sets like the continuum hypothesis; we might as well assume that $V=L$ in attempting to prove or disprove them.

Of course, in descriptive set theory we worry about propositions much more complicated than $\Sigma_{2}^{1}$ which may well have different truth values in $L$ and in $V$.

## Exercises

We should put down for the record one of the best known results that comes out of the theory of constructibility.

8F.11. Prove that the proposition $V=L$, the Axiom of Choice AC and the generalized continuum hypothesis GCH are consistent with ZF-i.e., we cannot prove the negation of any of these propositions in ZF. (Gödel [1938], [1940].)

Hint. All these propositions hold in $L$ so none of them can be refuted from the axioms of $\mathbf{Z F}$ which also hold in $L$.

A few remarks are in order in this proof.
We developed the theory of constructibility here with no appeal to the Axiom of Choice, so there is no use of choice in this argument. On the other hand, we have presented this proof in the same general framework in which we have proved all the other results in this book-i.e., we have assumed that we have the structure ( $V, \in$ ) which satisfies all the axioms of $\mathbf{Z F}$ (even though it may fail to satisfy $\mathbf{A C}$ ) and that we can reason about this structure in the ordinary way. Granting these assumptions and these methods of proof, the hint outlines a valid argument for the consistency of $\mathbf{Z F}$ with $V=L, \mathbf{A C}$ and $\mathbf{G C H}$.

It is customary in mathematical logic to give consistency proofs on the basis of minimal hypotheses and in fact the consistency of $\mathbf{Z F}$ with $V=L, \mathbf{A C}$ and $\mathbf{G C H}$ can be established assuming only that $\mathbf{Z F}$ is formally consistent and using only very basic, combinatorial arguments. To give that argument, we would have to give a precise definition of formal logical consequence (or formal proof) which would take us far afield from descriptive set theory. Suffice it to say that anyone who knows the rudiments of the theory of formal proofs will have no difficulty turning the hint above into a constructive, combinatorial demonstration of the consistency of $\mathbf{Z F}$ with $V=L, \mathbf{A C}$ and $\mathbf{G C H}$, granting only the formal consistency of $\mathbf{Z F}$.

We should also point out that at least as far as $\mathbf{A C}$ is concerned, the observation that we did not use the Axiom of Choice in 8 F .11 is essential, if we are to have a nontrivial theorem. Because if we assume that $(V, \in)$ also satisfies $\mathbf{A C}$, then it is obvious that $\neg \mathbf{A C}$ cannot be a consequence of $\mathbf{Z F}$-or else $(V, \in)$ would satisfy both $\mathbf{A C}$ and $\neg \mathbf{A C}$.

Next we put down two results about the Axiom of Choice in the models $L(A)$.
8F.12. Prove that if $A$ is a set of constructible sets $(A \subseteq L)$, then $L(A)$ satisfies the Axiom of Choice. (Notice that the hypothesis holds if $A$ is any set of ordinals.)

Hint. Rework the proof of 8D. 12 to show that there is a ZF-absolute condition $P(A, W, x, y)$ such that whenever $W \subseteq A \times A$ is a wellordering of $\operatorname{TC}(A)$, then $\{(x, y): P(A, W, x, y)\}$ is a wellordering of $L(A)$. Now argue that if $A \subseteq L$, we can find in $L(A)$ a wellordering $W$ of $\operatorname{TC}(A)$ and complete the proof as in 8 F .3 .

8F.13. Prove that the model $L(\mathcal{N})$ satisfies the Axiom of Dependent Choices, DC. (You will need to use the fact that $V \models \mathbf{D C}$.)

Hint. Show first that for every ordinal $\xi$, there is some ordinal $\lambda_{\xi}$ and a surjection

$$
\pi_{\xi}: \lambda_{\xi} \times \mathcal{N} \rightarrow L_{\xi}(\mathcal{N}),
$$

such that $\pi_{\xi} \in L(\mathcal{N})$. (Use induction on $\xi$. In the successor case, it is enough to construct from any surjection $\pi: \lambda \times \mathcal{N} \rightarrow A$, a $\rho: \lambda^{\prime} \times \mathcal{N} \rightarrow \bigcup\left\{{ }^{n} A: n \in \omega\right\}$. In the limit case, you may assume given surjections $\pi_{\xi}: \lambda^{\prime} \times \mathcal{N} \rightarrow L_{\xi}(\mathcal{N})$, for each $\xi<\lambda$; put first

$$
\pi(\xi, \eta, \alpha)=\pi_{\xi}(\eta, \alpha)
$$

and define $\rho: \lambda^{*} \times \mathcal{N} \rightarrow L_{\lambda}(A)$ by $\rho(\zeta, \alpha)=\pi\left(\rho_{1}(\zeta), \rho_{2}(\zeta), \alpha\right)$, where the function $\zeta \mapsto\left(\rho_{1}(\zeta), \rho_{2}(\zeta)\right)$ is a surjection of $\lambda^{*}$ onto $\lambda^{\prime} \times \lambda^{\prime}$.

Suppose now that $P, A \in L_{\lambda}(\mathcal{N})$, with $A \neq \emptyset$ and $P \subseteq A \times A$, and assume that $(\forall x \in A)(\exists y \in A) P(x, y)$; we must show that there is a function $f: \omega \rightarrow A$ in $L(\mathcal{N})$ such that $(\forall n) P(f(n), f(n+1))$. By $\mathbf{D C}$ in $V$, there is some infinite sequence $x_{0}, x_{1}, x_{2}, \ldots$ in $V$ such that $(\forall n) P\left(x_{n}, x_{n+1}\right)$, with each $x_{i} \in A$. If $\pi: \lambda \times \mathcal{N} \rightarrow L_{\lambda}(\mathcal{N})$ is a surjection which lies in $L(\mathcal{N})$, we can further choose ordinals $\zeta_{n}, \alpha_{n}$ (in $V$ ) such
that $x_{n}=\pi\left(\zeta_{n}, \alpha_{n}\right)$. Now forget about the ordinals $\zeta_{n}$, but check that the function $n \mapsto \alpha_{n}$ lies in $L(\mathcal{N})$, because it can be coded by a single irrational.

On $\omega \times \lambda$ define the binary relation

$$
(k, \xi)<(m, \eta) \Longleftrightarrow k=m+1 \& P\left(\pi\left(\eta, \alpha_{m}\right), \pi\left(\xi, \alpha_{k}\right)\right) ;
$$

this relation lies in $L(\mathcal{N})$ and it is not wellfounded in $V$, because we have

$$
\left(0, \zeta_{0}\right)>\left(1, \zeta_{1}\right)>\left(2, \zeta_{2}\right)>\cdots .
$$

By Mostowski's Theorem 8E. 4 then, this relation is not wellfounded in $L\left({ }^{(\omega} \omega\right)$, so that we have a function $n \mapsto \xi_{n}$ in $L(\mathcal{N})$ such that

$$
(\forall n) P\left(\pi\left(\xi_{n}, \alpha_{n}\right), \pi\left(\xi_{n+1}, \alpha_{n+1}\right)\right)
$$

and we can finally take $f(n)=\pi\left(\xi_{n}, \alpha_{n}\right)$.
8F.14. Prove (without using the Axiom of Choice) that for every finite set $T_{0}$ of axioms of $\mathbf{Z F}$, there is a countable transitive set $M$ such that $M \models T_{0}$.

Hint. Imitate that proof of the Countable Reflection Theorem 8C. 10 using the hierarchy $\left\{L_{\xi}: \lambda \in \mathrm{ON}\right\}$ instead of $\left\{V_{\xi}: \lambda \in \mathrm{ON}\right\}$.

8F.15. Prove that there is a smallest standard model of ZF (Shepherdson [1951], Cohen [1963a]).

Hint. If no set $M \models \mathbf{Z F}$, then every standard model of $\mathbf{Z F}$ is an inner model and $L$ is the least standard model by 8 F .6 .

Assume now that some transitive set $M \models \mathbf{Z F}$. Since we proved that $L \models \mathbf{Z F}$ using only the fact that $V \models \mathbf{Z F}$, it follows that for every transitive set $M$ and for every sentence $\varphi \in \mathbf{Z F}$,

$$
M \models \mathbf{Z F} \Longrightarrow M \models \text { "the collection of constructible sets satisfies } \varphi \text { ", }
$$

where for each $\varphi$, the expression in quotes can be easily transformed into a sentence of $\mathcal{L}^{\epsilon}$. Now argue using 8 F . 1 that for $M \models \mathbf{Z F}$ and $x \in M$,

$$
M \models \text { " } x \text { is constructible" } \Longleftrightarrow x \in M \cap L
$$

and if $\lambda$ is the least ordinal not in $M$ and $M \models \mathbf{Z F}$,

$$
M \cap L=L_{\lambda} .
$$

Thus the least model of $\mathbf{Z F}$ is $L_{\lambda}$, where $\lambda$ is a the least ordinal such that $L_{\lambda} \models \mathbf{Z F}$. $\dashv$
8F.16. Prove that if $\mathcal{N} \backslash L \neq \emptyset$, then the pointset $\mathcal{N} \cap L$ is not $\Pi_{2}^{1}$ (Shoenfield [1961]).
Hint. If it were, then $\mathcal{N} \backslash L$ would be $\Sigma_{2}^{1}$ and thus have a $\Delta_{2}^{1}$ member by 4 E .5 , contradicting Shoenfield's Theorem 8F.9.

8F.17. Prove that if $\mathcal{N} \backslash L \neq \emptyset$, then $\Pi_{3}^{1}$ sentences of the language of second order arithmetic are not absolute for $L-$ i.e., for some such sentence $\theta, L \models \theta$ but $V \models \neg \theta$ (Shoenfield [1961]).

8F.18. Prove that not all $\Sigma_{2}^{1}$ pointsets are $\mathbf{Z F}$-absolute as conditions.
Hint. If every $\Sigma_{2}^{1}$ pointset were $\mathbf{Z F}$-absolute, then (easily) there would be a finite $T_{0} \subseteq \mathbf{Z F}$ such that every standard model of $T_{0}$ would contain all $\Sigma_{2}^{1}$ sets of integers. Using the technique in the proof of 8 F .7 argue that if

$$
P(\beta) \Longleftrightarrow \mathfrak{A}(8, \beta) \text { is a wellfounded model of } T_{0}
$$

then every $\Sigma_{2}^{1}$ set of integers must be recursive in any $\beta$ such that $P(\beta)$ and hence every $\Delta_{2}^{1}$ irrational must be recursive in every $\beta$ such that $P(\beta)$; but $P$ is $\Sigma_{2}^{1}$ and by 8 F .14 and the Basis Theorem 4E. 5 there must exist some $\beta \in \Delta_{2}^{1}$ such that $P(\beta)$, which is absurd.

We now turn to the study of so-called relative constructibility.
Consider structures of the form

$$
(M, \in, P),
$$

where $P \subseteq M$. The language $\mathcal{L}^{\in, 1}$ of these structures is obtained by adding a unary relation symbol $\boldsymbol{P}$ to $\mathcal{L}^{\epsilon}$ and interpreting $\boldsymbol{P}(\boldsymbol{x})$ by $x \in P$.

8F.19. Prove that there is a $\mathbf{Z F}$-absolute operation $\operatorname{Def}(A, P)$ such that for any two sets $A, P$,

$$
\begin{aligned}
& x \in \operatorname{Def}(A, P) \Longleftrightarrow x \subseteq A \& \text { there is a formula } \varphi\left(\boldsymbol{v}_{0}, \ldots, \boldsymbol{v}_{n-1}, \boldsymbol{v}_{n}\right) \text { in } \\
& \text { the language } \mathcal{L}^{\in, 1} \text { and members } x_{0}, \ldots, x_{n-1} \text { of } A, \\
& \text { such that } \\
& s \in z \Longleftrightarrow(A, \in, P \cap A) \models \varphi\left(x_{0}, \ldots, x_{n-1}, s\right) .
\end{aligned}
$$

Hint. Look up the proof of 8D. 1 and alter the definition of the satisfaction condition \#24 to take account of the additional unary condition $P \cap A$.

For each set $A$, the hierarchy of sets constructible relative to $A$ is defined by the transfinite recursion

$$
\begin{aligned}
L_{0}[A] & =\emptyset, \\
L_{\xi+1}[A] & =\operatorname{Def}\left(L_{\xi}[A], A\right) \\
L_{\lambda}[A] & =\bigcup_{\xi<\lambda} L_{\xi}[A] \text { if } \lambda \text { is a limit ordinal }
\end{aligned}
$$

and of course we put

$$
L[A]=\bigcup_{\xi} L_{\xi}[A] .
$$

We collect in one theorem all the basic facts about the models $L[A]$.
8F.20. (i) Prove that the operation

$$
(\xi, A) \mapsto L_{\xi}[A]
$$

and the condition

$$
P(x, \xi, A) \Longleftrightarrow x \in L_{\xi}[A]
$$

are $\mathbf{Z F}$-absolute.
(ii) Prove that the condition

$$
Q(x, A) \Longleftrightarrow x \in L[A]
$$

is absolute for inner models of $\mathbf{Z F}$.
(iii) Prove that each $L_{\lambda}[A]$ is a transitive set and

$$
\xi \leq \eta \Longrightarrow L_{\xi}[A] \subseteq L_{\eta}[A] .
$$

(iv) Prove that each $L[A]$ is an inner model of $\mathbf{Z F}$.
(v) Prove that if $A \cap L[A]=B \cap L[A]$, then $L[A]=L[B]$; thus

$$
L[A]=L[A \cap L[A]] .
$$

(vi) Prove that $A \cap L[A] \in L[A]$ and

$$
L[A]=L(A \cap L[A]) ;
$$

in particular,

$$
A \subseteq L \Longrightarrow L[A]=L(A)
$$

Hint. (i) - (iv) are established exactly like the corresponding results for the $L_{\xi}$ 's.
To show (v), check by induction on $\xi$ that if $A \cap L[A]=B \cap L[A]$, then $L_{\xi}[A]=$ $L_{\xi}[B]$; then take $B=A \cap L[A]$.

For (vi) argue first that $A \cap L[A] \subseteq L_{\xi}[A]$ for some ordinal $\xi$, and then easily $A \cap L[A] \in L_{\xi+1}[A]$. The $\mathbf{Z F}$-absoluteness of $(\xi, A) \mapsto L_{\xi}[A]$ also implies immediately that $L[A] \subseteq L(A)$, so applying this to $A \cap L[A]$ we get

$$
L[A \cap L[A]] \subseteq L(A \cap L[A]) ;
$$

hence $L[A]=L[A \cap L[A]] \subseteq L(A \cap L[A])$. On the other hand, given $A \cap L[A] \in L[A]$, the $\mathbf{Z F}$-absoluteness of $(\xi, A) \mapsto L_{\xi}(A)$ again implies that $L(A \cap L[A]) \subseteq L[A]$. Finally, if $A \subseteq L \subseteq L[A]$, then $A \cap L[A]=A$.

Caution: Since relative constructibility is often studied in the case where $A$ is a set of ordinals, when $L[A]=L(A)$, there is some confusion in the literature between the notations $L[A]$ and $L(A)$ and the clear distinction we have established here is not always observed.

Notice that by 8 F .20 , if $\alpha \in \mathcal{N}$, then

$$
L[\alpha]=L(\alpha) ;
$$

on the other hand,

$$
L[\mathcal{N}]=L,
$$

since for each transitive set $A$ the membership condition in the set $\mathcal{N} \cap A$ is certainly definable in $(A, \in)$.

In general, $L[A]$ is a much better model than $L(A)$.
8 F.21. Show that for each set $A, L[A]$ satisfies the Axiom of Choice.
Hint. Look up the proofs of 8D. 12 and 8 F.3, checking first that

$$
L[A] \models \text { "every set is in } L[A \cap L[A]] \text { ". }
$$

In the universe constructible from an irrational, we also have the full effect of the key Theorem 8F.4.

8F.22. Show that there is a fixed formula $\varphi_{L}(\boldsymbol{\alpha})$ with one free variable $\boldsymbol{\alpha}$ such that for every $\alpha \in \mathcal{N}$ the following hold.
(i) $L[\alpha] \models \varphi_{L}(\alpha)$.
(ii) If $A$ is a transitive set, $\alpha \in A$ and $A \models \varphi_{L}(\alpha)$, then $A=L_{\lambda}[\alpha]$ for some limit ordinal $\lambda$.
(iii) For every infinite ordinal $\xi$ and every set $x \in L[\alpha]$ such that $x \subseteq L_{\xi}[\alpha]$, there is some ordinal $\lambda$ such that

$$
\xi \leq \lambda<\xi^{+}, \quad L_{\lambda}[\alpha] \models \varphi_{L}(\alpha), \quad \text { and } x \in L_{\lambda}[\alpha] .
$$

Infer that $L[\alpha]$ satisfies $\mathbf{G C H}$.
Hint. Copy over the proof of 8 F .4 .
8 F.23. Prove that the pointset $\{(\alpha, \beta): \alpha \in L[\beta]\}$ is $\Sigma_{2}^{1}$.

8F.24. Prove that for each $\beta$, if $\mathcal{N} \subseteq L[\beta]$, then $\mathcal{N}$ admits a $\Sigma_{2}^{1}(\beta)$-good wellordering of $\operatorname{rank} \aleph_{1}$.

## 8G. Regularity results and inner models

We already know from 6G. 10 - 6G. 12 that if there exists a measurable cardinal, then $\Sigma_{2}^{1}$ pointsets are absolutely measurable, they all have the property of Baire and every uncountable $\underset{\sim}{2} 1$ set has a perfect subset. In this section we will derive interesting metamathematical refinements of these regularity properties and extensions of them to the higher Lusin pointclasses.

In proving these results, we will introduce and study briefly some very interesting inner models of $\mathbf{Z F}$ which are much like $L$ but which also satisfy various forms of definable determinacy.

We start with a beautiful and very useful result of Mansfield which we will establish by rethinking the proof of the Perfect Set Theorem 2C. 2 in the light of the theory of absoluteness.

8G.1. Mansfield's Lemma (Mansfield [1970]). Suppose M is a standard model of $\mathbf{Z F}, T$ is a tree on $\omega \times \kappa, T \in M$ and

$$
A=\mathfrak{p}[T]=\{\alpha \in \mathcal{N}: T(\alpha) \text { is not wellfounded }\} ;
$$

then either $A \subseteq M$ or $A$ has a perfect subset.
Proof (Solovay). Following the proof of 2C.2, assign to each tree $S$ on $\omega \times \kappa$ and each ordinal $\xi$ the tree $S^{\xi}$ by the recursion

$$
\begin{aligned}
S^{0} & =S \\
S^{\xi+1} & =\left\{u \in S^{\xi}: \mathfrak{p}\left[S_{u}^{\xi}\right] \text { has more than one (irrational) member }\right\}, \\
S^{\lambda} & =\bigcap_{\xi<\lambda} S^{\xi}, \text { if } \lambda \text { is a limit ordinal. }
\end{aligned}
$$

Each $S^{\xi}$ is a tree on $\omega \times \kappa$ and

$$
\eta<\xi \Longrightarrow S^{\eta} \supseteq S^{\xi}
$$

so that easily, for some $\lambda$,

$$
S^{\lambda+1}=S^{\lambda}
$$

we take

$$
S^{*}=S^{\lambda}
$$

for the least such $\lambda$.
The condition

$$
R_{1}(S, \kappa) \Longleftrightarrow S \text { is a tree on } \omega \times \kappa \& \mathfrak{p}[S] \neq \emptyset
$$

is ZF-absolute by the general properties of absoluteness and Mostowski's Theorem 8E.4, since

$$
\begin{aligned}
\mathfrak{p}[S] \neq \emptyset \Longleftrightarrow & \{\langle u, v\rangle: u, v \text { are finite sequences on } \omega \times \kappa \text { and } u, v \in S \\
& \text { and } v \text { is a proper initial segment of } u\} \text { is not wellfounded. } .
\end{aligned}
$$

But also
$\mathfrak{p}[S]$ has more than one element

$$
\begin{aligned}
\Longleftrightarrow & (\exists u)(\exists n)(\exists \xi)(\exists m)(\exists \eta)\left[u^{\wedge}(n, \xi) \in S \& u^{\wedge}(m, \eta) \in S\right. \\
& \& n \neq m \\
& \& \mathfrak{p}\left[S_{u^{\wedge}(n, \xi)}\right] \neq \emptyset \\
& \left.\& \mathfrak{p}\left[S_{u^{\wedge}(m, \eta)}\right] \neq \emptyset\right]
\end{aligned}
$$

so that the condition

$$
\begin{aligned}
R_{2}(S, \kappa) \Longleftrightarrow & S \text { is a tree on } \omega \times \kappa \\
& \text { and } \mathfrak{p}[S] \text { has more than one element }
\end{aligned}
$$

is also $\mathbf{Z F}$-absolute. Thus by the $\mathbf{Z F}$-absoluteness of definition by transfinite recursion 8E.5, the operation

$$
(\xi, S) \mapsto S^{\xi}
$$

is $\mathbf{Z F}$-absolute.
The assertion

$$
(\forall s)(\exists \lambda)\left[S^{\lambda+1}=S^{\lambda}\right]
$$

is a theorem of $\mathbf{Z F}$ which is easily expressible in $\mathcal{L}^{\epsilon}$, so it must hold on all standard models of sufficiently many axioms in $\mathbf{Z F}$. From this we infer easily that the operation

$$
S \mapsto S^{*}=S^{\lambda} \text { for the least } \lambda \text { such that } S^{\lambda+1}=S^{\lambda}
$$

is also $\mathbf{Z F}$-absolute.
Assume now the hypotheses of the lemma for a specific $M \models \mathbf{Z F}$ and a tree $T$ on $\omega \times \kappa, T \in M$. From the discussion above we know that

$$
\xi \in M \Longrightarrow T^{\xi} \in M
$$

and that for some $\lambda \in M$,

$$
T^{\lambda+1}=T^{\lambda}=T^{*} \in M
$$

If $T^{*} \neq \emptyset$, then $\mathfrak{p}[T]$ has a perfect subset as in the proof of 2C.2. It remains to show that if $T^{*}=\emptyset$, then $\mathfrak{p}[T] \subseteq M$.

Assume $T^{*}=\emptyset$ and suppose that $\alpha \in \mathfrak{p}[T]$, so that for some $f: \omega \rightarrow \kappa,(\alpha, f) \in T$, i.e., for all $n$

$$
(\alpha(0), f(0), \alpha(1), f(1), \ldots, \alpha(n-1), f(n-1)) \in T
$$

as in the proof of 2C. 2 again, there must be a $\xi$ such that $(\alpha, f) \in\left[T^{\xi}\right] \backslash\left[T^{\xi+1}\right]$ and consequently for some $n$,

$$
u=(\alpha(0), f(0), \ldots, \alpha(n-1), f(n-1)) \in T^{\xi} \backslash T^{\xi+1}
$$

For this $\xi$, we have by the definition that

$$
\mathfrak{p}\left[T_{u}^{\xi}\right] \text { has exactly one element, }
$$

namely $\alpha$.
Suppose now $\varphi(\boldsymbol{S}, \boldsymbol{\kappa})$ and $\psi(\boldsymbol{S}, \boldsymbol{\beta})$ are formulas of $\mathcal{L}^{\epsilon}$ which define absolutely for standard models of $\mathbf{Z F}$ the conditions $R_{1}(S, \kappa)$ and $\beta \in \mathfrak{p}[S]$. We have

$$
V \models \varphi\left(T_{u}^{\xi}, \kappa\right)
$$

hence also

$$
M \models \varphi\left(T_{u}^{\xi}, \kappa\right) .
$$

But the sentence

$$
(\forall \boldsymbol{S})(\forall \boldsymbol{\kappa})[\varphi(\boldsymbol{S}, \boldsymbol{\kappa}) \rightarrow(\exists \boldsymbol{\beta}) \psi(\boldsymbol{S}, \boldsymbol{\beta})]
$$

is obviously a theorem of $\mathbf{Z F}$ (at least if $\varphi(\boldsymbol{S}, \boldsymbol{\kappa})$ and $\psi(\boldsymbol{S}, \boldsymbol{\beta})$ are chosen in the natural way), so that it must hold in $M$. In particular,

$$
M \models \varphi\left(T_{u}^{\xi}, \kappa\right) \rightarrow(\exists \boldsymbol{\beta}) \psi\left(T_{u}^{\xi}, \boldsymbol{\beta}\right)
$$

and thus there is some $\beta \in M$ so that

$$
M \models \psi\left(T_{u}^{\xi}, \beta\right)
$$

which implies $\beta \in T_{u}^{\xi}$, i.e., $\beta=\alpha$ and $\alpha \in M$.
In order to put down an elegant version of this result, let us call a pointset $P \subseteq \mathcal{X}$ $\kappa$-Suslin over (a transitive class) $M$, if $\kappa \in M$ and there is a tree $T$ on $\omega \times \kappa$ in $M$ and a $\Delta_{1}^{1}$ function

$$
f: \mathcal{X} \rightarrow \mathcal{N}
$$

with $\Delta_{1}^{1}$ inverse such that

$$
P(x) \Longleftrightarrow f(x) \in \mathfrak{p}[T] .
$$

8G.2. Mansfield's Perfect Set Theorem. If $P$ is $\kappa$-Suslin over a standard model $M$ of $\mathbf{Z F}$, then either $P \subseteq M$ or $P$ has a non-empty perfect subset.

Proof. If $x_{0} \in P \backslash M$, then by the $\mathbf{Z F}$-absoluteness of $f^{-1}, \alpha_{0}=f\left(x_{0}\right) \in \mathfrak{p}[T] \backslash M$ and hence $\mathfrak{p}[T]$ has a non-empty perfect subset $F$. Now $f^{-1}[F]$ is an uncountable Borel subset of $P$, so $P$ has a non-empty perfect subset.

8G.3. Theorem (Shoenfield [1961]). Every $\Sigma_{2}^{1}\left(\beta_{0}\right)$ pointset is $\aleph_{1}$-Suslin over $L\left[\beta_{0}\right]$.
Proof. It is enough by the definition to prove the result for $A \subseteq \mathcal{N}$, so suppose

$$
\alpha \in A \Longleftrightarrow P\left(\alpha, \beta_{0}\right)
$$

where $P$ is $\Sigma_{2}^{1}$. Put

$$
\gamma \in B \Longleftrightarrow P\left(\left((\gamma(0))_{0},(\gamma(1))_{0}, \ldots\right),\left((\gamma(0))_{1},(\gamma(1))_{1}, \ldots\right)\right)
$$

so that $B$ is in $\Sigma_{2}^{1}$ and there is some $T \in L, T$ a tree on $\omega \times \aleph_{1}$ such that $B=\mathfrak{p}[T]$. Compute

$$
\begin{aligned}
\alpha \in A \Longleftrightarrow & P\left(\alpha, \beta_{0}\right) \\
\Longleftrightarrow & \left(\left\langle\alpha(0), \beta_{0}(0)\right\rangle,\left\langle\alpha(1), \beta_{0}(1)\right\rangle, \ldots\right) \in B \\
\Longleftrightarrow & \text { for some } f: \omega \rightarrow \aleph_{1} \text { and all } n, \\
& \left(\left(\left\langle\alpha(0), \beta_{0}(0)\right\rangle, f(0)\right),\left(\left\langle\alpha(1), \beta_{0}(1)\right\rangle, f(1)\right), \ldots,\right. \\
& \left.\quad\left(\left\langle\alpha(n-1), \beta_{0}(n-1)\right\rangle, f(n-1)\right),\right) \in T \\
\Longleftrightarrow & \text { for some } f: \omega \rightarrow \aleph_{1} \text { and all } n, \\
& \quad((\alpha(0), f(0)), \ldots,(\alpha(n-1), f(n-1))) \in S
\end{aligned}
$$

where

$$
\begin{aligned}
\left(\left(a_{0}, \xi_{0}\right), \ldots,\left(a_{n-1}, \xi_{n-1}\right)\right) & \in S \\
& \Longleftrightarrow\left(\left(\left\langle a_{0}, \beta_{0}(0)\right\rangle, \xi_{0}\right), \ldots,\left(\left\langle a_{n-1}, \beta_{0}(n-1)\right\rangle, \xi_{n-1}\right)\right) \in T
\end{aligned}
$$

and clearly $S \in L\left[\beta_{0}\right]$.

8G.4. Corollary (Solovay [1969]). If $P \subseteq \mathcal{X}$ is $\Sigma_{2}^{1}\left(\beta_{0}\right)$ and $x_{0} \notin L\left[\beta_{0}\right]$ for some $x_{0} \in P$, then $P$ has a non-empty perfect subset.

In particular, if $\operatorname{card}\left(\mathcal{N} \cap L\left[\beta_{0}\right]\right)=\aleph_{0}$, then every uncountable $\Sigma_{2}^{1}\left(\beta_{0}\right)$ set has a non-empty perfect subset and

$$
\mathcal{N} \cap L\left[\beta_{0}\right]=C_{2}\left(\beta_{0}\right)=\text { the largest countable } \Sigma_{2}^{1}\left(\beta_{0}\right) \text { set. }
$$

We can consider this theorem a "lightface" improvement of 6 G .10 , since as we will show in 8H.15, 8H.7,

$$
(\exists \kappa)\left[\kappa \rightarrow\left(\aleph_{1}\right)\right] \Longrightarrow(\forall \beta)\left[\operatorname{card}(\mathcal{N} \cap L[\beta])=\aleph_{0}\right] .
$$

But the present result is much more appealing than 6G.10, because it seems to give an explanation of why some $\Sigma_{2}^{1}(\beta)$ sets are countable and other are not: at least granting that $\operatorname{card}(\mathcal{N} \cap L[\beta])=\aleph_{0}$, then for any $\Sigma_{2}^{1}(\beta)$ set $P$,

$$
P \text { is countable } \Longleftrightarrow P \subseteq L[\beta] \text {. }
$$

We now turn to "lightface" versions of the other known regularity properties of ${\underset{\sim}{2}}_{1}^{1}$ sets, on the basis of the hypothesis $(\forall \beta)\left[\operatorname{card}(\mathcal{N} \cap L[\beta])=\aleph_{0}\right]$. The key result is a metamathematical theorem on approximating sets modulo a $\sigma$-ideal, a theorem quite similar to 2H.1.

First some preliminary definitions and absoluteness computations.
Recall the coding of Borel sets by irrationals which we introduced in 7B and suppose $M$ is a transitive class, possibly an inner model of $\mathbf{Z F}$. A Borel set $P \subseteq \mathcal{X}$ is rational over $M$ if there is some $\alpha \in M$ which is a code for $P$.

For each ordinal $\lambda>\omega$, we define the sets $C_{\lambda}^{\xi}$ by recursion on $\xi$ :

$$
\begin{aligned}
C_{\lambda}^{0}= & \{\langle 1, s\rangle: s \in \omega\} \\
C_{\lambda}^{\xi+1}= & C_{\lambda}^{\xi} \bigcup\left\{\langle 2, a\rangle: a \in C_{\lambda}^{\xi}\right\} \\
& \bigcup\left\{\langle 3, f\rangle: f: \eta \rightarrow C_{\lambda}^{\xi}\right. \text { is a function with domain } \\
& \text { some } \left.\eta<\lambda \text { and image in } C_{\lambda}^{\xi}\right\}, \\
C_{\lambda}^{\mu}= & \bigcup_{\xi<\mu} C_{\lambda}^{\xi} \text { if } \mu \text { is a limit ordinal. }
\end{aligned}
$$

We let

$$
C_{\lambda}=\bigcup_{\xi} C_{\lambda}^{\xi}
$$

and we call the members of the class $C_{\lambda}$ codes for the $\lambda$-Borel sets. Notice that

$$
\lambda \leq \lambda^{\prime} \Longrightarrow C_{\lambda} \subseteq C_{\lambda^{\prime}} .
$$

For each space $\mathcal{X}$ and each $a \in C_{\lambda}$ we define a pointset

$$
B_{a}=B(a, \lambda, \mathcal{X}) \subseteq \mathcal{X}
$$

by the recursion

$$
\begin{aligned}
& B(\langle 1, s\rangle, \lambda, \mathcal{X})=N_{s}(\mathcal{X})=\text { the } s \text { 'th basic nbhd of } \mathcal{X}, \\
& B(\langle 2, a\rangle, \lambda, \mathcal{X})=\mathcal{X} \backslash B(a, \lambda, \mathcal{X}), \\
& B(\langle 3, f\rangle, \lambda, \mathcal{X})=\bigcup_{\xi<\eta} B(f(\xi), \lambda, \mathcal{X}),
\end{aligned}
$$

where in the last clause $\eta<\lambda$ and $f: \eta \rightarrow C_{\lambda}$. It is clear how to express this definition in the language of set theory by using recursion on $\xi$ to define $B: C_{\lambda} \rightarrow V$ on each $C_{\lambda}^{\xi}$ first. It is also immediate that

$$
\lambda \leq \lambda^{\prime} \& a \in C_{\lambda} \Longrightarrow B(a, \lambda, \mathcal{X})=B\left(a, \lambda^{\prime}, \mathcal{X}\right)
$$

so that the notation " $B_{a}$ " is unambiguous once we fix $\mathcal{X}$ and we know $a \in C_{\lambda}$ for some $\lambda$.

It is easy to prove (using the Axiom of Choice) that a set $P \subseteq \mathcal{X}$ is $B_{a}$ for some $a \in C_{\lambda}$ if and only if $P$ is $\lambda$-Borel in the sense of Section 2E. We say that $P$ is $\lambda$-Borel over (an inner model of $\mathbf{Z F}$ ) $M$ if

$$
P=B_{a}=B(a, \lambda, \mathcal{X})
$$

for some $a \in C_{\lambda} \cap M$.
8G.5. Lemma. (i) The conditions

$$
\begin{aligned}
C(\lambda, a) & \Longleftrightarrow a \in C_{\lambda}, \\
P(\lambda, a, x) & \Longleftrightarrow a \in C_{\lambda} \& x \in B(a, \lambda, \mathcal{X})
\end{aligned}
$$

are $\mathbf{Z F}$-absolute.
(ii) There is a $\mathbf{Z F}$-absolute operation

$$
F: C_{\omega+1} \rightarrow \mathcal{N}
$$

such that for each $a \in C_{\omega+1}, F(a)$ is a Borel code of $B(a, \omega, \mathcal{X})$; similarly, there is a $\mathbf{Z F}$-absolute operation

$$
G: \mathcal{N} \rightarrow V
$$

such that if $\alpha$ is a Borel code of $P \subseteq \mathcal{X}$, then $G(\alpha) \in C_{\omega+1}$ and $B(G(\alpha), \omega, \mathcal{X})=P$.
(iii) Let $M$ be a standard model of $\mathbf{Z F}$ and let

$$
\begin{aligned}
\lambda^{*} & =\aleph_{1}^{M} \\
& =\text { supremum }\{\xi \in M: \text { there is some bijection } f: \omega \multimap \xi, f \in M\} .
\end{aligned}
$$

A set $P \subseteq \mathcal{X}$ is $\lambda^{*}$-Borel over $M$ if and only if $P$ is Borel rational over $M$.
(iv) If $M$ is an inner model of $\mathbf{Z F}$ and $P \subseteq \mathcal{X}$ is $\kappa$-Suslin over $M$, then $P$ is $\left(\kappa^{+}+1\right)$ Borel over M, where

$$
\kappa^{+}=\text {least cardinal greater than } \kappa .
$$

(v) Every $\Sigma_{2}^{1}(\beta)$ pointset is $\left(\aleph_{1}+1\right)$-Borel over $L[\beta]$.

Proof. (i) and (ii) are proved by standard absoluteness arguments which we will omit.
(iii) The assertion

$$
(\forall \alpha)\left[a \in C_{\aleph_{1}} \Longrightarrow \text { for some } \xi<\aleph_{1}, a \in C_{\xi+1}\right]
$$

is easily expressible in $\mathcal{L}^{\epsilon}$ and it is a theorem of $\mathbf{Z F}$. Thus if $M$ is a standard model of $\mathbf{Z F}$ and $\lambda^{*}=\aleph_{1}^{M}$, then (using (i))

$$
a \in C_{\lambda^{*}} \cap M \Longrightarrow \text { for some } \lambda<\lambda^{*}, a \in C_{\xi+1} \cap M .
$$

At the same time, it is easy to define a $\mathbf{Z F}$ absolute operation

$$
(f, \xi, a) \mapsto a^{*}=H(f, \xi, a),
$$

such that whenever $f: \omega \multimap \xi$ is a bijection of $\xi$ with $\omega$ and $a \in C_{\xi+1}$, then $a^{*}=H(f, \xi, a) \in C_{\omega+1}$ and $B_{a}=B_{a^{*}}$.

Now if $a \in C_{\lambda^{*}} \cap M$ with $\lambda^{*}=\aleph_{1}^{M}$, choose $\lambda<\lambda^{*}$ such that $a \in C_{\zeta+1} \cap M$, choose $f \in M, f: \omega \longleftrightarrow \xi$ and take $a^{*}=F(f, \xi, a) \in M$. Using (ii), this shows that if $P \subseteq \mathcal{X}$ is $\lambda^{*}$-Borel over $M$, then $P$ is Borel rational over $M$ and the converse is immediate by (ii).
(iv) Suppose first that $T \in M, T$ a tree on $\omega \times \kappa$. By the Sierpinski formulas in 2F.1,

$$
\mathcal{N} \backslash \mathfrak{p}[T]=\bigcup_{\lambda<\kappa^{+}} B_{u}^{\lambda}
$$

where the sets $B_{u}^{\lambda}$ are defined by a simple recursion on $\lambda$ with $u, \kappa, T$ as parameters, so that in fact

$$
a \in B_{u}^{\lambda} \Longleftrightarrow R(\alpha, \lambda, u, \kappa, T)
$$

with some ZF-absolute $R$. It is easy to define a $\mathbf{Z F}$-absolute operation $G(\lambda, u, \kappa, \mu, T)$ so that for each $\mu>\kappa$ and each $\lambda<\mu, G(\lambda, u, \kappa, \mu, T)$ is a code in $C_{\mu}$ of $B_{u}^{\lambda}$ and then

$$
H(\mu, \kappa, T)=\langle 3,\{\langle\lambda,\langle 2, G(\lambda, \emptyset, \kappa, \mu, T)\rangle\rangle: \lambda<\mu\}\rangle
$$

is $\mathbf{Z F}$-absolute and gives a code of $\mathfrak{p}[T]$ in $C_{\kappa^{+}+1}$ when we substitute $\mu=\kappa^{+}$. Since $M \models \mathbf{Z F}$ and $\kappa, \kappa^{+}, T \in M$, we have $H\left(\kappa^{+}, \kappa, T\right) \in M$ and $\mathfrak{p}[T]$ is $\left(\kappa^{+}+1\right)$-Borel over $M$.

In order to prove the results for $\kappa$-Suslin sets $P \subseteq \mathcal{X}$, fix some $\Delta_{1}^{1}$ function

$$
f: \mathcal{X} \rightarrow \mathcal{N}
$$

with $\Delta_{1}^{1}$ inverse so that the relation

$$
Q(x, s) \Longleftrightarrow f(x) \in N_{s}
$$

is $\Delta_{1}^{1}$. Now (ii) above and the Suslin-Kleene Theorem imply easily that there is a ZF-absolute $G(s, \mu)$ such that for each $s \in \omega$ and $\mu>\omega, G(s, \mu)$ is a code of $f^{-1}\left[N_{s}\right]$ in $C_{\mu}$ and from this we can get a further $\mathbf{Z F}$-absolute operation $G^{\prime}(a, \mu)$ such that for each $a \in C_{\mu}, G^{\prime}(a, \mu)$ is a code in $C_{\mu}$ of $f^{-1}[B(a, \mu, \mathcal{N})]$. If $P=f^{-1}[\mathfrak{p}[T]]$ with $T \in M$ and $\mathfrak{p}[T]=B\left(a, \kappa^{+}, \mathcal{N}\right)$, then $G^{\prime}\left(a, \kappa^{+}\right)$is a code of $P$ and hence $P$ is $\left(\kappa^{+}+1\right)$-Borel over $M$.

Recall from 2 H that a collection $J$ of subsets of a space $\mathcal{X}$ is a $\sigma$-ideal if it is closed under subsets and countable unions.

A $\sigma$-ideal $J$ is definable over an inner model $M$ of $\mathbf{Z F}$ if there exists some formula $\varphi(\boldsymbol{\alpha}, \boldsymbol{c})$ of $\mathcal{L}^{\epsilon}$ and some $c \in M$, such that for all $\alpha \in \mathcal{N} \cap M$,

$$
\alpha \text { is the Borel code of some } A \in J \Longleftrightarrow M \models \varphi(\alpha, c) \text {. }
$$

8G.6. Lemma. (i) For each space $\mathcal{X}$ and each inner model $M$ of $\mathbf{Z F}$, the ideal of meager subsets of $\mathcal{X}$ is definable over $M$.
(ii) If $\mu$ is a $\sigma$-finite Borel measure on $\mathcal{X}$, then there is some $\alpha_{\mu} \in \mathcal{N}$ such that whenever $\alpha_{\mu} \in M \models \mathbf{Z F}$, then the $\sigma$-ideal $Z_{\mu}$ of subsets of $\mathcal{X}$ of $\mu$-measure 0 is definable over $M$. If $\mu$ is the Lebesgue measure on the reals, then $Z_{\mu}$ is definable over every inner model $M$ of $\mathbf{Z F}$.
(iii) If $J$ is definable over $M$, then there is a formula $\psi(\boldsymbol{\alpha}, \boldsymbol{c})$ of $\mathcal{L}^{\epsilon}$ and some $c \in M$ such that if $\lambda^{*}=\aleph_{1}^{M}$ and $a \in C_{\lambda^{*}} \cap M$, then

$$
B_{a} \in J \Longleftrightarrow M \models \psi(a, c)
$$

Proof. By 4F.19, the condition

$$
P(\alpha) \Longleftrightarrow \alpha \text { codes a meager Borel subset of } \mathcal{X}
$$

is easily $\Pi_{2}^{1}$ and hence $\mathbf{Z F}$ absolute. This establishes (i) and (ii) follows by a similar computation.

To prove (iii), let $\varphi(\boldsymbol{\alpha}, \boldsymbol{c})$ and $c \in M$ be such that

$$
\alpha \text { codes a Borel set in } J \Longleftrightarrow M \models \varphi(\alpha, c)
$$

and take $\psi(\boldsymbol{a}, \boldsymbol{c})$ to be the formula expressing the condition

$$
\begin{aligned}
(\exists \xi)(\exists f)(\exists \alpha)\{ & f: \omega \rightarrow \xi \text { is a bijection } \\
& \& a \in C_{\xi+1} \\
& \& a \text { is the code of a Borel set in } J \\
& \& F(f, \xi, a)=\alpha\},
\end{aligned}
$$

where $F$ is the $\mathbf{Z F}$-absolute operation defined as in the proof of 8 G .5 such that with $f, \xi$ and $a$ as above and $\alpha=F(f, \xi, a)$,

$$
B_{\alpha}=B_{a}
$$

and where we define " $\alpha$ is the code of a Borel set in $J$ " using the formula $\varphi(\boldsymbol{\alpha}, \boldsymbol{c})$ supplied by the definition.

The Approximation Theorem 2H. 1 had the additional hypothesis that $J$ is regular from above. Here we will work with $\sigma$-ideals $J$ which satisfy the countable chain condition, CCC, i.e., such that every uncountable collection of pairwise disjoint Borel sets must contain sets in $J$. We must be a bit careful in formulating this condition in arbitrary inner models of ZF.

A $\sigma$-ideal $J$ satisfies the $\mathbf{C C C}$ in an inner model $M$ of $\mathbf{Z F}$, if there is a formula $\psi(\boldsymbol{a}, \boldsymbol{c})$ of $\mathcal{L}^{\epsilon}$ and some $c \in M$ such that:
(i) for $\lambda^{*}=\aleph_{1}^{M}$ and $a \in C_{\lambda^{*}} \cap M$,

$$
B_{a} \in J \Longleftrightarrow M \models \psi(a, c)
$$

(ii) $M \models$ "for every function $f: \mu \rightarrow C_{\aleph_{1}}$,

$$
\begin{aligned}
& \text { if } \xi, \eta<\mu \& \xi \neq \eta \Longrightarrow B_{f(\xi)} \cap B_{f(\eta)}=\emptyset \text {, } \\
& \text { then }\left\{\xi: B_{f(\xi)} \notin J\right\} \text { is countable"; }
\end{aligned}
$$

in turning the expression in quotes into a formal assertion in $\mathcal{L}^{\in}$ here, we use the given $\psi(\boldsymbol{a}, \boldsymbol{c})$ to express $B_{a} \in J$ and we use a formula $\varphi(\boldsymbol{x}, \boldsymbol{a}, \lambda, \mathcal{X})$ supplied by (i) of 8 G .5 to express " $x \in B_{a}$," so that e.g.,

$$
B_{f(\xi)} \cap B_{f(\eta)}=\emptyset
$$

is expressed by

$$
\neg(\exists x)\left[\varphi\left(x, f(\xi), \aleph_{1}, \mathcal{X}\right) \& \varphi\left(x, f(\eta), \aleph_{1}, \mathcal{X}\right)\right] .
$$

Also, by " $\aleph_{1}$ " we mean the supremum of countable ordinals within $M$, so that a more detailed version of (ii) would read

$$
\begin{aligned}
& M \models \text { "if } \lambda=\text { the least uncountable ordinal, then for every } \\
& \quad f: \mu \rightarrow C_{\lambda} \text {, if } \xi, \eta<\mu \ldots \text { etc." }
\end{aligned}
$$

Notice that if $J$ satisfies the CCC in $M$, then $J$ is definable over $M$.
8G.7. Lemma. (i) For each $\mathcal{X}$ and each inner model $M$ of $\mathbf{Z F}$, the collection of meager subsets of $\mathcal{X}$ satisfies the CCC in $M$.
(ii) If $\mu$ is a $\sigma$-finite Borel measure on $\mathcal{X}$, then there is some $\alpha_{\mu} \in \mathcal{N}$ such that whenever $\alpha_{\mu} \in M \models \mathbf{Z F}$, then the $\sigma$-ideal $Z_{\mu}$ satisfies the $\mathbf{C C C}$ in $M$; if $\mu$ is the Lebesgue measure on the reals, then $Z_{\mu}$ satisfies the CCC in every inner model $M$ of $\mathbf{Z F}$.

Proof is immediate because it is a theorem of ZF that these ideals satisfy the CCC, so this assertion must hold in every model of ZF. (More precisely: write up a proof of the CCC for these ideals, check what properties of the condition

$$
P(\alpha) \Longleftrightarrow \alpha \text { codes a Borel set in } J
$$

you use in the proof, verify that each $M$ must satisfy the formal sentences expressing these properties because of the absoluteness in the definition of $P(\alpha)$.)

Suppose now that $M$ is an inner model of $\mathbf{Z F}$ and $J$ is a $\sigma$-ideal on $\mathcal{X}$ which satisfies the CCC in $M$. The set of points of $\mathcal{X}$ which are $J$-algebraic over $M$ is defined by

$$
\begin{aligned}
\operatorname{Alg}(M, J) & =\operatorname{Alg}^{\mathcal{X}}(M, J) \\
& =\left\{x \in \mathcal{X}: \text { for some } a \in M \cap C_{\omega+1}, B_{a} \in J \text { and } x \in B_{a}\right\} .
\end{aligned}
$$

The points in $\operatorname{Alg}(M, J)$ can be approximated in $M$, in the sense that they belong to a "small" Borel set (i.e., a Borel set in $J$ ) with code in $M$.

Notice that if $\operatorname{card}(\mathcal{N} \cap M)=\aleph_{0}$, then $\operatorname{Alg}(M, J)$ is a countable union of sets in $J$, so it is in $J$. Of course, if $\mathcal{N} \subseteq M$, then $\operatorname{Alg}(M, J)$ is the union of all Borel sets in $J$ and is most likely all of $\mathcal{X}$.

Let

$$
\operatorname{Trans}(M, J)=\operatorname{Trans}^{\mathcal{X}}(M, J)=\mathcal{X} \backslash \operatorname{Alg}(M, J)
$$

be the set of points of $\mathcal{X}$ which are $J$-transcendental over $M$.
8G.8. The Approximation Theorem over Models of ZF. Let M be an inner model of $\mathbf{Z F}$, let $J$ be a $\sigma$-ideal of subsets of $\mathcal{X}$ which satisfies the CCC in $M$ and suppose $P \subseteq \mathcal{X}$ is $\lambda$-Borel over $M$, for any $\lambda>\omega$. Then there exists a Borel set $P^{*}$ which is rational over $M$, such that ${ }^{(2)}$

$$
P \triangle P^{*}=\left(P \backslash P^{*}\right) \cup\left(P^{*} \backslash P\right) \subseteq \operatorname{Alg}(M, J)
$$

Proof. Fix $J$ and $M$ which satisfy the hypotheses and let

$$
\lambda^{*}=\aleph_{1}^{M}
$$

as in 8G.5. The idea is to define an operation

$$
a \mapsto a^{*}
$$

such that if $a \in C_{\lambda} \cap M$, then $a^{*} \in C_{\lambda^{*}} \cap M$ and

$$
B_{a} \triangle B_{a^{*}} \subseteq \operatorname{Alg}(M, J) .
$$

To define the operation $a \mapsto a^{*}$ we will work in $M$, i.e., we will perform a set theoretic construction within the model $M$. All that this means is that in the definition below, by "set" we mean "set in $M$ " and all notions of set theory are interpreted within $M$.

The definition of $a^{*}$ is by recursion on the least $\xi$ such that $a \in C_{\lambda}^{\xi}$, but of course it comes down to treating three cases.
(i) If $a=\langle 1, s\rangle$ for some $s \in \omega$, put $a^{*}=a$.
(ii) If $a=\langle 2, b\rangle$ for some $b$, put $a^{*}=\left\langle 2, b^{*}\right\rangle$.
(iii) Suppose now $a=\langle 3, f\rangle$, where $f$ is a function, $f: \eta \rightarrow C_{\lambda}$ where $\eta<\lambda$ and we may assume that for each $\xi<\eta,(f(\xi))^{*}$ has already been defined.

Let us define first a function

$$
g: \aleph_{1} \rightarrow \eta
$$

by the following subsidiary recursion. (Caution. Since we are working within $M$, actually $g: \lambda^{*}=\aleph_{1}^{M} \rightarrow \eta$.) Put

$$
\begin{aligned}
& g(0)=0, \\
& g(\zeta+1)=\left\{\begin{array}{l}
\text { the least } \xi>g(\zeta) \text { such that } \\
\left.B_{(f(\xi)}\right)^{*} \backslash \bigcup_{v \leq \zeta} B_{f( }(g(v))^{*} \\
\text { if one such } \xi \text { exists, }
\end{array}\right. \\
& 0 \quad \text { otherwise. }
\end{aligned}, \begin{aligned}
& g(\mu)=0 \quad \text { if } \mu \text { is a limit. }
\end{aligned}
$$

Caution: to make precise this definition, we first construct some $\mathbf{Z F}$-absolute operation $H(a, h)$ such that whenever $a \in C_{\lambda}$ and $h: \zeta \rightarrow C_{\lambda^{*}}$, we have

$$
B_{H(a, h)}=B_{a} \backslash \bigcup_{v \leq \zeta} B_{h(v)}
$$

and then we ask in the first case whether

$$
\begin{equation*}
B_{H}\left(f(\xi)^{*},\left\{\left\langle v, f(g(v))^{*}\right\rangle: v \leq \xi\right\}\right), J \tag{*}
\end{equation*}
$$

by using the formula $\psi(\boldsymbol{d}, \boldsymbol{c})$ and the object $c \in M$ supplied by the hypothesis that $J$ satisfies the CCC in $M$. As a result, the set in (*) will be in $J$ exactly when $M$ thinks that it is in $J$.

Notice now that since $J$ satisfies the CCC in $M$, there must be some ordinal $\zeta_{0}<\lambda^{*}$, such that

$$
\zeta \geq \zeta_{0} \rightarrow g(\zeta)=0
$$

otherwise we would get $\aleph_{1}$ disjoint Borel sets with none of them in $J$ (as $M$ sees things). Pick the least such $\zeta_{0}$ and put

$$
a^{*}=\left\langle 3,\left\{\left\langle\zeta,(f(g(\zeta)))^{*}\right\rangle: \zeta<\zeta 0\right\}\right\rangle
$$

This completes the definition of the operation $a \mapsto a^{*}$ in $M$ and we obviously have for $a \in M$,

$$
a \in C_{\lambda} \Longrightarrow a^{*} \in C_{\lambda^{*}} .
$$

We now move outside $M$ and show by induction on $\xi$ that

$$
a \in C_{\lambda}^{\xi} \cap M \Longrightarrow B_{a} \triangle B_{a^{*}} \subseteq \operatorname{Alg}(M, J)
$$

Again the proof comes down to three cases and the first two are completely trivial.
(iii) Suppose $a=\langle 3, f\rangle$ with $f: \eta \rightarrow C_{\lambda}$ with $\eta<\lambda$ and $a^{*}=\left\langle 3, f^{*}\right\rangle$ is defined as above.

If $x \in \operatorname{Trans}(M, J)$ and $x \in B_{a^{*}}$, then for some $\zeta<\zeta_{0}$,

$$
x \in B_{f^{*}(\zeta)}=B_{f(g(\zeta))} * \text { and } B_{f(g(\zeta))} * \Delta B_{f(g(\zeta))} \subseteq \operatorname{Alg}(M, J)
$$

by the induction hypothesis, so that $x \in B_{f(g(\zeta))} \subseteq B_{a}$.
Conversely, if $x \in B_{a}$, then let $\xi$ be the least ordinal such that $x \in B_{f(\xi)}$ and assume towards a contradiction that $x \in \operatorname{Trans}(M, J)$ and $x \notin B_{a^{*}}$. Now we obviously cannot have $\xi=g(\zeta)$ for some $\zeta<\zeta_{0}$, since in that case we would have by the induction hypothesis $x \in B_{f(g(\zeta))^{*}}=B_{f^{*}(\zeta)} \subseteq B_{a^{*}}$; hence by the definition of $f^{*}$, if

$$
\zeta_{1}=\operatorname{supremum}\{\zeta: g(\zeta)<\xi\}
$$

we must have $g\left(\zeta_{1}+1\right) \neq \xi$, i.e.,

$$
\begin{equation*}
M \models B_{f(\xi)} \backslash \bigcup_{v \leq \zeta_{1}} B_{f(g(v))^{*}} \in J . \tag{*}
\end{equation*}
$$

By the construction then, there is some $d \in C_{\lambda^{*}} \cap M$ such that

$$
B_{d}=B_{f(\xi)^{*}}=\bigcup_{v \leq \zeta 1} B_{f(g(v))^{*}}
$$

and

$$
B_{d} \in J,
$$

since the interpretation of $(* *)$ was that $M \models \psi(d, c)$. But $x \in B_{d}$, obviously, so that $x$ is a member of some $J$-set with code in $M$ contradicting our assumption that $x \in \operatorname{Trans}(M, J)$.
The corollaries make the effort worthwhile.
8G.9. Theorem. (i) Let $J$ be the $\sigma$-ideal of all meager subsets of $\mathcal{X}$ and suppose $P \subseteq \mathcal{X}$ is $\Sigma_{2}^{1}\left(\beta_{0}\right)$; then there exists a Borel set $\tilde{P}$ which is rational over $L\left[\beta_{0}\right]$ and such that

$$
P \triangle \tilde{P} \subseteq \operatorname{Alg}\left(l\left[\beta_{0}\right], J\right) .
$$

In particular, if $\operatorname{card}\left(\mathcal{N} \cap L\left[\beta_{0}\right]\right)=\aleph_{0}$, then $P$ has the property of Baire.
(ii) Suppose $\mu$ is a $\sigma$-finite Borel measure on $\mathcal{X}$ which satisfies the CCC in $L\left[\beta_{0}\right]$ (e.g., if $\mu$ is the Lebesgue measure on $\mathbb{R}$ ) and suppose $P \subseteq \mathcal{X}$ is $\Sigma_{2}^{1}\left(\beta_{0}\right)$; then there is a Borel set $\tilde{P}$ which is rational over $L\left[\beta_{0}\right]$ such that

$$
P \triangle \tilde{P} \subseteq \operatorname{Alg}\left(L\left[\beta_{0}\right], Z_{\mu}\right) .
$$

In particular, if $\operatorname{card}\left(\mathcal{N} \cap L\left[\beta_{0}\right]\right)=\aleph_{0}$, then $P$ is $\mu$-measurable.
(iii) (Solovay) If $(\forall \beta)\left[\operatorname{card}(\mathcal{N} \cap L[\beta])=\aleph_{0}\right]$, then every $\underset{\sim}{\underset{\sim}{2}}$ set has the property of Baire and is absolutely measurable. ${ }^{(2)}$

Proof is immediate from 8 G .8 and the preceding lemmas.
The applications of these results to the higher Lusin pointclasses depend on the connection between semiscales and trees which we established in 2B. 1 and which we now reformulate in a suitable notation.

Suppose $\Gamma$ is a Spector pointclass closed under $\forall \mathcal{N}^{\mathcal{N}}$ with ordinal

$$
\underset{\sim}{\boldsymbol{\delta}}=\text { supremum }\{|\leq|: \leq \text { is a prewellordering of } \mathcal{N} \text { is } \underset{\sim}{\Delta}\},
$$

let $G \subseteq \omega \times \mathcal{N}$ be universal in $\Gamma$ and let $\bar{\varphi}=\left\{\varphi_{n}\right\}_{n \in \omega}$ be a $\Gamma$-scale on $G$. By 4C. 14 we know that the length $\left|\varphi_{n}\right|$ of each (regular) norm $\varphi_{n}$ is $\underset{\sim}{\boldsymbol{\delta}}$, i.e.,

$$
\varphi_{n}: G \rightarrow \underset{\sim}{\boldsymbol{\delta}} .
$$

Put

$$
\begin{aligned}
T_{\Gamma} & =T_{\Gamma, G, \bar{\varphi}} \\
& =\left\{\left(\left(e, \varphi_{0}(e, \alpha)\right),\left(\alpha(0), \varphi_{1}(e, \alpha)\right), \ldots,\left(\alpha(n-2), \varphi_{n-1}(e, \alpha)\right)\right): G(e, \alpha)\right\} .
\end{aligned}
$$

It is important to notice that although we will use the notation " $T_{\Gamma}$ " for this tree associated with the pointclass $\Gamma$, actually $T_{\Gamma}$ depends on the particular choice of $G$ and $\bar{\varphi}$. In case

$$
\Gamma=\Pi_{2 n+1}^{1}
$$

and under the hypothesis $\operatorname{Det}\left(\underset{\sim}{\Delta}{ }_{2 n}^{1}\right)$, we use the simpler notation

$$
T_{2 n+1}=T_{\Pi_{2 n+1}^{1}} .
$$

When we think of trees as sets (members of $V$ ) as in the next theorem, we should (strictly speaking) use the notation

$$
\langle\xi, \eta\rangle
$$

for the set-theoretic pair, rather than the simpler

$$
\langle\xi, \eta\rangle
$$

which we have been using all along. It is not worth here in complicate notation by insisting on this pedantic difference.

8G.10. Theorem. Let $\Gamma$ be a Spector pointclass which is closed under $\forall^{\mathcal{N}}$ and has the scale property and let $T_{\Gamma}$ be the tree on $\omega \times \underset{\sim}{\boldsymbol{\delta}}$ associated with $\Gamma$ and some fixed universal set $G \subseteq \omega \times \mathcal{N}$ and $\Gamma$-scale $\bar{\varphi}$ on $G$; suppose $P \subseteq \mathcal{X}$ is in $\exists^{\mathcal{N}} \Gamma\left(\beta_{0}\right)$, i.e.,

$$
P(x) \Longleftrightarrow(\exists \alpha) R\left(x, \beta_{0}, \alpha\right)
$$

where $R \in \Gamma$ and suppose $M$ is an inner model of $\mathbf{Z F}$ such that $T_{\Gamma}, \beta_{0} \in M$, e.g.,

$$
M=L\left[T_{\Gamma}, \beta_{0}\right] \quad\left(=L\left(\left\langle T_{\Gamma}, \beta_{0}\right\rangle\right)\right) .
$$

(i) $P$ is $\boldsymbol{\delta}$-Suslin over $M$.
(ii) Either $P \subseteq M$ or $P$ has a non-empty perfect subset.
(iii) If $J$ is a $\sigma$-ideal which satisfies the CCC in $M$, then there is a Borel set $\tilde{P}$ which is rational over $M$ and such that

$$
P \triangle \tilde{P} \subseteq \operatorname{Alg}(M, J) ;
$$

if in addition $\operatorname{card}(\mathcal{N} \cap M)=\aleph_{0}$, then $P$ is $J$-measurable.
In particular, with $\Gamma$ and $T_{\Gamma}$ as above, if

$$
(\forall \beta)\left[\operatorname{card}\left(\mathcal{N} \cap L\left[T_{\Gamma}, \beta\right]\right)=\aleph_{0}\right],
$$

then every pointset in $\exists^{\mathcal{N}} \underset{\sim}{\boldsymbol{\sim}}$ has the property of Baire, it is absolutely measurable and if uncountable, it has a non-empty perfect subset.

Proof. It is enough to prove (i) from which the rest follow by what we have already established in this section.

Suppose first $A \subseteq \mathcal{N}$ and

$$
\alpha \in A \Longleftrightarrow(\exists \gamma) R\left(\alpha, \beta_{0}, \gamma\right)
$$

with $R$ in $\Gamma$, so that for a fixed $e^{*} \in \omega$, easily

$$
\alpha \in A \Longleftrightarrow(\exists \gamma) G\left(e^{*}, \alpha \circ \beta_{0} \circ \gamma\right)
$$

where

$$
\begin{aligned}
& \alpha \circ \beta_{0} \circ \gamma=\left(\alpha(0), \beta_{0}(0), \gamma(0), \alpha(1), \beta_{0}(1), \gamma(1), \ldots\right. \\
& \left.\quad \alpha(n-1), \beta_{0}(n-1), \gamma(n-1), \ldots\right)
\end{aligned}
$$

As in the proof of Shoenfield's Lemma 8F.9, let
$S=$ all initial segments of sequences of the form

$$
\left(\left(a_{0}, \xi_{0}\right),\left(a_{1}, c_{0}\right),\left(a_{2}, \xi_{1}\right),\left(a_{3}, c_{1}\right),\left(a_{4}, \xi_{2}\right), \ldots,\left(a_{2 n+1}, c_{n}\right),\left(a_{2 n+2}, \xi_{n+1}\right)\right)
$$

such that

$$
\begin{aligned}
& \left(\left(e^{*}, \xi_{0}\right),\left(a_{0}, \xi_{1}\right),\left(\beta_{0}(0), \xi_{2}\right),\left(c_{0}, \xi_{3}\right)\right. \\
& \left.\quad \ldots,\left(a_{n-3}, \xi_{n-2}\right),\left(\beta_{0}(n-3), \xi_{n-1}\right),\left(c_{n-3}, \xi_{n}\right)\right) \in T_{\Gamma}
\end{aligned}
$$

so that immediately,

$$
\beta_{0}, T_{\Gamma} \in M \Longrightarrow S \in M
$$

If $\alpha \in A$, then choose $\gamma$ so that $G\left(e^{*}, \alpha \circ \beta_{0} \circ \gamma\right)$ and take

$$
c_{n}=\gamma(n), \quad \xi_{n}=\varphi_{n}\left(e^{*}, \alpha \circ \beta_{0} \circ \gamma\right) ;
$$

clearly the infinite sequence

$$
\begin{equation*}
\left(\left(\alpha(0), \xi_{0}\right),\left(\alpha(1), \beta_{0}(0)\right),\left(\alpha(2), \xi_{1}\right), \ldots\right) \in[S] \tag{*}
\end{equation*}
$$

and $\alpha \in \mathfrak{p}[S]$. Conversely, if for some $c_{0}, \xi_{0}, c_{1}, \xi_{1}, \ldots$ we have

$$
\left(\left(\alpha(0), \xi_{0}\right),\left(\alpha(1), c_{0}\right),\left(\alpha(2), \xi_{1}\right),\left(\alpha(3), c_{1}\right), \ldots\right) \in[S],
$$

then by the definition we know that for each $n$, there are irrationals $\alpha_{n}, \gamma_{n}$ such that $G\left(e^{*}, \alpha_{n} \circ \beta_{0} \circ \gamma_{n}\right)$,

$$
\varphi_{k}\left(e^{*}, \alpha_{n} \circ \beta_{0} \circ \gamma_{n}\right)=\xi_{k} \quad(k \leq n)
$$

and

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \alpha_{n} & =\alpha \\
\lim _{n \rightarrow \infty} \gamma_{n} & =\gamma=\left(c_{0}, c_{1}, c_{2}, \ldots\right) .
\end{aligned}
$$

Since $\bar{\varphi}$ is a scale on $G$, it follows that $G\left(e^{*}, \alpha \circ \beta_{0} \circ \gamma\right)$ holds so that $\alpha \in A$.
The result for arbitrary $P \subseteq \mathcal{X}$ in $\exists^{\mathcal{N}} \underset{\sim}{\Gamma}$ follows by the definition of $\underset{\sim}{\boldsymbol{\delta}}$-Suslin over $M$.

The important special cases here are

$$
\Gamma=\Pi_{2 n+1}^{1}
$$

and

$$
\Gamma=\mathrm{IND}=\text { all absolutely inductive pointsets }
$$

with the appropriate determinacy hypotheses. We will look at some of the basic facts about the corresponding models $L\left[T_{\Gamma}\right]$ in the exercises.

## Exercises

Let us first use Mansfield's Perfect Set Theorem to prove a simple converse to the proposition

$$
\mathcal{N} \subseteq L \Longrightarrow \mathcal{N} \text { admits a } \Sigma_{2}^{1} \text {-good wellordering of rank } \aleph_{1} .
$$

8G.11. Prove that if $\mathcal{N}$ admits a $\Sigma_{2}^{1}$-good wellordering of rank $\aleph_{1}$, then $\mathcal{N} \subseteq L$.
Hint. The results in Chapter 5 were all proved under the hypothesis " $\mathcal{N}$ admits a $\Sigma_{2}^{1}$-good wellordering of rank $\aleph_{1}$ " which was indicated there by the symbolic notation " $\mathcal{N} \subseteq L$ ". By 5 A .11 then, if $\mathcal{N}$ admits a $\Sigma_{2}^{1}$-good wellordering, then every $\alpha$ is recursive in some $\beta \in C_{1}$, where $C_{1}$ is the largest $\Pi_{1}^{1}$ set with no non-empty perfect subset; but by Solovay's Theorem 8 G.4, $C_{1} \subseteq L$, so that every irrational $\alpha$ is recursive in some $\beta \in L$ and hence $\alpha \in L$.

Mansfield [1975] has established the much nicer result that if $\mathcal{N}$ admits a $\Sigma_{2}^{1}$ wellordering (of any rank and not necessarily $\Sigma_{2}^{1}$-good), then $\mathcal{N} \subseteq L$; see also Kechris [1978b] for a simple proof of this and some related results.

8G.12. Prove that if there is a function $f: \mathcal{N} \rightarrow \mathcal{N}$ whose graph is a thin, $\Pi_{1}^{1}$ subset of $\mathbb{R} \times \mathbb{R}$, then $\mathcal{N} \subseteq L$.

Hint. $\operatorname{Graph}(f) \subseteq L$ by 8G.2, so that for each $\alpha$, the pair $\langle\alpha, f(\alpha)\rangle \in L$ and $\alpha \in L$.

Let us call $\varepsilon \in \mathcal{N}$ a code of a closed set $F \subseteq \mathcal{N}$, if

$$
F=\{\alpha:(\forall n)[\bar{\varepsilon}(\alpha(n))=1]\} .
$$

It is worth putting down an alternative version of 8 G .1 and 8 G .2 in terms of these codes.

8G.13. Prove that if $M$ is a standard model of $\mathbf{Z F}, T$ a tree on $\omega \times \kappa, T \in M$ and $\mathfrak{p}[T]$ has a member not in $M$, then $\mathfrak{p}[T]$ has a non-empty perfect subset with code in $M$.

Infer that every $\Sigma_{2}^{1}$ set $A \subseteq \mathcal{N}$ which has a nonconstructible member has a nonempty perfect subset with code in $L$.

Hint. We showed in the proof of 8 G .1 that if $\mathfrak{p}[T]$ has a member not in $M$, then the tree $T^{*}$ is not empty and $T^{*} \in M$. Now interpret the proof of 2 C .2 after that within $M$, to get a perfect subset of $\mathfrak{p}[T]$; the code of this perfect subset is in $M$ and it also codes a perfect subset of $\mathfrak{p}[T]$ in the world.

The second assertion follows easily.
It is also worth pointing out here that the condition

$$
(\forall \beta)\left[\operatorname{card}(\mathcal{N} \cap L[\beta])=\aleph_{0}\right]
$$

follows from our familiar hypothesis $\operatorname{Det}\left(\underset{\sim}{\boldsymbol{1}}{ }_{2}^{1}\right)$. Something stronger and more interesting is actually true.

8G.14. Assume $\operatorname{Det}(\underset{\sim}{\Delta} \underset{2}{1})$ and show that for each $\beta$,

$$
\alpha \in L[\beta] \Longrightarrow \alpha \in \Delta_{3}^{1}(\beta) ;
$$

in particular,

$$
\operatorname{Det}\left({\underset{\sim}{2}}_{2}^{1}\right) \Longrightarrow(\forall \beta)\left[\operatorname{card}(\mathcal{N} \cap L[\beta])=\aleph_{0}\right]
$$

Hint. Let $C_{1}$ be the largest thin $\Pi_{1}^{1}$ subset of 4 F .4 and consider the ${ }^{*}$-game for $C_{1}$ as we defined this in the exercises of 6 A , in which I plays finite (non-empty) sequences

$$
\begin{aligned}
& s_{0}=a_{0}, \ldots, a_{k_{0}-1}, \\
& s_{1}=a_{k_{0}+1}, \ldots, a_{k_{1}-1},
\end{aligned}
$$

II plays integers

$$
a_{k_{0}}, a_{k_{1}}, \ldots
$$

and I wins if the play

$$
\alpha=a_{0}, \ldots, a_{k_{0}-1}, a_{k_{0}}, a_{k_{0}+1}, \ldots
$$

is in $C_{1}$. the game is determined since $C_{1}$ is $\Pi_{1}^{1}$ and by 6A.10, I cannot win it, so II does; but then $C_{1}$ is countable and by 6 E .1 , II has a $\Delta_{3}^{1}$ winning strategy $\tau$. Now the proof of 6A. 11 makes it clear that every irrational in $C_{1}$ is recursive in $\tau$ and hence lies in $\Delta_{3}^{1}$. Finally, from 5A. 11 it follows that each $\alpha \in L$ is recursive in some $\beta \in C_{1}$, so that each $\alpha \in L$ is $\Delta_{3}^{1}$.

The argument for the relativized case is similar.
In $8 \mathrm{H} .15,8 \mathrm{H} .16$ we will show that this strong result also follows from the large cardinal hypothesis $(\exists \kappa)\left[\kappa \rightarrow\left(\aleph_{1}\right)\right]$.

We now turn to a brief study of the inner models associated with various nice pointclasses. First a few basic absoluteness facts about the models $L\left[T_{2 n+1}\right]$; in the statements of these results, we always assume tacitly that $T_{2 n+1}$ is the tree on $\omega \times \underset{\sim}{\boldsymbol{\delta}}{ }_{2 n+1}^{1}$ associated with some universal $\Pi_{2 n+1}^{1}$ set $G \subseteq \omega \times \mathcal{N}$ and some $\Pi_{2 n+1}^{1}$-scale $\bar{\varphi}$ on $G-$ granting at least $\operatorname{Det}(\underset{\sim}{\Delta} \underset{2 n}{1})$.

8G.15. Assume $\operatorname{Det}(\underset{\sim}{\underset{2}{\underset{2}{2}}} \underset{\sim}{1})$ and suppose $M$ is an inner model of $\mathbf{Z F}$ with $T_{2 n+1} \in M$. Show that for each $\Sigma_{2 n+1}^{1}$ formula $\theta\left(\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{m}\right)$ of second order arithmetic and $\alpha_{1}, \ldots, \alpha_{m} \in M$,

$$
V \models \theta\left(\alpha_{1}, \ldots, \alpha_{m}\right) \Longleftrightarrow M \models \theta\left(\alpha_{1}, \ldots, \alpha_{m}\right) .
$$

Hint. Assume the hypotheses on $T_{2 n+1}$ and $M$ and prove by induction on $i \leq 2 n+2$ that every $\Sigma_{i}^{1}$ formula is absolute for $M$; use the Basis Theorem 6C. 6 and 8 G .10 as in the proof of Shoenfield's Theorem (II), 8F. 10.

8G.16. Assume $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Delta}} \underset{2 n}{1})$ and suppose $M$ is an inner model of $\mathbf{Z F}$ with $T_{2 n+1} \in M$. Show that

$$
M \models " \operatorname{Det}\left({\underset{\sim}{\Delta}}_{2 n}^{1}\right) . "
$$

Show under the further hypothesis $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Delta}} \underset{2 n+1}{1})$ that

$$
M \models " \operatorname{Det}(\underset{\sim}{\boldsymbol{\Delta}} \underset{2 n+1}{1}) . "
$$

Hint. Take the second assertion which is a bit harder and for simplicity of notation take $n=1$.

Clearly $M$ satisfies the formal sentence of $\mathcal{L}^{\in}$ expressing $\operatorname{Det}\left({\underset{\sim}{\Delta}}_{3}^{1}\right)$ if and only if for every two $\Sigma_{3}^{1}$ formulas $\theta_{1}(\boldsymbol{\alpha}, \boldsymbol{\beta})$ and $\theta_{2}(\boldsymbol{\alpha}, \boldsymbol{\beta}), M$ satisfies

$$
\begin{aligned}
&(\forall \boldsymbol{\alpha})\left\{(\forall \boldsymbol{\beta})\left[\theta_{1}(\boldsymbol{\alpha}, \boldsymbol{\beta}) \leftrightarrow \neg \theta_{2}(\boldsymbol{\alpha}, \boldsymbol{\beta})\right]\right. \\
&\left.\rightarrow\left[(\exists \underset{\sim}{\boldsymbol{\sigma}})(\forall \boldsymbol{\tau}) \theta_{1}(\boldsymbol{\alpha}, \underset{\sim}{\boldsymbol{\sigma}} * \boldsymbol{\tau}) \vee(\exists \boldsymbol{\tau})(\forall \underset{\sim}{\boldsymbol{\sigma}}) \theta_{2}(\boldsymbol{\alpha}, \underset{\sim}{\boldsymbol{\sigma}} * \boldsymbol{\tau})\right]\right\}
\end{aligned}
$$

so assume $\alpha \in M$ and

$$
\begin{equation*}
M \models(\forall \boldsymbol{\beta})\left[\theta_{1}(\alpha, \boldsymbol{\beta}) \leftrightarrow \neg \theta_{2}(\alpha, \boldsymbol{\beta})\right] \tag{1}
\end{equation*}
$$

we must show that

$$
\begin{equation*}
M \models\left[(\exists \underset{\sim}{\boldsymbol{\sigma}})(\forall \boldsymbol{\tau}) \theta_{1}(\alpha, \underset{\sim}{\boldsymbol{\sigma}} * \boldsymbol{\tau}) \vee(\exists \boldsymbol{\tau})(\forall \underset{\sim}{\boldsymbol{\sigma}}) \theta_{2}(\boldsymbol{\alpha}, \underset{\sim}{\boldsymbol{\sigma}} * \boldsymbol{\tau})\right] . \tag{2}
\end{equation*}
$$

From (1) and 8G. 15 we know that

$$
V \models(\forall \boldsymbol{\beta})\left[\theta_{1}(\alpha, \boldsymbol{\beta}) \leftrightarrow \neg \theta_{2}(\alpha, \boldsymbol{\beta})\right]
$$

so that the set

$$
A=\left\{\beta: V \models \theta_{1}(\alpha, \beta)\right\}
$$

is $\Delta_{3}^{1}(\alpha)$ and hence determined. Assume without loss of generality that I wins the game define by $A$, so that

$$
V \models(\exists \underset{\sim}{\boldsymbol{\sigma}})(\forall \boldsymbol{\tau}) \theta_{1}(\alpha, \underset{\sim}{\boldsymbol{\sigma}} * \boldsymbol{\tau}) ;
$$

by 8G. 15 again

$$
M \models(\exists \underset{\sim}{\boldsymbol{\sigma}})(\forall \boldsymbol{\tau}) \theta_{1}(\boldsymbol{\alpha}, \underset{\sim}{\boldsymbol{\sigma}} * \boldsymbol{\tau}),
$$

so that (2) holds.

This is a typical application of the absoluteness result in 8G.15: the models $L\left[T_{2 n+1}\right]$ reflect enough of the properties of $V$ to satisfy just a bit more determinacy than we need to construct them.

The first, important question about these models is their invariance, i.e., the question whether $L\left[T_{2 n+1}\right]$ depends on the particular choice of $G$ and $\bar{\varphi}$ used in constructing $T_{2 n+1}$. It was answered (positively) by Becker and Kechris in their seminal 1984, after the first edition of this book. ${ }^{(5)}$ In the remaining exercises of this Section we will establish some partial results in the direction of the Becker-Kechris Theorem which were known in 1980 and are still interesting today, especially as they led to some basic open problems. In particular, we will show that the set $\mathcal{N} \cap L\left[T_{2 n+1}\right]$ of irrationals in $L\left[T_{2 n+1}\right]$ is independent of the particular choice of $T_{2 n+1}$, in fact

$$
\begin{aligned}
\mathcal{N} \cap L\left[T_{2 n+1}\right] & =C_{2 n+2} \\
& =\text { the largest countable } \Sigma_{2 n+2}^{1} \text { subset of } \mathcal{N} .
\end{aligned}
$$

This is due to Harrington and Kechris (Kechris and Martin for $n=1$ ), and we will prove it in a sequence of results which are quite interesting in themselves. It will pay to formulate these lemmas in a reasonably general context, since they have applications to the study of many pointclasses other than $\Pi_{2 n+1}^{1}$.

A pointclass $\Gamma$ resembles $\Pi_{1}^{1}$ if the following two conditions hold.
(i) $\Gamma$ is a Spector pointclass with the scale property and closed under $\forall^{\mathcal{N}}$.
(ii) For each $\alpha \in \mathcal{N}$, if $P \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\Delta(\alpha)$ and

$$
Q(x) \Longleftrightarrow P_{x}=\{y: P(x, y)\} \text { is not meager, }
$$

then $Q$ is also in $\Delta(\alpha)$.
It is clear that $\Pi_{1}^{1}$ resembles $\Pi_{1}^{1}$ by 4 F .19 and that if $\Gamma$ resembles $\Pi_{1}^{1}$ so does each relativization $\Gamma(z)$. The next result gives a large stock of pointclasses which resemble $\Pi_{1}^{1}$.

8G.17. Suppose $\Gamma$ is a Spector pointclass with the scale property and closed under $\forall^{\mathcal{N}}$ and assume that there is some adequate pointclass $\Gamma_{1} \subseteq \Gamma$ such that

$$
\Gamma=\forall^{\mathcal{N}} \Gamma_{1},
$$

$\Gamma_{1}$ is closed under $\exists^{\mathcal{N}}$ and $\Sigma_{1}^{1} \subseteq \Gamma_{1}$. Assume also that $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Gamma}})$ holds and show that $\Gamma$ resembles $\Pi_{1}^{1}$.

In particular, if $\operatorname{Det}\left({\underset{\sim}{~}}_{2 n+1}^{1}\right)$ holds then $\Pi_{2 n+1}^{1}$ resembles $\Pi_{1}^{1}$ and if $\operatorname{Det}(\mathbf{I N D})$ holds, then IND resembles $\Pi_{1}^{1}$. (Kechris [1973].)

Hint. Show first by a prewellordering argument that if $P \in \Delta$ and

$$
P(x) \Longleftrightarrow(\forall \alpha) R(x, \alpha)
$$

for some $R \in \Gamma$, then actually $R \in \underset{\sim}{\boldsymbol{\Delta}}$. (Let

$$
R(x, \alpha) \leftrightarrow G\left(\varepsilon_{1}, x, \alpha\right)
$$

where $G$ is universal in $\Gamma$, let $\varphi$ be a $\Gamma$-norm on $G$ and assuming towards a contradiction that $R$ is not in $\underset{\sim}{\boldsymbol{\Delta}}$, check that

$$
G(\varepsilon, y, \beta) \Longleftrightarrow(\exists x)\left[P(x) \&(\exists \alpha)\left[\neg\left(\varepsilon_{1}, x, \alpha\right)<_{\varphi}^{*}(\varepsilon, y, \beta)\right]\right]
$$

so that in that case $G \in \neg \Gamma$.) Similarly for $P \in \Delta(\alpha)$.
Suppose now $P \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\Delta$ and choose $R \subseteq \mathcal{X} \times \mathcal{Y} \times \mathcal{N}$ in $\neg \Gamma_{1}$ such that

$$
P(x, y) \Longleftrightarrow(\exists \alpha) R(x, y, \alpha)
$$

where $\Gamma_{1}$ is the pointclass given by the hypothesis. By the remark above we also know that $R \in \underset{\sim}{\Delta}$.

Claim:
$P_{x}$ is not meager

$$
\begin{aligned}
& \Longleftrightarrow(\exists A \subseteq \mathcal{Y} \times \mathcal{N})\left[A \text { is } \Sigma_{1}^{1} \&(\forall y)(\forall \alpha)[A(y, \alpha) \Longrightarrow R(x, y, \alpha)]\right. \\
&\& \mathfrak{p}[A]=\{y:(\exists \alpha) A(y, \alpha)\} \text { is not meager }]
\end{aligned}
$$

For the non-trivial direction $(\Longrightarrow)$ of the claim, notice that if $P_{x}$ is not meager, then it has a non-meager Borel subset $B$. The relation

$$
R_{x}^{\prime}(y, \alpha) \Longleftrightarrow y \in B \& R(x, y, \alpha)
$$

is in $\underset{\sim}{\Delta}$, so it can be uniformized by some $R_{x}^{*} \subseteq R_{x}^{\prime}$ in $\underset{\sim}{\Gamma}$ since $\Gamma$ is scaled and then the function $f: B \rightarrow \mathcal{Y} \times \mathcal{N}$ with graph $R_{x}^{*}$ is Baire-measurable by 6A.16. Using 2H.10, find some non-meager Borel set $C \subseteq B$ such that $f \upharpoonright C$ is continuous and take $A=R_{x}^{*} \cap C \times \mathcal{Y} \times \mathcal{N}$; this is the required ${\underset{\sim}{1}}_{1}^{1}$ subset of $R_{x}^{\prime}$, since easily $C=\mathfrak{p}[A]$.

Now the claim is proved and together with the key hypothesis $\exists^{\mathcal{N}} \Gamma_{1} \subseteq \Gamma_{1}$, it implies easily that the relation $Q$ is in $\neg \Gamma$. Since also

$$
\begin{aligned}
Q(x) & \Longleftrightarrow P_{x} \text { is not meager } \\
& \Longleftrightarrow(\exists s)\left[N_{s} \backslash P_{x} \text { is meager }\right],
\end{aligned}
$$

we easily get that $Q$ is also in $\Gamma$.
The argument is similar for $P$ in $\Delta(\alpha)$.
For the specific examples, take $\Gamma_{1}=\Sigma_{2 n}^{1}$ for $\Pi_{2 n+1}^{1}$ and $\Gamma_{1}=$ IND for IND. $\quad \dashv$
The next result is the key lemma that we need.
8G. 18 (The Kechris Perfect Set Lemma, Kechris [1973]). Suppose $\Gamma$ resembles $\Pi_{1}^{1}$, $A \subseteq \mathcal{X}$ is in $\Delta$ and not meager and

$$
\varphi: A \rightarrow \text { Ordinals }
$$

is a $\Delta$-norm on $A$ and assume $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Gamma}})$. Prove that there is some $\lambda^{*}$ and a non-empty perfect set $F$ with code in $\Delta$ such that

$$
x \in F \Longrightarrow \varphi(x)=\lambda^{*} .
$$

In particular, if $A \subseteq \mathcal{X}$ is in $\Delta$ and not meager, then $A$ has a non-empty perfect subset with code in $\Delta$.

Hint. The second assertion follows immediately from the first, taking $\varphi(x)=0$.
For the first assertion, argue first using 5A. 10 and the fact that all sets in $\underset{\sim}{\underset{\sim}{\Delta}}$ have the property of Baire that if

$$
\psi: B \rightarrow \text { Ordinals }
$$

is any $\underset{\sim}{\boldsymbol{\Delta}}$-norm on a set $B \in \underset{\sim}{\boldsymbol{\Delta}}$ which is not meager, then for some $\lambda$ the set

$$
\{x \in B: \psi(x)=\lambda\}
$$

must be non-meager.

It will be enough to prove the result for $A \subseteq \mathcal{N}$, easily, so suppose $\varphi$ is a $\Delta$-norm on $A$, put

$$
\begin{gathered}
\lambda^{*}=\text { least } \lambda \text { such that }\{\alpha \in A: \varphi(\alpha)=\lambda\} \text { is not meager, } \\
\qquad A^{*}=\left\{\alpha \in A: \varphi(\alpha)=\lambda^{*}\right\}
\end{gathered}
$$

and notice that $A^{*}$ is in $\Delta$ because $\Gamma$ resembles $\Pi_{1}^{1}$.
Consider the ${ }^{*}$-game for $A^{*}$ defined on page 224, in which I plays finite (non-empty) sequences from $\omega$

$$
\begin{aligned}
& s_{0}=a_{0}, \ldots, a_{k_{0}-1}, \\
& s_{1}=a_{k_{0}+1}, \ldots, a_{k_{1}-1}
\end{aligned}
$$

II plays single integers $a_{k_{0}}, a_{k_{1}}, \ldots$ and I wins if the play

$$
\alpha=a_{0}, \ldots, a_{k_{0}-1}, a_{k_{0}}, a_{k_{0}+1}, \ldots, a_{k_{1}-1}, a_{k_{1}}, \ldots
$$

is in $A^{*}$. It is obviously enough to show that I has a winning strategy in $\Delta$, since from any strategy we can easily get a perfect subset of $A^{*}$ with code in $\Delta$.

Fix a $\Delta$-scale $\bar{\psi}=\left\{\psi_{m}\right\}$ on $A^{*}$ and put

$$
\begin{aligned}
\lambda_{0} & =\text { least } \lambda \text { such that }\left\{\alpha \in A^{*}: \psi_{0}(\alpha)=\lambda\right\} \text { is not meager, } \\
\bar{s}_{0} & =\text { least } s \text { such that } N(s) \backslash\left\{\alpha \in A^{*}: \psi_{0}(\alpha)=\lambda_{0}\right\} \text { is meager, } \\
A_{0} & =\left\{\alpha \in A^{*}: \alpha \in N\left(\bar{s}_{0}\right) \& \psi_{0}(\alpha)=\lambda_{0}\right\}
\end{aligned}
$$

and have I start the game by playing the sequence $s_{0}$ with code $\bar{s}_{0}$. (Recall here that if

$$
s=\left\langle a_{0}, \ldots, a_{n-1}\right\rangle,
$$

then

$$
N(s)=\left\{\alpha \in \mathcal{N}: \alpha(0)=a_{0}, \ldots, \alpha(n-1)=a_{n-1}\right\} ;
$$

we are also using the fact that for each non-meager $B$ with the property of Baire, there must be some $s$ such that $N(s) \backslash B$ is meager.) In general, having defined $\lambda_{i}, \bar{s}_{i}, A_{i}$ for $i<m$, I answers the move

$$
a=a_{k_{m-1}}
$$

of II by setting

$$
\begin{aligned}
\lambda_{m}= & \text { least } \lambda \text { such that }\left\{\alpha \in A_{m-1}: \alpha\left(k_{m-1}\right)=a \& \psi_{m}(\alpha)=\lambda\right\} \\
& \text { is not meager, } \\
\bar{s}_{m}= & \text { least } s \text { such that } \\
& N(s) \backslash\left\{\alpha \in A_{m-1}: \alpha\left(k_{m-1}\right)=a \& \psi_{m}(\alpha)=\lambda_{m}\right\} \text { is } \\
& \text { meager, } \\
A_{m}= & \left\{\alpha \in A_{m-1}: \alpha\left(k_{m-1}\right)=a \& \alpha \in N\left(\bar{s}_{m}\right) \& \psi_{m}(\alpha)=\lambda_{m}\right\}
\end{aligned}
$$

and playing the sequence $s_{m}$ with code $\bar{s}_{m}$. It is clear (by induction) that each $A_{i}$ is not meager and that the unique point $\alpha \in \bigcap_{m} A_{m}$ which is the play must be in $A^{*}$, using the fact that $\bar{\psi}$ is a scale. Finally, it is not hard to check that this strategy for $I$ is in $\Delta$, using the hypothesis that $\Gamma$ resembles $\Pi_{1}^{1}$.

In the computation below we will actually use a corollary of this which is worth separate billing.

8G.19. Suppose $\Gamma$ resembles $\Pi_{1}^{1}$ and

$$
\varphi: \mathcal{N} \rightarrow \text { Ordinals }
$$

is a $\Delta$-norm on $\mathcal{N}$ and assume $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Gamma}})$. Prove that there is some $\lambda^{*}$ with the following property: for every $\alpha \in \mathcal{N}$ there exists some $\gamma \in \mathcal{N}$ such that $\varphi(\gamma)=\lambda^{*}$ and $\alpha \in \Delta(\gamma)$.

Hint. By the Kechris Perfect Set Lemma 8G.18, we can find a perfect set $F \subseteq \mathcal{N}$ with code $\varepsilon$ in $\Delta$ and a $\lambda^{*}$ such that

$$
\gamma \in F \Longrightarrow \varphi(\gamma)=\lambda^{*} .
$$

Using the method of $1 \mathrm{~A} .2,1 \mathrm{~A} .3$, we can easily get an injection

$$
f: \mathbb{C} \longmapsto F
$$

of the Cantor set into $F$ which is recursive in $\varepsilon$, so that for each $\alpha^{\prime} \in \mathbb{C}$ there is some $\gamma=f\left(\alpha^{\prime}\right) \in F$ such that $\alpha^{\prime} \in \Delta_{1}^{1}(\varepsilon, \gamma)$-because

$$
\alpha^{\prime}(n)=m \Longleftrightarrow(\exists \alpha)[f(\alpha)=\gamma \& \alpha(n)=m]
$$

The result follows because every $\alpha \in \mathcal{N}$ is recursive in some $\alpha^{\prime} \in \mathbb{C}$ and $\Delta_{1}^{1}(\varepsilon, \gamma) \subseteq \Delta(\gamma)$ when $\varepsilon \in \Delta$.

Suppose $P \subseteq \mathcal{X} \times \mathcal{Y}, S \subseteq \mathcal{X}$ and

$$
\varphi: S \rightarrow \lambda
$$

is any regular norm. We say that $P$ is uniform in $x$ (relative to the norm $\varphi$ ) if for all $x, x^{\prime} \in S$ and all $y \in \mathcal{Y}$,

$$
\varphi(x)=\varphi\left(x^{\prime}\right) \Longrightarrow\left[P(x, y) \Longleftrightarrow P\left(x^{\prime}, y\right)\right] .
$$

If $P$ is uniform in $x$, it clearly defines a relation on $\lambda \times \mathcal{Y}$ which we will denote by the same symbol,

$$
\begin{aligned}
P(\xi, y) & \Longleftrightarrow(\exists x \in S)[\varphi(x)=\xi \& P(x, y)] \\
& \Longleftrightarrow(\forall x \in S)[\varphi(x)=\xi \Longrightarrow P(x, y)]
\end{aligned}
$$

8G. 20 (Harrington and Kechris [1981]). Suppose $\Gamma$ resembles $\Pi_{1}^{1}$,

$$
\varphi: S \rightarrow \lambda \leq \underset{\sim}{\boldsymbol{\delta}}
$$

is a regular $\Gamma$-norm on some $S \subseteq \mathcal{X}, S \in \Gamma$ and $P \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\exists^{\mathcal{N}} \Gamma$ and uniform in $x$. Assume $\operatorname{Det}(\underset{\sim}{\Gamma})$ and prove that the relations

$$
\begin{aligned}
& Q_{1}(x, y) \Longleftrightarrow x \in S \&(\exists \xi<\varphi(x)) P(\xi, y) \\
& Q_{2}(x, y) \Longleftrightarrow x \in S \&(\forall \xi<\varphi(x)) P(\xi, y)
\end{aligned}
$$

are both in $\exists^{\mathcal{N}} \Gamma$.
Hint. That $Q_{1}$ is in $\exists^{\mathcal{N}} \Gamma$ is trivial (and uses very little of the hypotheses).
Rename $Q_{2}=Q$, assume the hypotheses and suppose

$$
\begin{equation*}
P(x, y) \Longleftrightarrow(\exists \alpha) R(x, y, \alpha) \tag{*}
\end{equation*}
$$

with $R$ in $\Gamma$.
Let $\pi: \mathcal{N} \rightarrow \mathcal{X}$ be a recursive surjection and put

$$
R^{\prime}(x, y, \alpha) \Longleftrightarrow x \in S \& \pi\left((\alpha)_{0}\right) \in S
$$

$$
\& \varphi(x)=\varphi\left(\pi\left((\alpha)_{0}\right)\right) \& R\left(\pi\left((\alpha)_{0}\right), y,(\alpha)_{1}\right)
$$

now $R^{\prime}$ is clearly uniform in $x$ and in $\Gamma$ and

$$
P(x, y) \Longleftrightarrow(\exists \alpha) R^{\prime}(x, y, \alpha),
$$

so that we may assume $(*)$ holds with $R$ uniform in $x$.
For each $x, y$ consider the game $G(x, y)$ where I plays $\beta$, II plays $\gamma$ and

$$
\text { II wins } \Longleftrightarrow T(\beta, \gamma, x, y)
$$

where

$$
\begin{aligned}
T(\beta, \gamma, x, y) \Longleftrightarrow & {[\pi(\beta) \notin S \vee \varphi(x) \leq \varphi(\pi(\beta))] } \\
& \vee[\pi(\beta) \in S \& \varphi(\pi(\beta))<\varphi(x) \&(\exists \alpha \in \Delta(\gamma)) R(\pi(\beta), y, \alpha)],
\end{aligned}
$$

with $\pi: \mathcal{N} \rightarrow \mathcal{X}$ as above. Clearly $T$ is in $\Gamma$ (by the Theorem on Restricted Quantification 4D.3) so the game is determined.

We claim that for $x \in S$,

$$
(\forall \xi<\varphi(x)) P(\xi, x) \Longleftrightarrow \text { II wins } G(x, y) ;
$$

from this the result will follow immediately, since

$$
\text { II wins } G(x, y) \Longleftrightarrow(\exists \tau)(\forall \beta) T(\beta,[\beta] * \tau, x, y)
$$

and the expression on the right defines a relation in $\exists^{\mathcal{N}} \Gamma$.
If II wins $G(x, y)$, then for any $\xi<\varphi(x)$ have I play some $\beta$ with $\varphi(\pi(\beta))=\xi$; if II responds with $\gamma$, then $(\exists \alpha \in \Delta(\gamma)) R(\pi(\beta), y, \alpha)$ holds, so that we have $P(\xi, y)$ as required.

Assume towards a contradiction that I wins $G(x, y)$ but $(\forall \xi<\varphi(x)) P(\xi, y)$, and let $\sigma$ be a winning strategy for I. Imagine II playing irrationals of the form $\langle\sigma, \delta\rangle$ for arbitrary $\delta$ to which I responds by $\sigma *[\langle\sigma, \delta\rangle] \in S$ and consider the norm on $\mathcal{N}$

$$
\psi(\delta)=\varphi(\sigma *[\langle\sigma, \delta\rangle]) .
$$

This is obviously a $\Delta(\sigma)$-norm and the pointclass $\Gamma(\sigma)$ resembles $\Pi_{1}^{1}$, so by 8 G .19 there must be some $\xi$ with the following property: for each $\alpha$, there is some $\delta$ with $\gamma(\delta)=\xi$ and $\alpha \in \Delta(\sigma, \delta)$. Now choose any $x$ such that $\varphi(x)=\xi$ and since $P(x, y) \Longleftrightarrow(\exists \alpha) R(x, y, \alpha)$ holds, choose $\alpha$ such that $R(x, y, \alpha)$, choose $\delta$ such that $\psi(\sigma)=\xi$ and $\alpha \in \Delta(\sigma, \delta)$ and have II play $\langle\sigma, \delta\rangle$. If $\beta=\sigma *[\langle\sigma, \delta\rangle]$ is I's response then, we know that $\pi(\beta) \in S$ and $\varphi(\pi(\beta))=\xi$ and since $\alpha \in \Delta(\langle\sigma, \delta\rangle)$ and I wins, we have $\neg R(\pi(\beta), y, \alpha)$; this contradicts $R(x, y, \alpha)$, since $R$ is uniform in $x$.

Let us immediately check out one important application of this very basic theorem. (We will include full determinacy among the hypotheses here, but in the applications we will be working with the model $L(\mathbb{R})$, so only definable determinacy hypotheses will be needed.)

8G. 21 (Harrington and Kechris [1981]). Suppose $\Gamma$ resembles $\Pi_{1}^{1}, S \subseteq \mathcal{X}, T \subseteq \mathcal{Y}$ are in $\Gamma$ and

$$
\varphi: S \rightarrow \lambda \leq \underset{\sim}{\boldsymbol{\delta}}, \quad \psi: T \rightarrow \mu \leq \underset{\sim}{\boldsymbol{\delta}}
$$

are regular $\Gamma$-norms. Assume AD and show that the relations

$$
\begin{aligned}
& P(x, y) \Longleftrightarrow x \in S \& y \in T \& \varphi(x)=\psi(y) \\
& Q(x, y) \Longleftrightarrow x \in S \& y \in T \& \varphi(x)<\psi(y)
\end{aligned}
$$

are both in $\exists^{\mathcal{N}} \Gamma$.

Hint. Let $G \subseteq \mathcal{N} \times \mathcal{X} \times \mathcal{Y}$ be universal in $\Gamma$, let $\chi: G \rightarrow \underset{\sim}{\boldsymbol{\delta}}$ be a $\Gamma$-norm on $G$ and with each

$$
z=(\varepsilon, \alpha, x, y) \in \mathcal{N} \times \mathcal{N} \times \mathcal{X} \times \mathcal{Y}
$$

such that $G(\alpha, x, y)$ associate the set $A^{z} \subseteq \mathcal{X} \times \mathcal{Y}$ by

$$
A^{z}\left(x^{\prime}, y^{\prime}\right) \Longleftrightarrow G\left(\varepsilon, x^{\prime}, y^{\prime}\right) \& \chi\left(\varepsilon, x^{\prime}, y^{\prime}\right) \leq \chi(\alpha, x, y) .
$$

Each $A^{z}$ is obviously in $\underset{\sim}{\Delta}$, uniformly in $z$.
The relation

$$
\begin{align*}
R_{1}(z) & \Longleftrightarrow R_{1}(\varepsilon, \alpha, x, y) \\
& \Longleftrightarrow G(\alpha, x, y) \tag{1}
\end{align*}
$$

is clearly in $\Gamma$ and so is the relation

$$
\begin{aligned}
R_{2}(z) \Longleftrightarrow & R_{1}(z) \& A^{z} \text { is uniform in } x^{\prime}(\text { relative to the norm } \varphi) \text { and in } \\
& y^{\prime}(\text { relative to the norm } \psi) \\
\Longleftrightarrow & R_{1}(z) \\
& \&\left(\forall x^{\prime}\right)\left(\forall y^{\prime}\right)\left[A^{z}\left(x^{\prime}, y^{\prime}\right) \Longrightarrow\left(x^{\prime} \in S \& y^{\prime} \in T\right)\right] \\
& \&\left(\forall x^{\prime}\right)\left(\forall x^{\prime \prime}\right)\left(\forall y^{\prime}\right)\left(\forall y^{\prime \prime}\right)\left\{\left[A^{z}\left(x^{\prime}, y^{\prime}\right)\right.\right. \\
& \left.\left.\& \varphi\left(x^{\prime}\right)=\varphi\left(x^{\prime \prime}\right) \& \psi\left(y^{\prime}\right)=\psi\left(y^{\prime \prime}\right)\right] \Longrightarrow A^{z}\left(x^{\prime \prime}, y^{\prime \prime}\right)\right\} .
\end{aligned}
$$

With each $z$ such that $R_{2}(z)$ holds, we associate the set of pairs of ordinals

$$
B^{z} \subseteq \lambda \times \mu
$$

by

$$
\begin{aligned}
& B^{z}(\eta, \xi) \Longleftrightarrow(\exists x)(\exists y)\left[x \in S \& \varphi(x)=\eta \& y \in T \& \psi(y)=\xi \& A^{z}(x, y)\right] \\
& \Longleftrightarrow(\forall x)(\forall y)\{[x \in S \& \varphi(x)=\eta \& y \in T \& \psi(y)=\xi] \\
&\left.\Longrightarrow A^{z}(x, y)\right\} .
\end{aligned}
$$

Conversely, suppose $B \subseteq \lambda \times \mu$ is bounded below $\underset{\sim}{\boldsymbol{\delta}}$, i.e.,

$$
B \subseteq \lambda_{1} \times \mu_{1}
$$

where $\lambda_{1} \leq \lambda, \lambda_{1}<\underset{\sim}{\boldsymbol{\delta}}$ and $\mu_{1} \leq \mu, \mu_{1}<\underset{\sim}{\boldsymbol{\delta}} ;$ using AD now, the Coding Lemma (II) 7D. 6 (applied to $\neg \Gamma$ ) implies directly that the set

$$
B^{\prime}=\{(x, y): x \in S \& y \in T \& B(\varphi(x), \psi(y))\}
$$

is in $\underset{\sim}{\Delta}$ and hence by the Covering Lemma 4C.11, easily,

$$
B^{\prime}=A^{z}
$$

with some $z$ such that $R_{2}(z)$ holds and hence

$$
B=B^{z} .
$$

Proceeding with the computation, notice that the relation

$$
\begin{aligned}
R_{3}(x, y, z) & \Longleftrightarrow x \in S \& y \in T \& R_{2}(z) \& B^{z} \subseteq \varphi(x) \times \psi(y) \\
& \Longleftrightarrow x \in S \& y \in T \& R_{2}(z) \\
& \&\left(\forall x^{\prime}\right)\left(\forall y^{\prime}\right)\left[A^{z}\left(x^{\prime}, y^{\prime}\right) \Longrightarrow\left[\varphi\left(x^{\prime}\right)<\varphi(x) \& \psi\left(y^{\prime}\right)<\psi(y)\right]\right]
\end{aligned}
$$

is clearly in $\Gamma$ and uniform in $x$ (relative to $\varphi$ ) and in $y$ (relative to $\psi$ ).
Now

$$
R_{4}\left(x^{\prime}, y^{\prime}, z\right) \Longleftrightarrow R_{2}(z) \& x^{\prime} \in S \& y^{\prime} \in T \& A^{z}\left(x^{\prime}, y^{\prime}\right)
$$

is in $\Gamma$ and uniform in $x^{\prime}$ (relative to $\varphi$ ) and in $y^{\prime}$ (relative to $\psi$ ), so by the HarringtonKechris Theorem 8G.20,

$$
R_{5}(x, y, z) \Longleftrightarrow x \in S \& y \in T \&(\forall \xi<\varphi(x))(\exists \eta<\psi(y)) R_{4}(\xi, \eta, z)
$$

is in $\exists^{\mathcal{N}} \Gamma$; clearly

$$
\begin{aligned}
R_{5}(x, y, z) \Longleftrightarrow x \in & S \& y \in T \& R_{2}(z) \\
& \& B^{z} \subseteq \varphi(x) \times \psi(y) \&(\forall \xi<\varphi(x))(\exists \eta<\psi(y)) B^{z}(\xi, \eta) .
\end{aligned}
$$

Proceeding in the same way, by successive applications of the Harrington-Kechris Theorem we show that the following relation is in $\exists^{\mathcal{N}} \Gamma$ :

$$
\begin{aligned}
R_{6}(x, y, z) \Longleftrightarrow & x \in S \& y \in T \& R_{2}(z) \\
& \& B^{z} \subseteq \varphi(x) \times \psi(y) \\
& \& B^{z} \text { is the graph of an order-preserving one-to-one } \\
& \text { function from } \varphi(x) \text { onto } \psi(y) .
\end{aligned}
$$

Using the remark above then, that by $\mathbf{A D}$ every subset of $\varphi(x) \times \psi(y)$ is $B^{z}$ for some $z$ such that $R_{3}(x, y, z)$, we finally get that

$$
\begin{aligned}
& P(x, y) \Longleftrightarrow x \in S \& y \in T \& \text { there exists a one-to-one } \\
& \text { order-preserving function from } \varphi(x) \text { onto } \psi(y) \\
& \Longleftrightarrow(\exists z)\left\{R_{3}(x, y, z) \& R_{6}(x, y, z)\right\}
\end{aligned}
$$

is in $\exists^{\mathcal{N}} \Gamma$.
The argument for $\varphi(x)<\psi(y)$ is similar.
The usefulness of this result will be apparent very soon, but the method of proof also has wide applicability, which is why we explained it in such considerable detail.

Fix now a pointclass $\Gamma$ which resembles $\Pi_{1}^{1}$, let

$$
\varphi: S \rightarrow \underset{\sim}{\boldsymbol{\delta}}
$$

be a regular $\Gamma$-norm on some $S \subseteq \mathcal{X}$ in $\Gamma$ which is onto the ordinal $\underset{\sim}{\boldsymbol{\delta}}$ associated with $\Gamma$ and let $G \subseteq \omega \times \mathcal{X}$ be a good universal set in $\exists^{\mathcal{N}} \Gamma$ in the sense of $\widetilde{3}$ H.4. For this $\varphi$, $G$, define

$$
P_{\varphi, G} \subseteq \omega \times \underset{\sim}{\boldsymbol{\delta}}
$$

by

$$
P_{\varphi, G}(n, \xi) \Longleftrightarrow(\exists x)[x \in S \& \varphi(x)=\xi \& G(n, x)] ;
$$

intuitively, $P_{\varphi, G}(n, \xi)$ asks if the ordinal $\xi<\boldsymbol{\delta}$ has the $\exists^{\mathcal{N}} \Gamma$-property $n$, in the coding of ordinals and properties determined by $\varphi$ and $G$.

8G. 22 (Moschovakis). Suppose $\Gamma$ resembles $\Pi_{1}^{1}$ and let $P_{\varphi, G}, P_{\psi, H}$ be defined as above for two different choices $\varphi, G$ and $\psi, H$ of $\Gamma$ norms and good universal sets in $\exists^{\mathcal{N}} \Gamma$. Assume AD and prove that there is a recursive function $f: \omega \rightarrow \omega$ such that

$$
P_{\varphi, G}(n, \xi) \Longleftrightarrow P_{\psi, H}(f(n), \xi) .
$$

In particular, if $\mathbf{A D}$ holds, then

$$
L\left[P_{\varphi, G}\right]=L\left[P_{\psi, H}\right] .
$$

Hint. Suppose $\psi: T \rightarrow \underset{\sim}{\boldsymbol{\delta}}$ with $T \subseteq \mathcal{Y}$ and compute

$$
\begin{aligned}
P_{\varphi, G} & \Longleftrightarrow(\exists x)[x \in S \& \varphi(x)=\xi \& G(n, x)] \\
& \Longleftrightarrow(\exists y)[y \in T \& \psi(y)=\xi \& R(n, y)],
\end{aligned}
$$

where

$$
R(n, y) \Longleftrightarrow(\exists x)[x \in S \& \varphi(x)=\psi(y) \& G(n, x)] .
$$

Now $R$ is in $\exists^{\mathcal{N}} \Gamma$ by 8 G .21 and hence (using the fact that $H$ is a good universal set, as in 3H.2, easily) there is a recursive $f: \omega \rightarrow \omega$ such that

$$
R(n, y) \Longleftrightarrow H(f(n), y)
$$

so that

$$
\begin{aligned}
P_{\varphi, G}(n, \xi) & \Longleftrightarrow(\exists y)[y \in T \& \psi(y)=\xi \& H(f(n), y)] \\
& \Longleftrightarrow P_{\psi, H}(f(n), \xi) .
\end{aligned}
$$

If $\Gamma$ resembles $\Pi_{1}^{1}$ and $\mathbf{A D}$ holds, we let

$$
H_{\Gamma}=L\left[P_{\varphi, G}\right]
$$

where $\varphi, G$ are chosen as above. Notice that (by 4C.14) we can always find such $\varphi$ and $G$ and by 8 G. 22 , which particular $\varphi, G$ we choose is irrelevant. Notice also that if $\Gamma \subseteq L(\mathbb{R})$ as in the case with $\Pi_{2 n+1}^{1}$ and IND, we need only assume that every set of irrationals in $L(\mathbb{R})$ is determined, as the whole construction of $H_{\Gamma}$ takes place within the model $L(\mathbb{R})$ by very simple absoluteness considerations.

For $\Gamma=\Pi_{2 n+1}^{1}$ we use the simpler notation

$$
H_{2 n+1}=H_{\Pi_{2 n+1}^{1}} .
$$

One extension of 8 G .22 is worth putting down.
8G. 23 (Moschovakis). Suppose $\Gamma$ resembles $\Pi_{1}^{1}$ and

$$
\psi_{1}: S_{1} \rightarrow \underset{\sim}{\boldsymbol{\delta}}, \ldots, \psi_{n}: S_{n} \rightarrow \underset{\sim}{\boldsymbol{\delta}}
$$

are regular $\Gamma$-norms on sets $S_{1}, \ldots, S_{n}$ in $\Gamma$, put

$$
\begin{aligned}
& Q\left(\xi_{1}, \ldots, \xi_{n}\right) \Longleftrightarrow \xi_{1}, \ldots, \xi_{n}<\underset{\sim}{\delta} \&\left(\exists x_{1} \in S_{1}\right) \cdots\left(\exists x_{n} \in S_{n}\right) \\
& {\left[\psi_{1}\left(x_{1}\right)=\xi_{1} \& \cdots \& \psi_{n}\left(x_{n}\right)=\xi_{n} \& R\left(x_{1}, \ldots, x_{n}\right)\right], }
\end{aligned}
$$

where $R$ is an arbitrary pointset in $\exists^{\mathcal{N}} \Gamma$. Assume AD and prove that $Q \in H_{\Gamma}$.
Hint. The Gödel wellordering of pairs of ordinals is defined by

$$
\begin{aligned}
(\xi, \eta) \leq\left(\xi^{\prime}, \eta^{\prime}\right) \Longleftrightarrow & \max (\xi, \eta)<\max \left(\xi^{\prime}, \eta^{\prime}\right) \\
& \vee\left[\max (\xi, \eta)=\max \left(\xi^{\prime}, \eta^{\prime}\right) \& \xi<\xi^{\prime}\right] \\
& \vee\left[\max (\xi, \eta)=\max \left(\xi^{\prime}, \eta^{\prime}\right) \& \xi=\xi^{\prime} \& \eta \leq \eta^{\prime}\right] .
\end{aligned}
$$

The initial segments of this wellordering of $\mathrm{ON} \times \mathrm{ON}$ are sets and hence by 8 C .7 , easily, there is a $\mathbf{Z F}$-absolute operation

$$
\pi_{2}: \mathrm{ON} \times \mathrm{ON} \hookrightarrow \mathrm{ON}
$$

such that

$$
(\xi, \eta) \leq\left(\xi^{\prime}, \eta^{\prime}\right) \Longleftrightarrow \pi_{2}(\xi, \eta) \leq \pi_{2}\left(\xi^{\prime}, \eta^{\prime}\right) .
$$

Choose a regular $\Gamma$-norm $\varphi: S \rightarrow \underset{\sim}{\boldsymbol{\delta}}$ and on $S \times S$ define the norm

$$
\psi(x, y)=\pi_{2}(\varphi(x), \varphi(y)) .
$$

It is easy to check that $\psi$ is a regular $\Gamma$-norm, so if $G \subseteq \omega \times \mathcal{X} \times \mathcal{X}$ is universal in $\exists^{\mathcal{N}} \Gamma$ and

$$
P(n, \xi) \Longleftrightarrow(\exists x)(\exists y)[S(x) \& S(y) \& \psi(x, y)=\xi \& G(n, x, y)],
$$

we know that

$$
H_{\Gamma}=L[P]
$$

by 8 G. 22 . But obviously

$$
\begin{aligned}
Q\left(\xi_{1}, \xi_{2}\right) \Longleftrightarrow & (\exists x)(\exists y)\left\{S(x) \& S(y) \& \psi(x, y)=\pi_{2}\left(\xi_{1}, \xi_{2}\right)\right. \\
& \&\left(\exists x_{1} \in S_{1}\right)\left(\exists x_{2} \in S_{2}\right)\left[\varphi(x)=\psi_{1}\left(x_{1}\right)\right. \\
& \left.\left.\& \varphi(y)=\psi_{2}\left(x_{2}\right) \& R\left(x_{1}, x_{2}\right)\right]\right\} \\
\Longleftrightarrow & P\left(n^{*}, \pi_{2}\left(\xi_{1}, \xi_{2}\right)\right)
\end{aligned}
$$

with a fixed $n^{*}$ and $Q \in L[P]$.
The result for $n \geq 2$ follows by the same argument using an appropriate $\pi_{n}: \mathrm{ON}^{n} \rightarrow$ ON.

Let us now turn to the relation between $H_{\Gamma}$ and the models $L\left[T_{\Gamma}\right]$ which we introduced in 8G. 10 .

8G. 24 (Moschovakis). Suppose $\Gamma$ resembles $\Pi_{1}^{1}$ and let

$$
T_{\Gamma}=T_{\Gamma, G, \bar{\varphi}}
$$

be the tree associated with a universal set $G \subseteq \omega \times \mathcal{N}$ in $\Gamma$ and a $\Gamma$-scale $\bar{\varphi}$ on $G$ as in 8G.10. Assume AD and prove that

$$
T_{\Gamma} \in H_{\Gamma}
$$

so that $L\left[T_{\Gamma}\right] \subseteq H_{\Gamma}$.
Hint. This time take the Gödel wellordering of all tuples of ordinals define by

$$
\begin{aligned}
&\left(\xi_{1}, \ldots, \xi_{n}\right) \leq\left(\eta_{1}, \ldots, \eta_{m}\right) \Longleftrightarrow \max \left(\xi_{1}, \ldots, \xi_{n}\right)<\max \left(\eta_{1}, \ldots, \eta_{m}\right) \\
& \vee\left[\max \left(\xi_{1}, \ldots, \xi_{n}\right)\right.\left.=\max \left(\eta_{1}, \ldots, \eta_{m}\right) \& n<m\right] \\
& \vee\left[\max \left(\xi_{1}, \ldots, \xi_{n}\right)\right.=\max \left(\eta_{1}, \ldots, \eta_{m}\right) \& n=m \\
&\left.\quad \& \text { the tuple }\left(\xi_{1}, \ldots, \xi_{n}\right) \text { precedes }\left(\xi_{1}, \ldots, \xi_{n}\right) \text { lexicographically }\right]
\end{aligned}
$$

and argue as before that for some $\mathbf{Z F}$-absolute

$$
\begin{aligned}
\pi: V & \rightarrow \mathrm{ON}, \\
\left(\xi_{1}, \ldots, \xi_{n}\right) \leq\left(\eta_{1}, \ldots, \eta_{m}\right) & \Longleftrightarrow \pi\left(\left\langle\xi_{1}, \ldots, \xi_{n}\right\rangle\right) \leq \pi\left(\left\langle\eta_{1}, \ldots, \eta_{m}\right\rangle\right) .
\end{aligned}
$$

Choose a regular $\Gamma$-norm $\varphi: S \rightarrow \underset{\sim}{\boldsymbol{\delta}}$ where $S \subseteq \mathcal{N}$ for simplicity and on

$$
S^{*}=\left\{(m, \alpha):(\forall i<m)\left[(\alpha)_{i} \in S\right]\right\}
$$

define the norm

$$
\psi(m, \alpha)=\pi\left(\left\langle\varphi\left((\alpha)_{0}\right), \ldots, \varphi\left((\alpha)_{m-1}\right)\right\rangle\right) .
$$

Again it is a simple computation to check that $\psi$ is a $\Gamma$-norm and it is regular, because $\underset{\sim}{\delta}$ is a cardinal and $\pi$ easily establishes a one-to-one correspondence of all tuples below $\underset{\sim}{\boldsymbol{\delta}}$ with $\underset{\sim}{\boldsymbol{\delta}}$.

Suppose now $\varphi_{0}, \varphi_{1}, \ldots$ is a sequence of $\Gamma$-norms on some set $A$ which are uniformly in $\Gamma$ in the sense that both relations

$$
\begin{aligned}
& Q_{1}(n, x, y) \Longleftrightarrow x \leq_{\varphi_{n}}^{*} y, \\
& Q_{2}(n, x, y) \Longleftrightarrow x<_{\varphi_{n}}^{*} y,
\end{aligned}
$$

are in $\Gamma$ and suppose

$$
\begin{aligned}
Q(u, a) \Longleftrightarrow u \in \omega \& a & =\left\langle\xi_{0}, \ldots, \xi_{m-1}\right\rangle \text { for some ordinals } \xi_{0}, \ldots, \xi_{m-1} \\
& \&(\exists x)\left\{x \in A \& \varphi_{0}(x)=\xi_{0} \& \cdots \& \varphi_{m-1}(x)=\xi_{m-1} \& R(u, x)\right\}
\end{aligned}
$$

where $R$ is in $\exists^{\mathcal{N}} \Gamma$. As in the previous argument,

$$
\begin{align*}
Q(u, a) \Longleftrightarrow & (\exists m)(\exists \alpha)\left\{\psi(m, \alpha)=\pi(a) \&(\exists x)\left\{\varphi_{0}(x)=\varphi\left((\alpha)_{0}\right)\right.\right.  \tag{*}\\
& \left.\left.\& \cdots \& \varphi_{m-1}(x)=\varphi\left((\alpha)_{m-1}\right) \& R(u, x)\right\}\right\} \\
\Longleftrightarrow & (\exists m)\{a \text { is an } m \text {-tuple of ordinals \& } P(f(m, u), \pi(a))\}
\end{align*}
$$

with a recursive $f$, where

$$
P(n, \xi) \Longleftrightarrow(\exists m)(\exists \alpha)\{\psi(m, \alpha)=\xi \& G(n, m, \alpha)\}
$$

and hence $Q \in L[P]=H_{\Gamma}$.
Finally, if $T_{\Gamma}$ is the tree that comes from a $\Gamma$-scale on some $G \subseteq \omega \times \mathcal{N}$ in $\Gamma$, put

$$
\begin{aligned}
& Q(u, a) \Longleftrightarrow u \in \omega \& a=\left\langle\xi_{0}, \ldots, \xi_{m-1}\right\rangle \text { for some } \xi_{0}, \ldots, \xi_{m-1} \\
& \qquad \&\left(\left((u)_{0}, \xi_{0}\right), \ldots,\left((u)_{m-1}, \xi_{m-1}\right)\right) \in T
\end{aligned}
$$

and check immediately that $Q$ satisfies $(*)$ with a suitable recursive $R$, so that $Q \in H_{\Gamma}$. But of course $T$ can be defined directly from $Q$, so also $T \in H_{\Gamma}$.

For the case $\Gamma=\Pi_{1}^{1}$, it is quite easy to check that

$$
L\left[T_{1}\right]=H_{1}=L,
$$

see Kechris and Moschovakis [1972]. In general, for an arbitrary $\Gamma$ which resembles $\Pi_{1}^{1}$ (and assuming AD), it was not known whether

$$
L\left[T_{\Gamma}\right]=H_{\Gamma}
$$

at the time of the first edition of this book, although there were some positive results of Martin for the special case $\Gamma=\Pi_{3}^{1}$. It was an important question, because a positive answer implies the invariance of $L\left[T_{\Gamma}\right]$ from the arbitrary choices of $G$ and $\bar{\varphi}$ in its definition-a very strong invariance property of definable scales. It is the main result of Becker and Kechris [1984]. ${ }^{(5)}$ Here we show only that for $\Gamma$ as above

$$
\begin{align*}
\mathcal{N} \cap L\left[T_{\Gamma}\right] & =\mathcal{N} \cap H_{\Gamma}  \tag{*}\\
& =\text { the largest countable } \exists^{\mathcal{N}} \Gamma \text {-subset of } \mathcal{N} .
\end{align*}
$$

First the easy half.
8G.25. Suppose $\Gamma$ resembles $\Pi_{1}^{1}$ and assume AD. Show that there is a largest countable set $C_{\Gamma} \subseteq \mathcal{N}$ in $\exists^{\mathcal{N}} \Gamma$ and for any choice of $T_{\Gamma}$

$$
C_{\Gamma} \subseteq L\left[T_{\Gamma}\right] \subseteq H_{\Gamma} .
$$

Hint. Show first that for each $\mathcal{X}$, there is a largest countable subset of $\mathcal{X}$ in $\Gamma$ as in 6 E .9 and then proceed as in 6 E .10 to get a largest countable subset $C_{\Gamma} \subseteq \mathcal{N}$ in $\exists^{\mathcal{N}} \Gamma$. By 8G. 10 then, $C_{\Gamma} \subseteq L\left[T_{\Gamma}\right]$.

To show (*) above it enough to prove that the pointset $\mathcal{N} \cap H_{\Gamma}$ is in $\exists^{\mathcal{N}} \Gamma$. The computation is very similar to that in the proof of 8 G .21 , only a bit more elaborate.

Fix a pointclass $\Gamma$ which resembles $\Pi_{1}^{1}$ and choose a regular $\Gamma$-norm

$$
\varphi: S \rightarrow \underset{\sim}{\boldsymbol{\delta}}
$$

where $S \subseteq \mathcal{X}$. Fix also a good universal $G \subseteq \omega \times \mathcal{X}$ in $\exists^{\mathcal{N}} \Gamma$, so that

$$
H_{\Gamma}=L[P],
$$

where

$$
P(n, \xi) \Longleftrightarrow(\exists x)[x \in S \& \varphi(x)=\xi \& G(n, x)] .
$$

We will obviously code ordinals below $\underset{\sim}{\boldsymbol{\delta}}$ using $\varphi$.
We also need to code bounded n-ary subsets of $\underset{\sim}{\boldsymbol{\delta}}$, where $B \subseteq{ }^{n} \underset{\sim}{\boldsymbol{\delta}}$ is bounded if there is some $\lambda<\underset{\sim}{\boldsymbol{\delta}}$ such that

$$
B\left(\xi_{1}, \ldots, \xi_{n}\right) \Longrightarrow \xi_{1}, \ldots, \xi_{n}<\lambda
$$

To do this, choose for each $n$ a universal set

$$
G^{n} \subseteq \mathcal{N} \times \mathcal{X}^{n}
$$

in $\Gamma$, let

$$
\chi^{n}: G^{n} \rightarrow \underset{\sim}{\boldsymbol{\delta}}
$$

be a $\Gamma$-norm, let

$$
S^{n}=\left\{\left(x_{0}, \varepsilon, \alpha, x_{1}, \ldots, x_{n}\right): x_{0} \in S \& G^{n}\left(\alpha, x_{1}, \ldots, x_{n}\right)\right\}
$$

and for each

$$
z=\left(x_{0}, \varepsilon, \alpha, x_{1}, \ldots, x_{n}\right)
$$

put

$$
\begin{aligned}
& A^{z}=\left\{\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right): G\left(\varepsilon, x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)\right. \\
& \qquad \& \chi^{n}\left(\varepsilon, x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right) \leq \chi^{n}\left(\alpha, x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right) \\
& \\
& \left.\& \varphi\left(x_{1}^{\prime}\right)<\varphi\left(x_{0}\right) \& \cdots \& \varphi\left(x_{n}^{\prime}\right)<\varphi\left(x_{0}\right)\right\} .
\end{aligned}
$$

Clearly each $A^{z}$ is in $\underset{\sim}{\Delta}$ and the relation

$$
\begin{aligned}
U^{n}(z) & \Longleftrightarrow A^{z} \text { is uniform in } x_{1}^{\prime}, \ldots, x_{n}^{\prime} \text { relative to } \varphi \\
& \Longleftrightarrow z \in S^{n} \&\left(\forall x_{1}^{\prime}\right)\left(\forall x_{1}^{\prime \prime}\right) \cdots\left(\forall x_{n}^{\prime}\right)\left(\forall x_{n}^{\prime \prime}\right) \\
& \left\{\left[A^{z}\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right) \& \varphi\left(x_{1}^{\prime}\right)=\varphi\left(x_{1}^{\prime \prime}\right) \& \cdots \& \varphi\left(x_{n}^{\prime}\right)=\varphi\left(x_{n}^{\prime \prime}\right)\right]\right. \\
& \left.\Longrightarrow A^{z}\left(x_{1}^{\prime \prime}, \ldots, x_{n}^{\prime \prime}\right)\right\}
\end{aligned}
$$

is in $\Gamma$. With each $z \in U^{n}$ we associate the set

$$
\begin{aligned}
B^{z}=\left\{\left(\xi_{1}, \ldots, \xi_{n}\right):\left(\exists x_{1}^{\prime}\right) \cdots\left(\exists x_{n}^{\prime}\right)\left[\varphi\left(x_{1}^{\prime}\right)=\right.\right. & \xi_{1} \& \\
& \left.\left.\& \varphi\left(x_{n}^{\prime}\right)=\xi_{n} \& A^{z}\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)\right]\right\}
\end{aligned}
$$

which is obviously bounded, since if $z=\left(x_{0}, \varepsilon, \alpha, x_{1}, \ldots, x_{n}\right)$, then

$$
B^{z}\left(\xi_{1}, \ldots, \xi_{n}\right) \Longrightarrow \xi_{1}, \ldots, \xi_{n}<\varphi\left(x_{0}\right) .
$$

8G.26. Fix $\Gamma, \varphi$, etc. as above, assume AD and prove that every bounded $n$-ary subset of $\underset{\sim}{\boldsymbol{d}}$ is $B^{z}$ for some $z \in U^{n}$.

Hint. Use the Covering Lemma 4C. 11 and the Coding Lemma (II) 7D.6.
A restricted second order relation on $\underset{\sim}{\boldsymbol{\delta}}$ is a relation of the form

$$
R\left(\xi_{1}, \ldots, \xi_{n}, B_{1}, \ldots, B_{m}\right)
$$

where each $\xi_{i}$ ranges over $\underset{\sim}{\boldsymbol{\delta}}$ and each $B_{j}$ ranges over the bounded subsets of $\underset{\sim}{\boldsymbol{d}^{k_{j}}}$, for some integer $k_{j}$. With each such $R$ we associate the pointset

$$
\begin{aligned}
& R^{\#}\left(x_{1}, \ldots, x_{n}, z_{1}, \ldots, z_{m}\right) \Longleftrightarrow x_{1}, \ldots, x_{n} \in S \\
& \quad \& z_{1} \in U^{k_{1}} \& \cdots \& z_{m} \in U^{k_{m}} \& R\left(\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{n}\right), B^{z_{1}}, \ldots, B^{z_{m}}\right)
\end{aligned}
$$

relative to a coding of formulas and bounded subsets as above. We say that $R$ is in $\exists^{\mathcal{N}} \Gamma$ in the codes if $R^{\#}$ is in $\exists^{\mathcal{N}} \Gamma$.

8G.27. Suppose $\Gamma$ resembles $\Pi_{1}^{1}$, fix $\varphi, G, G^{n}, \chi^{n}$ as above and assume AD. Prove that the collection of restricted second order relations on $\underset{\sim}{\delta}$ which are $\exists^{\mathcal{N}} \Gamma$ in the codes includes the basic relations

$$
\eta<\xi, \quad \eta=\xi, \quad\left(\xi_{1}, \ldots, \xi_{n}\right) \in B, \quad B \subseteq \lambda^{n}
$$

and their negations and it is closed under $\&, \vee$, additions, permutations and identifications of variables and the quantifiers

$$
\begin{gathered}
(\exists \xi<\lambda), \quad(\forall \xi<\lambda) \\
\left(\exists \xi_{1}, \ldots, \xi_{n}\right)\left[B\left(\xi_{1}, \ldots, \xi_{n}\right) \& \cdots\right], \\
\left(\forall \xi_{1}, \ldots, \xi_{n}\right)\left[B\left(\xi_{1}, \ldots, \xi_{n}\right) \Longrightarrow \cdots\right],
\end{gathered}
$$

$(\exists B)[B$ is bounded \& $\cdots]$.
Hint. The computations are all trivial, using of course, the Harrington-Kechris Theorem 8G.20.

This is the general version of the Harrington-Kechris Theorem that we need. In the results below we assume tacitly that the codings are relative to a fixed choice of $\varphi: S \rightarrow \underset{\sim}{\boldsymbol{\delta}}, G \subseteq \omega \times \mathcal{X}, G^{n}$, etc. as above.

8G.28. Suppose $\Gamma$ resembles $\Pi_{1}^{1}$, assume $\mathbf{A D}$ and prove that the relation

$$
R(A, B) \Longleftrightarrow A \in L(B)
$$

on bounded $n$-ary subsets of $\underset{\sim}{\boldsymbol{\delta}}$ is in $\exists^{\mathcal{N}} \Gamma$ in the codes.
Hint. This is a set-theoretic computation, very much like that of $\mathcal{N} \cap L$ in 8F.7. Using unary $A, B$ for simplicity, check first by a Skolem-Löwenheim argument that

$$
A \in L(B) \Longleftrightarrow(\exists \lambda<\underset{\sim}{\boldsymbol{\delta}})(\exists \mu<\underset{\sim}{\boldsymbol{\delta}})\left[A \subseteq \lambda \& B \subseteq \lambda \& \lambda<\mu \& A \in L_{\mu}(B)\right] .
$$

By 8F.1, next, choose a formula $\varphi_{L}(\boldsymbol{x}, \boldsymbol{\mu}, \boldsymbol{y})$ and a finite $T_{0} \subseteq \mathbf{Z F}$ such that for all standard models $M$ of $T_{0}$, if $A, B, \mu \in M$ then

$$
A \in L_{\mu}(B) \Longleftrightarrow M \models \varphi_{L}(A, \mu, B)
$$

Suppose the Axiom of Extensionality is also in $T_{0}$. By the Mostowski Collapsing Lemma 8C. 9 then, we easily have

$$
\begin{aligned}
& A \subseteq \lambda \& B \subseteq \lambda \& A \in L_{\mu}(B) \\
& \Longleftrightarrow(\exists v<\underset{\sim}{\boldsymbol{\delta}})(\exists E \subseteq v \times v)\{\lambda<\mu<v \&(\forall \eta, \zeta \leq \mu)[\eta<\zeta \Longleftrightarrow E(\eta, \zeta)] \\
& \&\left(\exists \xi_{A}\right)\left(\exists \xi_{B}\right)\left[(\forall \xi<\mu)\left[E\left(\xi, \xi_{A}\right) \Longleftrightarrow \xi \in A\right]\right. \\
&\left.\left.\&(\forall \xi<\mu)\left[E\left(\xi, \xi_{B}\right) \Longleftrightarrow \xi \in B\right] \&(v, E) \models \varphi_{L}\left(\xi_{A}, \mu, \xi_{B}\right)\right]\right\}
\end{aligned}
$$

so that the relation $A \in L(B)$ is in $\exists^{\mathcal{N}} \Gamma$ in the codes by 8G.27.
8G.29. Suppose $\Gamma$ resembles $\Pi_{1}^{1}$ and assume AD. (i) Show that the relation

$$
R(A) \Longleftrightarrow A \in H_{\Gamma}
$$

on bounded subsets of $\underset{\sim}{\boldsymbol{\delta}}$ is in $\exists^{\mathcal{N}} \Gamma$ in the codes.
(ii) Prove that $\mathcal{N} \cap H_{\Gamma}$ is a pointset in $\exists^{\mathcal{N}} \Gamma$.
(iii) Infer that

$$
\begin{aligned}
\mathcal{N} \cap H_{\Gamma} & =\mathcal{N} \cap L\left[T_{\Gamma}\right] \\
& =\text { the largest countable } \exists^{\mathcal{N}} \Gamma \text {-subset of } \mathcal{N} .
\end{aligned}
$$

(For $\mathcal{N} \cap L\left[T_{\Gamma}\right]$ and $\Gamma=\Pi_{3}^{1}$, Kechris and Martin [1978]; for $\mathcal{N} \cap L\left[T_{\Gamma}\right]$ in general, Harrington and Kechris [1981]; for $\mathcal{N} \cap H_{\Gamma}$, Moschovakis.)

Hint. Fix a regular $\Gamma$-norm

$$
\varphi: S \rightarrow \underset{\sim}{\boldsymbol{\delta}}
$$

and a universal set $G \subseteq \omega \times \mathcal{X}$ and put

$$
P(n, \xi) \Longleftrightarrow(\exists x)[x \in S \& \varphi(x)=\xi \& G(n, x)]
$$

so that $H_{\Gamma}=L[P]$.
Use first a Skolem-Löwenheim argument and the regularity of $\underset{\sim}{\boldsymbol{\delta}}$ to argue that for bounded $A \subseteq{\underset{\sim}{\delta}}^{m}$,

$$
\begin{equation*}
A \in L[P] \Longleftrightarrow(\exists \lambda<\underset{\sim}{\boldsymbol{\delta}})[A \in L(P \cap \omega \times \lambda)] . \tag{1}
\end{equation*}
$$

Suppose now

$$
G(n, x) \Longleftrightarrow(\exists \beta) G_{1}(n, x, \beta)
$$

where $G_{1}$ is in $\Gamma$ and fix a $\Gamma$-norm

$$
\psi_{1}: G_{1} \rightarrow \underset{\sim}{\boldsymbol{\delta}} .
$$

Put

$$
T(n, x) \Longleftrightarrow x \in S \&(\exists \beta) G_{1}(n, x, \beta)
$$

and on $T$ define the norm

$$
\psi(n, x)=\operatorname{infimum}\left\{\psi_{1}\left(n, x^{\prime}, \beta\right): x^{\prime} \in S \& \varphi\left(x^{\prime}\right)=\varphi(x) \& G_{1}(n, x, \beta)\right\} .
$$

It is clear that $\psi$ is an $\exists^{\mathcal{N}} \Gamma$-norm on $T$ and it is uniform on $n \in \omega, x \in S$ relative to $\varphi$, so we can define

$$
\psi(n, \xi)=\psi(n, x), \text { for any } x \in S \text { such that } \varphi(x)=\xi .
$$

Finally put

$$
P^{\lambda, \mu}(n, \xi) \Longleftrightarrow \xi<\lambda<\mu \& \psi(n, \xi)<\mu
$$

and let

$$
Q(\lambda, \mu, n, \xi) \Longleftrightarrow P^{\lambda, \mu}(n, \xi) .
$$

The key to the proof is that both $Q$ and $\neg Q$ are in $\exists^{\mathcal{N}} \Gamma$ in the codes.
Proof that $Q$ is in $\exists^{\mathcal{N}} \Gamma$ in the codes is quite easy. We must show that

$$
\begin{aligned}
Q^{\#}(u, v, a, x) \Longleftrightarrow u, v, a, x \in S \& \varphi(x)< & \varphi(u)<\varphi(v) \\
& \&(\exists n)[\varphi(a)=n \& \psi(n, x)<\varphi(v)]
\end{aligned}
$$

is in $\exists^{\mathcal{N}} \Gamma$ and only the last clause here needs any computation,

$$
\begin{aligned}
\varphi(n, x)<\varphi(v) \Longleftrightarrow\left(\exists x^{\prime}\right)(\exists \beta)\left[\varphi\left(x^{\prime}\right)=\right. & \varphi(x) \\
& \left.\& G_{1}\left(n, x^{\prime}, \beta\right) \& \psi_{1}\left(n, x^{\prime}, \beta\right)<\varphi(v)\right]
\end{aligned}
$$

(We will omit the computation of " $\varphi(a)=n$ " which involves saying that exactly $n$ points precede $a$ in $\varphi$.)

Proof that $\neg Q$ is in $\exists^{\mathcal{N}} \Gamma$. Compute:

$$
\begin{aligned}
&(\neg Q)^{\#}(u, v, a, x) \Longleftrightarrow u, v, a, x \in S \\
& \&\{\neg[\varphi(x)<\varphi(u)<\varphi(v) \&(\exists n)[\varphi(a)=n]] \\
&\vee(\exists n)[\varphi(a)=n \& \neg(\psi(n, x)<\varphi(v))]\} .
\end{aligned}
$$

For the non-trivial last clause, notice that for $v \in S$,

$$
\begin{aligned}
& \neg(\psi(n, x)<\varphi(v)) \\
& \qquad(\exists m)(\exists z)(\exists \gamma)\left\{G_{1}(m, z, \gamma) \& \psi_{1}(m, z, \gamma)=\varphi(v)\right. \\
& \left.\quad \&\left(\forall x^{\prime}\right)(\forall \beta)\left[\varphi(x)=\varphi\left(x^{\prime}\right) \Longrightarrow(m, z, \gamma) \leq_{\psi_{1}}^{*}\left(n, x^{\prime}, \beta\right)\right]\right\}
\end{aligned}
$$

which establishes by 8 G .21 that this clause and hence $(\neg Q)^{\#}$ is in $\exists^{\mathcal{N}} \Gamma$.
Claim: if $A$ is bounded, then

$$
\begin{equation*}
A \in L[P] \Longleftrightarrow(\exists \lambda<\underset{\sim}{\boldsymbol{\delta}})(\exists \mu<\underset{\sim}{\boldsymbol{\delta}})\left[A \in L\left(P^{\lambda, \mu}\right)\right] . \tag{2}
\end{equation*}
$$

To show this in the direction $(\Longrightarrow)$, choose $\lambda$ by (1) so that $A \in L(P \cap \omega \times \lambda)$ and let

$$
\mu=\operatorname{supremum}\{\psi(n, \xi): T(n, \xi) \& \xi<\lambda\} ;
$$

since $\underset{\sim}{\boldsymbol{\delta}}$ is regular, we have $\mu<\underset{\sim}{\boldsymbol{\delta}}$ and then clearly

$$
P \cap(\omega \times \lambda)=P^{\lambda, \mu} .
$$

For the other direction notice that since $Q$ is in $\exists^{\mathcal{N}} \Gamma$ in the codes, then 8 G .23 implies that $Q \in H_{\Gamma}$ and hence each $P^{\lambda, \mu} \in H_{\Gamma}$ and $L\left(P^{\lambda, \mu}\right) \subseteq H_{\Gamma}$.

Finally, since both $Q$ and $\neg Q$ are in $\exists^{\mathcal{N}} \Gamma$ in the codes, so is the relation on a bounded set $B \subseteq \omega \times \delta$

$$
\begin{aligned}
& B=P^{\lambda, \mu} \Longleftrightarrow(\forall n, \xi \in B) Q(\lambda, \mu, n, \xi) \\
& \&(\forall n, \xi<\lambda)[Q(\lambda, \mu, n, \xi) \Longrightarrow B(n, \xi)]
\end{aligned}
$$

and hence so is the relation

$$
A \in H_{\Gamma} \Longleftrightarrow(\exists B)(\exists \lambda)(\exists \mu)\left[B=P^{\lambda, \mu} \& A \in L(B)\right] .
$$

This completes the proof of (i). To prove (ii) now, simply compute

$$
\alpha \in H_{\Gamma} \Longleftrightarrow(\exists A)[A \in L[P] \&(\forall n)(\forall m)[\alpha(n)=m \Longleftrightarrow A(n, m)]]
$$

and check that the definition of "in $\exists^{\mathcal{N}} \Gamma$ in the codes" easily implies now that this is in $\exists^{\mathcal{N}} \Gamma$.

Finally, $\mathcal{N} \cap H_{\Gamma}$ is wellorderable by 8 F.12, hence countable by 7D.4, hence contained in $L\left[T_{\Gamma}\right]$ by 8 G .10 .

The same method yields easily the next basic result about these models.
8G.30. Suppose $G$ resembles $\Pi_{1}^{1}$ and assume AD. (i) Show that the set

$$
C_{\Gamma}=\mathcal{N} \cap H_{\Gamma}
$$

admits an $\exists^{\mathcal{N}} \Gamma$-good wellordering.
(ii) Show that

$$
H_{\Gamma} \models " 2^{\aleph_{0}}=\aleph_{1} " .
$$

(iii) In the special case $\Gamma=\Pi_{2 n+1}^{1}$ and granting $\mathbf{D C}$, show that $C_{2 n+2}$ admits a $\Sigma_{2 n+2}^{1}$-good wellordering and

$$
H_{2 n+1} \models \text { " } \mathcal{N} \text { admits a } \Sigma_{2 n+2}^{1} \text {-good wellordering of rank } \aleph_{1} " \text {. }
$$

(Kechris [1975].)
Hint. For (i), use 8 F .12 to get a canonical wellordering $\leq^{\lambda, \mu}$ for each $L\left(P^{\lambda, \mu}\right)$ in the notation of 8 G .29 and on $C_{\Gamma}$ define the wellordering

$$
\begin{aligned}
\alpha \leq_{\Gamma} \beta \Longleftrightarrow & {\left[\alpha \in L_{\xi}\left(P^{\lambda, \mu}\right) \text { for some triple }\langle\xi, \mu, \xi\rangle\right. \text { such that for every }} \\
& \text { smaller triple }\left\langle\lambda^{\prime}, \mu^{\prime}, \xi^{\prime}\right\rangle \text { (in the lexicographic ordering) } \\
& \left.\beta \notin L_{\xi^{\prime}}\left(P^{\lambda^{\prime}, \mu^{\prime}}\right)\right] \\
& \vee\left[\text { for the least triple }\langle\lambda, \mu, \xi\rangle \text { such that } L_{\xi}\left(P^{\lambda, \mu}\right)\right. \text { contains } \\
& \text { both } \left.\alpha \text { and } \beta, L_{\xi}\left(P^{\lambda, \mu}\right) \text { thinks that } \alpha \leq^{\lambda, \mu} \beta\right] .
\end{aligned}
$$

Here we only look at triples $\langle\lambda, \mu, \xi\rangle$ such that $L_{\xi}\left(P^{\lambda, \mu}\right)$ satisfies enough axioms of $\mathbf{Z F}$ to decide correctly the formula defining $\leq^{\lambda, \mu}$. the computation that this $\leq_{\Gamma}$ is in $\exists^{\mathcal{N}} \Gamma$ and $\exists^{\mathcal{N}} \Gamma$-good is similar to that in the proof of 8 G.29. They key of course, is that

$$
\alpha \leq_{\Gamma} \beta \& \beta \in L_{\xi}\left(P^{\lambda, \mu}\right) \Longrightarrow \alpha \in L_{\xi}\left(P^{\lambda, \mu}\right) ;
$$

compare the proof of 8 F .7 .
To prove (ii), put

$$
P(\beta, \gamma) \Longleftrightarrow \beta \in C_{\Gamma} \&(\forall n)\left[(\gamma)_{n}<_{\Gamma} \beta\right] \&\left(\forall \delta<_{\Gamma} \beta\right)(\exists n)\left[\delta=(\gamma)_{n}\right]
$$

where $\leq_{\Gamma}$ is the $\exists^{\mathcal{N}} \Gamma$-good wellordering of $C_{\Gamma}$. Clearly $P$ is in $\exists^{\mathcal{N}} \Gamma$ and since (in $V$ ) $C_{\Gamma}$ is countable, we have

$$
\left(\forall \beta \in C_{\Gamma}\right)(\exists \gamma) P(\beta, \gamma) .
$$

Let $P^{*} \subseteq P$ uniformize $P$ is $\exists^{\mathcal{N}} \Gamma$ and notice that $P^{*} \subseteq \mathcal{N} \times \mathcal{N}$ is countable so that $P^{*} \subseteq H_{\Gamma}$; thus for each $\beta \in C_{\Gamma}$ there is some $\gamma \in C_{\Gamma}$ which enumerates $\left\{\delta: \delta<_{\Gamma} \beta\right\}$, so that within $H_{\Gamma}$ every initial segment of the wellordering $<_{\Gamma}$ has countable length. This means precisely that

$$
H_{\Gamma} \models \text { "the length of }<_{\Gamma} \text { is } \aleph_{1} ",
$$

so that in $H_{\Gamma}$ we have the Continuum Hypothesis.
(iii) is immediate by a small absoluteness argument.

Kechris [1975] established this result about $C_{2 n+2}$ on the basis of the weaker hypothesis $\operatorname{Det}\left({\underset{\sim}{2}}_{2 n}^{1}\right)$ and by a different method, long before the proof of the HarringtonKechris Theorem. In this connection, the models

$$
L_{2 n+2}=L\left(C_{2 n+2}\right) \subseteq L\left[T_{2 n+1}\right]
$$



Diagram 8G.1. The normed Kleene pointclasses in $H_{5}$.
had been studied quite adequately even before the first edition of this book, see Kechris and Moschovakis [1978b], Kechris [1975] and Becker [1978]. The more interesting models $L\left[T_{\Gamma}\right]$ and $H_{\Gamma}$ for arbitrary $\Gamma$ (resembling $\Pi_{1}^{1}$ ) have also been studied extensively since 1980. The main results are the invariance of $L\left[T_{\Gamma}\right]$ in Becker and Kechris [1984] (cited above), and Steel's subsequent proof of

$$
H_{\Gamma} \models \mathbf{G C H}
$$

under suitable large cardinal hypotheses. This has been one of the more spectacular applications of inner model theory to descriptive set theory. ${ }^{(5)}$

A basic reason for looking at these various "partially playful universes" was the desire to obtain consistency and independence results about determinacy hypotheses. Here is one early example:

8G.31. Assume $\operatorname{Det}(\operatorname{Power}(\mathcal{N}) \cap L(\mathbb{R}))$ and show that for each $n, \operatorname{Det}\left({\underset{\sim}{2}}_{2 n+1}^{1}\right)$ is not a theorem of $\mathbf{Z F C}+\operatorname{Det}\left(\boldsymbol{\sim}_{2}^{1}{ }_{2 n+1}\right)$; in particular, for no $n$ does $\operatorname{Det}\left(\boldsymbol{\sim}_{n}^{1}\right)$ imply PD. (Moschovakis, see Kechris and Moschovakis [1978b].)

Hint. By 8 G. 16, $H_{2 n+1} \models \mathbf{Z F C}+\operatorname{Det}\left(\underset{\sim}{\boldsymbol{\Delta}}{ }_{2 n+1}^{1}\right)$. On the other hand, in $H_{2 n+1}$ we have a $\Sigma_{2 n+2}^{1}$-good wellordering of $\mathcal{N}$ of rank $\aleph_{1}$ and this implies easily as in 5A. 6 that there is an uncountable, thin $\Pi_{2 n+1}^{1}$ set in this model, which violates $\operatorname{Det}\left(\boldsymbol{\Sigma}_{\sim}^{1}{ }_{2 n+1}\right)$ by 6 A. $12 . \dashv$

In this connection, it is worth pointing out that Martin has shown that (granting DC)

$$
\operatorname{Det}\left({\underset{\sim}{\boldsymbol{\Delta}}}_{2 n}^{1}\right) \Longrightarrow \operatorname{Det}\left(\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2 n}^{1}\right),
$$

see his forthcoming Martin [20??].
Consider also the prewellordering property in the model $H_{\Gamma}$. It is clear from the proof of 5 A .3 , that the existence of a $\Sigma_{2 n+2}^{1}$-good wellordering of rank $\aleph_{1}$ implies that for each $m \geq 2 n+2, \boldsymbol{\Sigma}_{m}^{1}$ is normed, so that using $H_{2 n+1} \models \operatorname{Det}\left(\boldsymbol{\Delta}_{2 n}^{1}\right)$, we infer that in $H_{5}$ (for example) the circled pointclasses in Diagram 8G. 1 are all normed.

The corresponding diagram for $H_{\text {IND }}$ has infinitely many "teeth" since

$$
H_{\mathrm{IND}} \models \mathbf{P D}
$$

but in $H_{\text {IND }}$ we have, of course, a canonical wellordering of the universe and (it is easy to see that) the restriction of this wellordering to $\mathcal{N}$ is in fact definable (inductive) and of rank $\aleph_{1}$. This model, incidentally satisfies a good deal of absoluteness of analytical statements, see Moschovakis [1978].

Using forcing and granting AD, one can show that for any pointclass $\Gamma$ which resembles $\Pi_{1}^{1}$, if $\lambda$ is any ordinal which is countable (in $V$ ), then

$$
H_{\Gamma} \models 2^{\lambda}=\lambda^{+} .
$$

A much easier consequence of constructibility theory is that

$$
\lambda \geq \underset{\sim}{\boldsymbol{\delta}} \Longrightarrow H_{\Gamma} \models 2^{\lambda}=\lambda^{+} .
$$

As we mentioned above, the full Generalized Continuum Hypothesis for these models was established later by Steel. ${ }^{(5)}$

It is also not hard to see that if

$$
\lambda=\aleph_{1}=\text { the least ordinal uncountable (in } V \text { ), }
$$

then for any such $\Gamma$,

$$
H_{\Gamma} \models \text { " } \lambda \text { is strongly inaccessible". }
$$

Actually,

$$
H_{\Gamma} \models " \lambda \text { is measurable" }
$$

and the same is true for $\lambda=\aleph_{2}$ (Moschovakis).
The study of these fascinating inner models is one of the most intriguing research areas in the theory of determinacy, and it was still in its infancy when this book was first published. We add here just one more result which is quite easy to show by the methods we have established.

8G.32. Suppose $\Gamma$ resembles $\Pi_{1}^{1}$, assume AD and let $A \subseteq{\underset{\delta}{\delta}}^{n}$ be bounded. Prove that $A \in H_{\Gamma}$ if and only if there is a regular $\Gamma$-norm $\varphi: S \rightarrow \underset{\sim}{\boldsymbol{\delta}}$, a pointset $R \subseteq \mathcal{X}^{n+1}$ and an ordinal $\lambda<\underset{\sim}{\boldsymbol{\delta}}$, such that

$$
\left.\begin{array}{rl}
{\left[x \in S, x_{1}, \ldots, x_{n} \in S \& \varphi(x)=\lambda, \varphi\left(x_{1}\right)=\xi_{1}, \ldots, \varphi\left(x_{n}\right)=\xi_{n}\right]} \\
& \Longrightarrow\left[A\left(\xi_{1}, \ldots, \xi_{n}\right)\right.
\end{array} \Longleftrightarrow R\left(x, x_{1}, \ldots, x_{n}\right)\right] .
$$

## $\mathbf{8 H}$. On the theory of indiscernibles ${ }^{(4)}$

In this section we will develop just enough of the celebrated theory of indiscernibles in $L$ to allow us to prove the following important theorem of Martin and Solovay (improved in part by Mansfield).

If there exists a measurable cardinal, then every $\Pi_{2}^{1}$ set admits a $\Delta_{3}^{1}$-scale into an ordinal

$$
u_{\omega} \leq \aleph_{\omega} ;
$$

if in addition the Axiom of Choice holds, then

$$
u_{\omega}<\aleph_{3}
$$

so that every ${\underset{\sim}{~}}_{3}^{1}$ set is $\aleph_{2}$-Suslin.
Together with results we have already proved and assuming the Axiom of Choice and that every set in $L(\mathbb{R})$ is determined, this implies easily

$$
{\underset{\sim}{\boldsymbol{\delta}}}_{3}^{1}=\left(\aleph_{\omega+1}\right)^{L(\mathbb{R})} \leq \aleph_{3},
$$

i.e., ${\underset{3}{3}}_{1}^{1}$ is the ordinal which appears within $L(\mathbb{R})$ to be the $(\omega+1$ )'st cardinal-but in $V$, actually $\boldsymbol{\delta}_{3}^{1} \leq \aleph_{3}$.

Another consequence (granting a measurable cardinal and the Axiom of Choice) is that every ${\underset{\sim}{\sim}}_{3}^{1}$ set is the union of $\aleph_{2}$ Borel sets and (assuming further $\operatorname{Det}(\underset{\sim}{2})$ ) every ${\underset{\sim}{2}}_{1}^{1}$ set is the union of $\aleph_{3}$ Borel sets.

Extension of these elegant results to the higher Lusin pointclasses is one of the most challenging and fascinating open problems of descriptive set theory.

The basic notions of the theory of indiscernibles are model-theoretic and it is useful to explain them in a general setting.

Consider first the theory

$$
\mathbf{Z F L}=\mathbf{Z F}+" V=L "
$$

which extends Zermelo-Fraenkel set theory by the (formal sentence of $\mathcal{L}^{\epsilon}$ expressing) the Axiom of Constructibility and let

$$
x \leq y
$$

be a formula of $\mathcal{L}^{\epsilon}$ which defines the canonical wellordering of $L$,

$$
x<y \Longleftrightarrow x \leq y \& \neg(x=y) .
$$

It is clear that if $\mathfrak{A}=(A, E)$ is any model of $\mathbf{Z F L}$, not necessarily a standard model, then

$$
\begin{equation*}
\mathfrak{A} \models "\{(\boldsymbol{x}, \boldsymbol{y}): \boldsymbol{x} \leq \boldsymbol{y}\} " \text { is an ordering } \tag{1}
\end{equation*}
$$

and for any formula $\psi\left(\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{n}, \boldsymbol{y}\right)$,

$$
\begin{align*}
\mathfrak{A} \models\left(\forall z_{1}\right) \cdots( & \left.\forall z_{n}\right)\left\{(\exists \boldsymbol{y}) \psi\left(\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{n}, \boldsymbol{y}\right)\right.  \tag{2}\\
& \left.\rightarrow(\exists \boldsymbol{y})\left[\psi\left(\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{n}, \boldsymbol{y}\right) \&(\forall \boldsymbol{x})\left[\boldsymbol{x}<\boldsymbol{y} \rightarrow \neg \psi\left(\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{n}, \boldsymbol{y}\right)\right]\right]\right\} ;
\end{align*}
$$

this is simply because these formal sentences are all theorems of ZFL and hence they are true in every model of ZFL.

Let us call a theory (a set of sentences) $T$ in a language $\mathcal{L}=\mathcal{L}^{u}$ good (relative to a formula $\boldsymbol{x}<\boldsymbol{y}$ ) if $T$ has a model and if every model $\mathfrak{A}$ of $T$ satisfies (1) and (2) above. We will assume for simplicity that there are no function symbols or constants in $\mathcal{L}$.

Another good theory which we will use is
$\mathbf{Z F L}[\dot{\alpha}]=\mathbf{Z F}+" \dot{\alpha}$ is the graph of a function on $\omega$ to $\omega "+V=L[\dot{\alpha}] ;$
this is in the language $\mathcal{L}^{\in}[\dot{\alpha}]$ obtained by adding to $\mathcal{L}^{\epsilon}$ a binary relation symbol $\dot{\alpha}$ meant to represent the graph of some irrational $\alpha$ and its axioms express precisely the assertion that every set is constructible from $\alpha$. It is clear that $\mathbf{Z F L}[\dot{\alpha}]$ is good relative to the formula defining the canonical wellordering of $L[\alpha]$. the models of $\mathbf{Z F L}[\dot{\alpha}]$ are of the form

$$
\mathfrak{A}=(A, E, \bar{\alpha})
$$

where $E \subseteq A \times A$ and $\bar{\alpha} \subseteq A \times A$ interpret $\in$ and $\dot{\alpha}$ respectively.
If $\mathfrak{A}=(A,-)$ is any model of a good theory $T$, let

$$
x \leq^{\mathfrak{A}} y \Longleftrightarrow \mathfrak{A} \models x \leq y
$$

be the canonical ordering on $A$ and call $\mathfrak{A}$ wellfounded if $\leq^{\mathfrak{A}}$ is a wellordering. It is clear from 8F. 4 and 8F. 22 (using Mostowski collapsing) that every wellfounded model of $\mathbf{Z F L}$ is isomorphic to some

$$
\left(L_{\lambda}, \in\right)
$$

and every wellfounded model of $\mathbf{Z F L}[\dot{\alpha}]$ is isomorphic to some

$$
\left(L_{\lambda}[\dot{\alpha}], \in, \alpha\right),
$$

where $\alpha \in \mathcal{N}$ and $\lambda$ is limit.

Let us now fix a good theory $T$. With each formula $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right.$, $)$ whose free variables are among the first $n+1$ variables in our standard list $\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots$ and in which $\boldsymbol{v}_{n}$ actually occurs free, we associate the formal term

$$
\tau\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)=\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)
$$

which intuitively defines the least $\boldsymbol{v}_{0}$ such that $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right.$, ). Of course, these terms are not in the language $\mathcal{L}$ of $T$, but we can easily interpret them by partial functions on each model $\mathfrak{A}=(A,-)$ of $T$ :

$$
\begin{aligned}
& {\left[\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, x_{1}, \ldots, x_{n}\right)\right]^{\mathfrak{A}} \downarrow \Longleftrightarrow \mathfrak{A} \models\left(\exists \boldsymbol{v}_{0}\right) \varphi\left(\boldsymbol{v}_{0}, x_{1}, \ldots, x_{n}\right),} \\
& {\left[\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, x_{1}, \ldots, x_{n}\right)\right]^{\mathfrak{A}}=\text { the unique } y \in A \text { such that }} \\
& \qquad \mathfrak{A} \models \varphi\left(y, x_{1}, \ldots, x_{n}\right) \&(\forall z<y) \neg \varphi\left(\boldsymbol{z}, x_{1}, \ldots, x_{n}\right) .
\end{aligned}
$$

We will say that the partial function

$$
\tau_{\mathfrak{A}}\left(x_{1}, \ldots, x_{n}\right)=\left[\mu v_{0} \varphi\left(v_{0}, x_{1}, \ldots, x_{n}\right)\right]^{\mathfrak{d}}
$$

is definable by a term in $\mathfrak{A}$.
Moreover, we can easily interpret substitutions of these terms into formulas of $\mathcal{L}$ as abbreviations of formulas,

$$
\begin{aligned}
& \psi\left(\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right), \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{m}\right) \\
& \Longleftrightarrow(\exists \boldsymbol{y})\left\{\varphi\left(\boldsymbol{y}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right) \&(\forall \boldsymbol{z}<\boldsymbol{y}) \neg \varphi\left(\boldsymbol{z}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)\right. \\
&\left.\& \psi\left(\boldsymbol{y}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{m}\right)\right\}
\end{aligned}
$$

where the variable $\boldsymbol{y}$ is chosen different from all the variables occurring in $\psi\left(\boldsymbol{w}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ to avoid conflicts in interpretation. As another example,

$$
\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)=\mu \boldsymbol{v}_{0} \psi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{m}\right)
$$

is an abbreviation of

$$
\begin{aligned}
& \left(\exists \boldsymbol{v}_{0}\right)\left\{\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right) \&\left(\forall z<\boldsymbol{v}_{0}\right) \neg \varphi\left(\boldsymbol{z}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)\right. \\
& \\
& \left.\& \psi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{m}\right) \&\left(\forall \boldsymbol{z}<\boldsymbol{v}_{0}\right) \neg \psi\left(\boldsymbol{z}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{m}\right)\right\}
\end{aligned}
$$

where $\boldsymbol{z}$ is any variable not occurring in $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right), \psi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{m}\right)$.
If $\mathfrak{A}=(A,-)$ is a model of $T$ and $B \subseteq A$, put

$$
\begin{aligned}
B^{*}= & \left\{\tau^{\mathfrak{A}}\left(x_{1}, \ldots, x_{n}\right): x_{1}<^{\mathfrak{A}} x_{2}<^{\mathfrak{A}} \ldots<^{\mathfrak{A}} x_{n}, x_{1}, \ldots, x_{n} \in B\right. \\
& \text { and } \tau\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)=\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right) \text { is a term such that } \\
& \left.\tau^{\mathfrak{A}( }\left(x_{1}, \ldots, x_{n}\right) \downarrow\right\}
\end{aligned}
$$

and let $\mathfrak{B}^{*}=\left(B^{*},-\right)$ be the substructure of $\mathfrak{A}$ obtained by restricting all the relations of $\mathfrak{A}$ to $B^{*}$.

We say that $B$ generates $\mathfrak{A}$ if

$$
\mathfrak{A}=\mathfrak{B}^{*} .
$$

8H.1. Lemma. If $\mathfrak{A}=(A,-)$ is a model of a good theory $T$ and $\emptyset \neq B \subseteq A$, then $\mathfrak{B}^{*}$ is an elementary substructure of $\mathfrak{A}$.

Proof. As in the proof of the Skolem-Löwenheim Theorem 8A.4, we show by induction on the length of a formula $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$, that if $x_{1}, \ldots, x_{n} \in B^{*}$, then

$$
\mathfrak{B}^{*} \models \varphi\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow \mathfrak{A} \models \varphi\left(x_{1}, \ldots, x_{n}\right) .
$$

The only non-trivial case is when we consider formulas that start with a quantifier, say the formula

$$
(\exists \boldsymbol{w}) \chi(\boldsymbol{s}, \boldsymbol{t}, \boldsymbol{w})
$$

where we have taken only two free variables to simplify notation. We must show that if $s, t \in B^{*}$ and

$$
\mathfrak{A} \models(\exists \boldsymbol{w}) \chi(s, t, \boldsymbol{w}),
$$

then there is some $w \in B^{*}$ such that $\mathfrak{A} \vDash \chi(s, t, w)$, so that by the induction hypothesis,

$$
\mathfrak{B}^{*} \models(\exists \boldsymbol{w}) \chi(s, t, \boldsymbol{w}) .
$$

We have

$$
\begin{aligned}
s & =\tau^{\mathfrak{A}}\left(x_{1}, \ldots, x_{n}\right)=\left[\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, x_{1}, \ldots, x_{n}\right)\right]^{\mathfrak{A}} \\
t & =\sigma^{\mathfrak{A}}\left(y_{1}, \ldots, y_{m}\right)=\left[\mu \boldsymbol{v}_{0} \psi\left(\boldsymbol{v}_{0}, y_{1}, \ldots, y_{m}\right)\right]^{\mathfrak{A}}
\end{aligned}
$$

where $x_{1}<^{\mathfrak{A}} \ldots<^{\mathfrak{A}} x_{n}, y_{1}<^{\mathfrak{A}} \ldots<^{\mathfrak{A}} y_{m}$ are increasing sequences in $B$. Let $z_{1}<^{\mathfrak{A}}$ $z_{2}<^{\mathfrak{A}} \cdots<^{\mathfrak{A}} z_{k}$ be an increasing enumeration of the finite set $\left\{x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right\}$, so that

$$
x_{i}=z_{a_{i}}, \quad y_{j}=z_{b_{j}}
$$

for suitable integers $a_{i}(1 \leq i \leq n), b_{j}(1 \leq j \leq m)$ and put

$$
\rho\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k}\right)=\mu \boldsymbol{v}_{0} \chi\left(\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{a_{1}}, \ldots, \boldsymbol{v}_{a_{n}}\right), \mu \boldsymbol{v}_{0} \psi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{b_{1}}, \ldots, \boldsymbol{v}_{b_{m}}\right), \boldsymbol{v}_{0}\right)
$$

where of course, the formula defining $\rho\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k}\right)$ must be "unabbreviated" as above, using variables that will not conflict with $\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k}$. Clearly now

$$
\begin{aligned}
w & =\rho^{\mathfrak{A}}\left(z_{1}, \ldots, z_{k}\right) \\
& =\left[\mu \boldsymbol{v}_{0} \chi\left(\left[\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, x_{1}, \ldots, x_{n}\right)\right]^{\mathfrak{A}},\left[\mu \boldsymbol{v}_{0} \psi\left(\boldsymbol{v}_{0}, y_{1}, \ldots, y_{m}\right)\right]^{\mathfrak{A}}, \boldsymbol{v}_{0}\right)\right]^{\mathfrak{A}}
\end{aligned}
$$

is in $B^{*}$ and $\mathfrak{A} \models \chi(s, t, w)$.
In the future we will often omit the details of such arguments where one has to fuss with renumbering variables, as they are quite routine.

Suppose again that $\mathfrak{A}$ is a model of $T$ and $I \subseteq A$ is a a subset of the domain $A$. We say that $I$ is homogeneous in $\mathfrak{A}$ (a set of indiscernibles in $\mathfrak{A}$ ) if for each formula $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ and every two $n$-tuples of increasing members of $I$,

$$
\begin{gathered}
x_{1}, \ldots, x_{n}, \quad y_{1}, \ldots, y_{n} \in I, \\
x_{1}<^{\mathfrak{A}} x_{2}<^{\mathfrak{A}} \ldots<^{\mathfrak{A}} x_{n}, \quad y_{1}<^{\mathfrak{A}} y_{2}<^{\mathfrak{A}} \cdots<^{\mathfrak{A}} y_{n},
\end{gathered}
$$

we have

$$
\mathfrak{A} \models \varphi\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow \mathfrak{A} \models \varphi\left(y_{1}, \ldots, y_{n}\right)
$$

This is the key notion of the theory of indiscernibles and it is obviously related to the notion of a homogeneous set of ordinals (relative to a partition) with which we worked in Section 6G.

We will be dealing with pairs

$$
(\mathfrak{A}, I),
$$

where $\mathfrak{A}=(A,-)$ is a model of $T$ and $I \subseteq A$ is homogeneous in $\mathfrak{A}$. For each such pair, let

$$
\|I\|^{\mathfrak{A}}=\text { the order-type of the ordering }\left\{(x, y): x, y, \in I, x \leq^{\mathfrak{A}} y\right\}
$$

and define the character of $(\mathfrak{A}, I)$ by

$$
\begin{aligned}
\Phi=\operatorname{Char}(\mathfrak{A}, I)= & \left\{\varphi\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right): \varphi\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)\right. \text { is a formula whose free } \\
& \text { variables are among } \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n} \text { and for some } \\
& x_{1}<\mathfrak{A} x_{2}<\mathfrak{A} \ldots<\mathfrak{\mathfrak { A }} x_{n}, x_{1}, \ldots, x_{n} \in I, \\
& \left.\mathfrak{A} \models \varphi\left(x_{1}, \ldots, x_{n}\right)\right\} .
\end{aligned}
$$

We are allowing here $n=0$ so that the collection of formulas $\Phi$ contains all the sentences true in $\mathfrak{A}$.

Mostly, we will work with pairs $(\mathfrak{A}, I)$ where $I$ is wellordered by $\leq^{\mathfrak{A}}$, so that $\|I\|^{\mathfrak{A}}$ is some ordinal $\lambda$. One should be careful, however, because it may happen that $\|I\|^{\mathfrak{A}}$ is an ordinal but $\mathfrak{A}$ is not a wellfounded structure, i.e., the entire set $A$ is not wellordered by $\leq^{\mathfrak{A}}$.

We are now ready to state and outline a proof of the basic result in the so-called Ehrenfeucht-Mostowski theory.

8H.2. Theorem. Suppose $\Phi$ is a collection of formulas in the language of a good theory $T$ and assume that there exists a pair $(\mathfrak{A}, I)$ such that $\mathfrak{A}$ is a model of $T, I$ is an infinite homogeneous set in $\mathfrak{A}$ and

$$
\Phi=\operatorname{Char}(\mathfrak{A}, I) .
$$

Then for each infinite, limit ordinal $\lambda$, we can define a pair $\left(\mathfrak{A}_{\lambda}, I_{\lambda}\right)$ (which depends only on $\Phi$ ) so that the following hold:
(i) $\mathfrak{A}_{\lambda}$ is a model of $T, I_{\lambda}$ is homogeneous in $\mathfrak{A}_{\lambda}, I_{\lambda}$ generates $\mathfrak{A}_{\lambda}$ and

$$
\left\|I_{\lambda}\right\|^{\mathfrak{Q}_{\lambda}}=\lambda .
$$

(ii) $\operatorname{Char}\left(\mathfrak{A}_{\lambda}, I_{\lambda}\right)=\Phi$.
(iii) If $(\mathfrak{B}, J)$ is any pair where $\mathfrak{B}=(B,-)$ is a model of $T, J \subseteq B$ is homogeneous in $\mathfrak{B}$ and generates $\mathfrak{B}$ and $\operatorname{Char}(\mathfrak{B}, J)=\Phi$ and if

$$
f: J \multimap I_{\lambda}
$$

is any order-preserving injection, then there is a unique extension

$$
f^{*}: B \rightarrow A_{\lambda}
$$

which is an elementary imbedding of $\mathfrak{B}$ into $\mathfrak{A}_{\lambda}$, i.e., for each formula $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ and $x_{1}, \ldots, x_{n} \in B$,

$$
\mathfrak{B} \models \varphi\left(x_{1}, \ldots, x_{n}\right) \Longleftrightarrow \mathfrak{A}_{\lambda} \models \varphi\left(f^{*}\left(x_{1}\right), \ldots, f^{*}\left(x_{n}\right)\right) .
$$

(iv) With the same hypotheses as in (iii), if $f: J \multimap I_{\lambda}$ is in fact an order preserving bijection of $J$ with $I_{\lambda}$, then $f^{*}$ is an isomorphism of $\mathfrak{B}$ with $\mathfrak{A}_{\lambda}$.
(v) The following three conditions are equivalent:
(a) Each $\mathfrak{A}_{\lambda}$ is a wellfounded model of $T$ (i.e., $\leq^{\mathfrak{A}}$ is a wellordering).
(b) For each countable $\lambda, \mathfrak{A}_{\lambda}$ is wellfounded.
(c) For some uncountable $\lambda, \mathfrak{A}_{\lambda}$ is wellfounded.

Proof. The idea is to think of the ordinals below $\lambda$ as the indiscernibles in the model which we will construct, so every member of this model will be of the form

$$
x=\tau^{\mathfrak{A}_{\lambda}}\left(\xi_{1}, \ldots, \xi_{n}\right)=\left[\mu \boldsymbol{v}_{0} \varphi\left(\mathbf{v}_{0}, \xi_{1}, \ldots, \xi_{n}\right)\right]^{\mathfrak{A}_{2}}
$$

for some formula $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)$ and some $\xi_{1}<\xi_{2}<\cdots<\xi_{n}<\lambda$. We can then think of the tuple

$$
\left(\xi_{1}, \ldots, \xi_{n}, \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)\right)
$$

as a name of $\left[\mu \boldsymbol{v}_{0} \varphi\left(\mathbf{v}_{0}, \xi_{1}, \ldots, \xi_{n}\right)\right]^{\mathfrak{2 t}_{2}}$ (still to be constructed) and define first the collection of names

$$
\begin{aligned}
& B_{\lambda}=\left\{\left(\xi_{1}, \ldots, \xi_{n}, \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)\right): \xi_{1}<\xi_{2}<\cdots<\xi_{n}<\lambda\right. \\
& \text { and the formula } \left.\left(\exists \boldsymbol{v}_{0}\right) \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right) \in \Phi\right\} .
\end{aligned}
$$

There is an obvious equivalence relation $\sim$ on $B_{\lambda}$ (names are equivalent when they name the same object) which is easiest to define in the special case when the ordinals of the names are far apart. For example, if

$$
\xi_{1}<\xi_{2}<\eta_{1}<\eta_{2}<\eta_{3},
$$

put

$$
\begin{array}{r}
\left(\xi_{1}, \xi_{2}, \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right)\right) \sim\left(\eta_{1}, \eta_{2}, \eta_{3}, \mu \boldsymbol{v}_{0} \psi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \boldsymbol{v}_{3}\right)\right) \\
\Longleftrightarrow \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right)=\mu \boldsymbol{v}_{0} \psi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{3}, \boldsymbol{v}_{4}, \boldsymbol{v}_{5}\right) \in \Phi
\end{array}
$$

$\Longleftrightarrow$ whenever $\mathfrak{A}=(A,-) \models T, I \subseteq A$ is homogeneous in $\mathfrak{A}$, $\operatorname{Char}(\mathfrak{A}, I)=\Phi$ and $x_{1}<^{\mathfrak{A}} x_{2}<^{\mathfrak{A}} y_{1}<^{\mathfrak{A}} y_{2}<^{\mathfrak{A}} y_{3}$ are all in $I$, then $\mathfrak{A} \models \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, x_{1}, x_{2}\right)=\mu \boldsymbol{v}_{0} \psi\left(\boldsymbol{v}_{0}, y_{1}, y_{2}, y_{3}\right)$.

In the general case, let $\lambda_{1}<\lambda_{2}<\cdots<\lambda_{k}$ be an increasing enumeration of the set $\left\{\xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right\}$ so that

$$
\xi_{i}=\lambda_{s_{i}}, \quad \eta_{j}=\lambda_{t_{j}},
$$

and put

$$
\begin{aligned}
\left(\xi_{1}, \ldots, \xi_{n},\right. & \left.\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)\right) \sim\left(\eta_{1}, \ldots, \eta_{m}, \mu \boldsymbol{v}_{0} \psi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{m}\right)\right) \\
\Longleftrightarrow & \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{s_{1}}, \ldots, \boldsymbol{v}_{s_{n}}\right)=\mu \boldsymbol{v}_{0} \psi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{t_{1}}, \ldots, \boldsymbol{v}_{t_{m}}\right) \in \Phi \\
\Longleftrightarrow & \text { whenever } \mathfrak{A}=(A,-) \models T, I \subseteq A \text { is homogeneous in } \mathfrak{A}, \\
& \quad \operatorname{Char}(\mathfrak{A}, I)=\Phi \text { and } z_{1}<\mathfrak{A} z_{2}<\mathfrak{A} \ldots<^{\mathfrak{A}} z_{k} \text { are all in } I, \\
& \operatorname{then} \mathfrak{A} \models \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, z_{s_{1}}, \ldots, z_{s_{n}}\right)=\mu \boldsymbol{v}_{0} \psi\left(\boldsymbol{v}_{0}, z_{t_{1}}, \ldots, z_{t_{m}}\right) .
\end{aligned}
$$

It is now easy to prove that $\sim$ is an equivalence relation on $B_{\lambda}$, using the hypothesis that there exists some pair $(\mathfrak{A}, I)$ with $\mathfrak{A} \models T, I$ infinite and homogeneous in $\mathfrak{A}$ and $\operatorname{Char}(\mathfrak{A}, I)=\Phi$.

The domain of $\mathfrak{A}_{\lambda}$ will be then

$$
\begin{aligned}
A_{\lambda} & =B_{\lambda} / \sim \\
& =\text { all equivalence classes of members of } B_{\lambda} \text { under } \sim .
\end{aligned}
$$

Similarly,

$$
I_{\lambda}=\left\{\left[\left(\xi, \mu \boldsymbol{v}_{0}\left(\boldsymbol{v}_{0}=\boldsymbol{v}_{1}\right)\right)\right]: \xi<\lambda\right\},
$$

where [-] is the equivalence class of - , so that $I_{\lambda}$ is naturally ordered with order-type $\lambda$ and we can identify it with $\lambda$ for the proof.

For each unary relation symbol $\boldsymbol{R}$ in the language, define on $A_{\lambda}$

$$
\begin{aligned}
& R^{\lambda}\left(\left[\left(\xi_{1}, \ldots, \xi_{n}, \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)\right)\right]\right) \\
& \Longleftrightarrow \boldsymbol{R}\left(\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)\right) \in \Phi \\
& \Longleftrightarrow \text { whenever } \mathfrak{A}=(A, I) \models T, I \subseteq A \text { is homogeneous in } \mathfrak{A}, \\
& \operatorname{Char}(\mathfrak{A}, I)=\Phi \text { and } x_{1}<\mathfrak{A} x_{2}<\mathfrak{A} \ldots<^{\mathfrak{A}} x_{n} \text { are all in } I, \\
& \text { then } \mathfrak{A} \models \boldsymbol{R}\left(\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, x_{1}, \ldots, x_{n}\right)\right) .
\end{aligned}
$$

The same idea will work for relation symbols of more arguments, except that we will have to indulge in some renumbering of variables in the definition, as we did (in effect) with $=$ above. These relation are easily well-defined in $A_{\lambda}$, although we define them to begin with via representatives of equivalence classes - that argument too uses the fact that $\Phi=\operatorname{Char}(\mathfrak{A}, I)$ for some suitable pair.

At this point we have a structure $\mathfrak{A}_{\lambda}=\left(A_{\lambda},-\right)$ and a set $I_{\lambda} \subseteq A_{\lambda}$ and it is obvious that the truth of formal sentences in $\mathfrak{A}_{\lambda}$ can be computed by determining whether various formulas are in $\Phi$. The precise fact that we need is as follows.

Lemma. Suppose $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ is a formula and

$$
\begin{aligned}
x_{1} & =\left(\xi_{1}^{1}, \ldots, \xi_{m_{1}}^{1}, \mu \boldsymbol{v}_{0} \varphi_{1}\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{m_{1}}\right)\right), \\
& \vdots \\
x_{n} & =\left(\xi_{1}^{n}, \ldots, \xi_{m_{n}}^{n}, \mu \boldsymbol{v}_{0} \varphi_{n}\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{m_{n}}\right)\right)
\end{aligned}
$$

is a sequence of names in $B_{\lambda}$ with corresponding equivalence classes $\bar{x}_{1}, \ldots, \bar{x}_{n}$, and let $\lambda_{1}<\lambda_{2}<\cdots<\lambda_{k}$ be an increasing enumeration of the finite set

$$
\left\{\xi_{j}^{i}: 1 \leq i \leq n, 1 \leq j \leq m_{i}\right\}
$$

so that with a suitable choice of integers $a(i, j)$,

$$
\xi_{j}^{i}=\lambda_{a(i, j)} \quad\left(1 \leq i \leq n, 1 \leq j \leq m_{i}\right) .
$$

Then

$$
\begin{aligned}
& \mathfrak{A}_{\lambda} \models \varphi\left(\bar{x}_{1}, \ldots, \bar{x}_{n}\right) \Longleftrightarrow \varphi\left(\mu \boldsymbol{v}_{0} \varphi_{1}\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{a(1,1)}, \ldots, \boldsymbol{v}_{a\left(1, m_{1}\right)}\right),\right. \\
& \\
& \left.\ldots, \mu \boldsymbol{v}_{0} \varphi_{n}\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{a(n, 1)}, \ldots, \boldsymbol{v}_{a\left(n, m_{n}\right)}\right)\right) \in \Phi .
\end{aligned}
$$

This is easy to check by induction on $\varphi$ and from it (i) and (ii) of the theorem follow routinely.

To prove (iii), given $f: J \multimap I_{\lambda}$ which is order-preserving and given $x \in B$, find first an increasing sequence $x_{1}<{ }^{\mathfrak{B}} x_{2}<\mathfrak{B} \cdots<{ }^{\mathfrak{B}} x_{m}$ of members of $J$ and a formula $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)$ such that

$$
x=\left[\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, x_{1}, \ldots, x_{n}\right)\right]^{\mathfrak{B}}
$$

and set

$$
f^{*}(x)=\text { equivalence class of }\left(f\left(x_{1}\right), \ldots, f\left(x_{n}\right), \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)\right) .
$$

It is easy to check that the definition of $f^{*}(x)$ is independent of the choice of $x_{1}, \ldots, x_{n}, \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)$ using the homogeneity of $J$ and the fact that $f^{*}$ is an elementary imbedding follows directly from the lemma. Also (iv) follows immediately, because if $f$ is onto $I_{\lambda}$, then $f^{*}$ is clearly onto $A_{\lambda}$.

Finally, to prove (v), suppose first that $\kappa$ is uncountable and $\mathfrak{A}_{\kappa}$ is wellfounded and let $\lambda$ be any countable ordinal, let $J \subseteq I_{\kappa}$ be any subset of $I_{\kappa}$ of order type $\lambda$ and
consider the structure $\mathfrak{B}=\left(J^{*},-\right)$ which is an elementary substructure of $\mathfrak{A}_{\kappa}$ by 8 H.1. Now $J$ is homogeneous in $\mathfrak{B}$ and generates $\mathfrak{B}$, and

$$
\operatorname{Char}(\mathfrak{B}, J)=\operatorname{Char}\left(\mathfrak{A}_{\kappa}, I_{\kappa}\right)=\Phi ;
$$

thus if we let $f: J \multimap I_{\lambda}$ be the unique order-preserving bijection of $J$ with $I_{\lambda}$, the extended map $f^{*}: J^{*} \hookrightarrow A_{\lambda}$ is an isomorphism, in particular it takes the ordering $\leq^{\mathfrak{B}}$ in an order-preserving way onto $\leq^{\mathfrak{A}}$. But $\leq^{\mathfrak{B}}$ is a wellordering since it is the restriction of $\leq^{\kappa}$ to $J^{*}$, and so $\leq^{\mathfrak{A} \xi}$ is also a wellordering.

This shows that in $(\mathrm{v}),(\mathrm{c}) \Longrightarrow(\mathrm{b})$. To show that $(\mathrm{b}) \Longrightarrow(\mathrm{a})$ and complete the proof, suppose that for some $\kappa, \mathfrak{A}_{\kappa}$ is not wellfounded and let

$$
x_{1}>\mathfrak{A}^{\mathfrak{N}_{\kappa}} x_{2}>\mathfrak{A}_{\kappa} \ldots
$$

be an infinite descending chain-we can find one even without appealing to the Axiom of Choice, because the domain $A_{\kappa}$ is obviously a wellorderable set. Now each $x_{i}=$ $\left[\mu \boldsymbol{v}_{0} \varphi_{i}\left(\boldsymbol{v}_{0}, y_{1}^{i}, \ldots, y_{n_{i}}^{i}\right)\right]_{\kappa}^{\mathfrak{R}}$ for a suitable $\varphi_{i}\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n_{i}}\right)$ and members $y_{1}^{i}, \ldots, y_{n_{i}}^{i}$ of $I_{\kappa}$, so there is a countable subset $J \subseteq I_{\kappa}$ such that for each $i, x_{i} \in J^{*}$; this simply means that the elementary substructure $\mathfrak{B}=\left(J^{*},-\right)$ is not wellfounded. Finally, if $\lambda$ is the countable order-type of the set $J$, then as above $\mathfrak{B}$ is isomorphic with $\mathfrak{A}_{\lambda}$ and $\mathfrak{A}_{\lambda}$ is not wellfounded.

It is very important in this model-theoretic construction that the pairs $\left(\mathfrak{A}_{\lambda}, I_{\lambda}\right)$ were constructed directly from the set of formulas $\Phi$, assuming only that $\Phi=\operatorname{Char}(\mathfrak{A}, I)$ for some pair $(\mathfrak{A}, I)$, but not using any particular $\mathfrak{A}, I$ in the construction. Thus we have an operation

$$
\Gamma(\lambda, \Phi)=\left(\mathfrak{A}_{\lambda}, I_{\lambda}\right)
$$

which assigns to each ordinal $\lambda$ and each character $\Phi$ a pair $\left(\mathfrak{A}_{\lambda}, I_{\lambda}\right)$ with the appropriate properties.

We now turn to apply this basic result from model theory to $\mathbf{Z F L}$ and $\mathbf{Z F L}[\dot{\alpha}]$ following Silver [1971].

It will be convenient to abuse notation slightly by using the symbol " $L_{\kappa}[\alpha]$ " to refer both to the set $L_{\kappa}[\alpha]$ and to the structure ( $L_{\kappa}[\alpha], \in, \alpha$ ), for any given $\alpha \in \mathcal{N}$. One should keep in mind that in the language of these structures we have a relation symbol which defines $\alpha$, although this will be suppressed in our notation.

We should also point out that in any model of $\mathbf{Z F L}[\dot{\alpha}]$ the ordinals are cofinal in the canonical ordering. This is because by (the relativized version of) 8F. 1 and 8D. 10

$$
\begin{gathered}
y \in L_{\xi}[\alpha] \& x \leq y \Longrightarrow x \in L_{\xi}[\alpha], \\
\xi \notin L_{\xi}[\alpha],
\end{gathered}
$$

so that

$$
y \in L_{\xi}[\alpha] \Longrightarrow y<\xi ;
$$

now this is a theorem of $\mathbf{Z F}$, so its formal version holds in every model of $\mathbf{Z F L}[\dot{\alpha}]$ which also satisfies " $(\forall y)(\exists \xi)\left[y \in L_{\xi}[\alpha]\right]$ " and which hence also satisfies " $(\forall y)(\exists \xi)[y<\xi]$ ".

8H.3. Theorem (Silver [1971]). Suppose $\alpha \in \mathcal{N}, \kappa$ is a measurable cardinal and $\mathcal{U}$ is a normal ultrafilter on $\kappa$.
(i) $L_{\kappa}[\alpha] \models \mathbf{Z F L}[\dot{\alpha}]$.
(ii) There exists some set $I \subseteq \kappa$ such that $I \in \mathcal{U}$ and $I$ is homogeneous in $L_{\kappa}[\alpha]$.
(iii) If $I \subseteq \kappa, I \in \mathcal{U}$ and $I$ is homogeneous in $L_{\kappa}[\alpha]$, then the following hold:
(a) For each formula $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)$ and for each increasing sequence of ordinals $\xi_{1}<\xi_{2}<\cdots<\xi_{n}<\lambda$ in $I$,

$$
L_{\kappa}[\alpha] \models\left(\exists \mathbf{v}_{0}\right) \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}\right) \rightarrow \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}\right)<\lambda
$$

(b) For each formula $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}, \boldsymbol{v}_{n+1}, \ldots, \boldsymbol{v}_{n+m}\right)$, if

$$
\xi_{1}<\xi_{2}<\cdots<\xi_{n}, \quad \eta_{1}<\eta_{2}<\cdots<\eta_{m}, \quad \eta_{1}^{\prime}<\eta_{2}^{\prime}<\cdots<\eta_{m}^{\prime}
$$

are increasing sequences in I and if $\xi_{n}<\eta_{1}, \xi_{n}<\eta_{1}^{\prime}$, then

$$
\begin{aligned}
L_{\kappa}[\alpha] \models \mu \mathbf{v}_{0} \varphi & \left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right)<\eta_{1} \\
& \rightarrow \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right)=\mu \mathbf{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \eta_{1}^{\prime}, \ldots, \eta_{m}^{\prime}\right) .
\end{aligned}
$$

Proof. To check (i), go back to the proof of 6 G .9 and check that the following was actually shown, without appeal to the Axiom of Choice: if $\kappa$ is measurable, $\lambda<\kappa$ and $\left\{X_{\xi}\right\}_{\xi<\mu}$ is a wellordered sequence of distinct subsets of $\lambda$, then $\mu<\kappa$. This implies easily that

$$
L[\alpha] \models \text { " } \kappa \text { is a strongly inaccessible cardinal" }
$$

and hence by 8 C .11 , since $L_{\kappa}[\alpha]$ satisfies the Axiom of Choice,

$$
L[\alpha] \models \text { " } L_{\kappa}[\alpha] \text { is a model of } \mathbf{Z F C} \text { ". }
$$

Now simple absoluteness consideration imply that in fact

$$
L_{\kappa}[\alpha] \models \mathbf{Z F C}
$$

and again, easily, using $8 \mathrm{~F} .1, L_{\kappa}[\alpha] \models$ " $V=L(\alpha)$ ", so that $L_{\kappa}[\alpha] \models \mathbf{Z F L}[\dot{\alpha}]$.
(ii) For each formula $\varphi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ with $n$ free variables define

$$
F_{\varphi}: \kappa^{[n]} \rightarrow\{0,1\}
$$

by setting first

$$
F_{1}\left(\xi_{1}, \ldots, \xi_{n}\right)= \begin{cases}1 & \text { if } L_{\kappa}[\alpha] \models \varphi\left(\xi_{1}, \ldots, \xi_{n}\right) \\ 0 & \text { if } L_{\kappa}[\alpha] \models \neg \varphi\left(\xi_{1}, \ldots, \xi_{n}\right)\end{cases}
$$

and for each $n$-element subset $X$ of $\kappa$, putting

$$
F_{\varphi}(X)=F_{1}\left(\xi_{1}, \ldots, \xi_{n}\right)
$$

where $\xi_{1}<\xi_{2}<\cdots<\xi_{n}$ is an increasing enumeration of $X$. Since there are only countably many formulas, we can use 6 G .4 to get a set $I \in \mathcal{U}$ which is homogeneous for each partition $F_{\varphi}$ and hence homogeneous for $L_{\kappa}[\alpha]$.
(iii) (a) If $L_{\kappa}[\alpha] \models\left(\exists \boldsymbol{v}_{0}\right) \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}\right)$ with $\xi_{1}, \ldots, \xi_{n}$ in $I$, then for some $x$ we have $L_{\kappa}[\alpha] \models \varphi\left(x, \xi_{1}, \ldots, \xi_{n}\right)$ and since $I$ is cofinal in $\kappa$ and hence in the canonical ordering of $L_{\kappa}[\alpha]$, we have some $\mu \in I, \xi_{1}<\cdots<\xi_{n}<\mu$ and $x<\mu$. Thus

$$
L_{\kappa}[\alpha] \models \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}\right)<\mu
$$

and by homogeneity, for any $\lambda<\xi_{n}, \lambda \in I$,

$$
L_{\kappa}[\alpha] \models \mu \mathbf{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}\right)<\lambda .
$$

(iii) (b) Assume

$$
L_{\kappa}[\alpha] \models \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right)<\eta_{1}
$$

and let

$$
x=\left[\mu \mathbf{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n} \eta_{1}, \ldots, \eta_{m}\right)\right]^{L_{k}[\alpha]} .
$$

Since $x<\eta_{1}$, we have $x \in L_{\eta_{1}}[\alpha]$ by the basic properties of the canonical wellordering on $L_{\kappa}[\alpha]$ and hence $x \in L_{\xi}[\alpha]$ for some $\xi<\eta_{1}$. (The set of limit ordinals below $\kappa$ is easily of normal measure 1 , so that $\eta_{1}$ is limit.) Thus

$$
\begin{equation*}
L_{\kappa}[\alpha] \models "(\exists \xi)\left[\mu \boldsymbol{v}_{0} \varphi\left(\mathbf{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right) \in L_{\xi}[\alpha] \& \xi<\eta_{1}\right] " \tag{*}
\end{equation*}
$$

and hence the same formula must be satisfied by $L_{\kappa}[\alpha]$ if we replace $\eta_{1}, \ldots, \eta_{m}$ by any other increasing tuple $\zeta_{1}, \ldots, \zeta_{m}$ from $I$ with $\xi_{n}<\zeta_{1}$.

We now define $F(\zeta)$ for $\zeta \in I, \zeta>\xi_{n}$ as follows: let $\zeta_{1}=\zeta$, let $\zeta_{2}, \ldots, \zeta_{m}$ be the first $m-1$ members of $I$ above $\zeta$ and put
$F(\zeta)=$ least $\xi$ such that $L_{\kappa}[\alpha] \models$ " $\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \zeta_{1}, \ldots, \zeta_{m}\right) \in L_{\xi}[\alpha] "$.
We have $F(\zeta)<\zeta$ for all $\zeta \in I, \zeta>\xi_{n}$, so by normality there is a fixed $\zeta^{*}$ such that $F(\zeta)=\zeta^{*}$ for all $\zeta$ is some set $J \in \mathcal{U}$.

Again define $G(\zeta)$ for $\zeta \in J, \zeta>\xi_{n}$ by choosing $\zeta_{1}, \ldots, \zeta_{m}$ as above and putting

$$
G(\zeta)=\left[\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \zeta_{1}, \ldots, \zeta_{m}\right)\right]^{L_{k}[\alpha]} .
$$

Now $G(\zeta) \in L_{\zeta^{*}}[\alpha]$ for all $\zeta \in J, \zeta>\xi_{n}$ and $\operatorname{card}\left(L_{\zeta^{*}}[\alpha]\right)=\operatorname{card}\left(\zeta^{*}\right)<\kappa$, so we have a fixed element $x^{*} \in L_{\zeta^{*}}[\alpha]$ such that for all $\zeta$ is some $H \in \mathcal{U}, G(\zeta)=x^{*}$.

If $\zeta$ and $\zeta^{\prime \prime}$ are far apart in $H$ so that

$$
\zeta_{1}<\zeta_{2}<\cdots<\zeta_{m}<\zeta_{1}^{\prime \prime}<\zeta_{2}^{\prime \prime}<\cdots<\zeta_{m}^{\prime \prime}
$$

then the equation $G(\zeta)=G\left(\zeta^{\prime \prime}\right)$ simply means that
$(* *) \quad L_{\kappa}[\alpha] \models \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \zeta_{1}, \ldots, \zeta_{m}\right)=\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \zeta_{1}^{\prime \prime}, \ldots, \zeta_{m}^{\prime \prime}\right)$
so by homogeneity, (**) actually holds for all

$$
\xi_{1}<\cdots<\xi_{n}<\zeta_{1}<\cdots<\zeta_{m}<\zeta_{1}^{\prime \prime}<\cdots<\zeta_{m}^{\prime \prime}
$$

in $I$. Finally given $\xi_{1}<\cdots<\xi_{n}<\eta_{1}<\cdots<\eta_{m}$ and $\xi_{1}<\cdots<\xi_{n}<\eta_{1}^{\prime}<\cdots<\eta_{m}^{\prime}$ in $I$, choose ordinals $\zeta_{1}^{\prime \prime}<\cdots<\zeta_{m}^{\prime \prime}$ in $I$ above $\eta_{m}$ and $\eta_{m}^{\prime}$ and apply (**) with $\zeta_{1}^{\prime \prime}, \ldots, \zeta_{m}^{\prime \prime}$ and taking $\zeta_{i}=\eta_{i}$ first and $\zeta_{i}=\eta_{i}^{\prime}$ afterwards to obtain the desired result

$$
L_{\kappa}[\alpha] \models \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right)=\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \eta_{1}^{\prime}, \ldots, \eta_{m}^{\prime}\right) .
$$

Fix now a measurable cardinal $\kappa$, an irrational $\alpha$ and a set $I \subseteq \mathcal{U}$ of normal measure 1 which is homogeneous in $L_{\kappa}[\alpha]$ and let

$$
\begin{aligned}
\Phi= & \operatorname{Char}\left(L_{\kappa}[\alpha], I\right) \\
= & \left\{\varphi\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right): \varphi\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right) \text { is in the language of } \mathbf{Z F L}[\dot{\alpha}]\right. \\
& \text { and for } \left.\xi_{1}<\cdots<\xi_{n} \text { in } I, L_{\kappa}[\alpha] \models \varphi\left(\xi_{1}, \ldots, \xi_{n}\right)\right\} .
\end{aligned}
$$

It is clear from the last two theorems that $\Phi$ satisfies the following conditions, where for each $n, m, \varphi_{n, m}$ is the sentence of $\mathbf{Z F L}[\dot{\alpha}]$ which expresses formally the assertion

$$
\langle n, m\rangle \in \dot{\alpha} .
$$

(R1) there exists a pair $(\mathfrak{A}, I)$, where $\mathfrak{A} \models \mathbf{Z F L}[\dot{\alpha}], I$ is an infinite homogeneous set in $\mathfrak{A}$ and

$$
\Phi=\operatorname{Char}(\mathfrak{A}, I) .
$$

(R2) The formula $\operatorname{Ordinal}\left(\boldsymbol{v}_{1}\right)$ is in $\Phi$, and for each $n, m$,

$$
\alpha(n)=m \Longleftrightarrow \varphi_{n, m} \in \Phi .
$$

(R3) For each formula $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)$ in the language of $\mathbf{Z F L}[\dot{\alpha}]$, the formula

$$
\left(\exists \boldsymbol{v}_{0}\right) \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right) \rightarrow \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)<\boldsymbol{v}_{n+1}
$$

is in $\Phi$.
(R4) For each formula $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}, \boldsymbol{v}_{n+1}, \ldots, \boldsymbol{v}_{n+m}\right)$, the formula

$$
\begin{aligned}
& \mu v_{0} \varphi\left(v_{0}, v_{1}, \ldots, v_{n}, v_{n+1}, \ldots, v_{n+m}\right)< \boldsymbol{v}_{n+1} \\
& \rightarrow \mu v_{0} \varphi\left(\boldsymbol{v}_{0}, v_{1}, \ldots, v_{n}, v_{n+1}, \ldots, v_{n+m}\right) \\
&=\mu v_{0} \varphi\left(v_{0}, v_{1}, \ldots, v_{n}, v_{n+m+1}, \ldots, v_{n+m+m}\right)
\end{aligned}
$$

is in $\Phi$.
(R5) For each countable limit ordinal $\lambda$, if $\Gamma(\lambda, \Phi)=\left(\mathfrak{A}_{\lambda}, I_{\lambda}\right)$ is the canonical pair associated with $\Phi$ by 8 H .2 , then $\mathfrak{A}_{\lambda}$ is wellfounded.

The remarkable thing about these conditions is that they do not refer at all to $\kappa$ or $I$ whether they hold or not depends only on the set of formulas $\Phi$ and the irrational $\alpha$ and yet as we will see in the next theorem they determine $\operatorname{Char}\left(L_{\kappa}[\alpha], I\right)$ completely, no matter which measurable cardinal $\kappa$ and which set $I$ of normal measure 1 in $\kappa$ we choose.

If $\Phi$ is any collection of formulas satisfying (1)-(5), we will call it a remarkable character for $\alpha$. For the record:

8H.4. Corollary (Silver [1971]). If there exists a measurable cardinal, then for each $\alpha \in \mathcal{N}$ there exists a remarkable character for $\alpha$.

We next come to the main theorem in the theory of indiscernibles for $L$ and $L[\alpha]$.
8H.5. Theorem (Silver [1971]). If $\alpha \in \mathcal{N}$ and $\Phi$ is a remarkable character for $\alpha$, then there exists exactly one class of ordinals I with the following two properties.
(i) I is closed and unbounded.
(ii) For each uncountable ordinal $\lambda, I \cap \lambda$ is a homogeneous set in $L_{\lambda}[\alpha]$ which generates $L_{\lambda}[\alpha]$ and satisfies

$$
\Phi=\operatorname{Char}\left(L_{\lambda}[\alpha], I \cap \lambda\right) .
$$

Moreover, I contains all uncountable cardinals and for any cardinal $\kappa \geq \aleph_{\omega}$,

$$
\Phi=\left\{\varphi\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right): L_{\kappa}[\alpha] \models \varphi\left(\aleph_{1}, \ldots, \aleph_{n}\right)\right\} .
$$

In particular, there is at most one remarkable character for $\alpha$.
Proof. Fix $\Phi$ and let

$$
\Gamma(\lambda, \Phi)=\left(\mathfrak{A}_{\lambda}, I_{\lambda}^{\prime}\right)
$$

be the canonical pair associated with $\Phi$ and each ordinal $\lambda$ by 8 H .2 . By (R5) and 8 H .2 each $\mathfrak{A}_{\lambda}$ is isomorphic with some $L_{\lambda^{*}}\left[\alpha^{\prime}\right]$ and we must have $\alpha^{\prime}=\alpha$ because of (R2). Also, if $I_{\lambda}$ is the image of the homogeneous set $I_{\lambda}^{\prime}$ under the isomorphism of $\mathfrak{A}_{\lambda}$ with $L_{\lambda^{*}}[\alpha]$, then $I_{\lambda}$ is homogeneous in $L_{\lambda^{*}}[\alpha]$, it generates $L_{\lambda^{*}}[\alpha]$ and by (R2) again, it is the set of ordinals of order-type $\lambda$, so in particular $\lambda \leq \lambda^{*}$.

We will eventually set

$$
I=\bigcup_{\lambda} I_{\lambda}
$$

after some lemmas. To simplify notation, let us put

$$
\tau_{\varphi}^{\lambda}\left(\xi_{1}, \ldots, \xi_{n}\right)=\left[\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}\right)\right]^{L_{\lambda^{*}}[\alpha]},
$$

for each formula $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)$ such that $\left(\exists \boldsymbol{v}_{0}\right) \varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right) \in \Phi$ and for each $\xi_{1}<\cdots<\xi_{n}$ in $I_{\lambda}$.

Lemma 1. $I_{\lambda}$ is cofinal and closed in $L_{\lambda^{*}}[\alpha]$.

Proof. Each $x \in L_{\lambda^{*}}[\alpha]$ is $\tau_{\varphi}^{\lambda}\left(\xi_{1}, \ldots, \xi_{n}\right)$ for some $\xi_{1}<\cdots<\xi_{n}$ in $I_{\lambda}$, and by (R3), if $\xi_{n}<\eta$ and $\eta \in I_{\lambda}$, we have $\tau_{\varphi}^{\lambda}\left(\xi_{1}, \ldots, \xi_{n}\right)<\eta$; thus $I_{\lambda}$ is cofinal in $L_{\lambda^{*}}[\alpha]$.

To prove that $I_{\lambda}$ is closed, suppose towards a contradiction that $\mu<\lambda^{*}, I_{\lambda} \cap \mu$ is cofinal in $\mu$ but $\mu \notin I_{\lambda}$, so that

$$
\mu=\tau_{\varphi}^{\lambda}\left(\xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right)
$$

for some $\tau_{\varphi}^{\lambda}$ and ordinals in $I_{\lambda}$ with

$$
\xi_{1}<\cdots<\xi_{n}<\mu<\eta_{1}<\cdots<\eta_{m} .
$$

By (R4) then, taking $\eta_{1}^{\prime}<\cdots<\eta_{m}^{\prime}<\mu$ in $I_{\lambda}$ with $\xi_{n}<\eta_{1}^{\prime}$, we have

$$
\mu=\tau_{\varphi}^{\lambda}\left(\xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right)=\tau_{\varphi}^{\lambda}\left(\xi_{1}, \ldots, \xi_{n}, \eta_{1}^{\prime}, \ldots, \eta_{m}^{\prime}\right)
$$

and hence by (R3)

$$
\mu=\tau_{\varphi}^{\lambda}\left(\xi_{1}, \ldots, \xi_{n}, \eta_{1}^{\prime}, \ldots, \eta_{m}^{\prime}\right)<\mu
$$

which is absurd.
Lemma 2. If $\lambda<\kappa$ are limit ordinals, then $\lambda^{*} \in I_{\kappa}$,

$$
I_{\lambda}=I_{\kappa} \cap \lambda^{*}
$$

and $L_{\lambda^{*}}[\alpha]$ is an elementary submodel of $L_{\kappa^{*}}[\alpha]$.
Proof. Let

$$
f: I_{\lambda} \rightharpoondown I_{\kappa}
$$

be the unique order-preserving map of $I_{\lambda}$ onto an initial segment $J$ of $I_{\kappa}$, say

$$
J=I_{\kappa} \cap \mu
$$

where $\mu \in I_{\kappa}$ since $I_{\kappa}$ is closed. Let $J^{*}$ be the elementary substructure of $L_{\kappa^{*}}[\alpha]$ generated by $J$, so that $J$ is homogeneous in $J^{*}$ and $\operatorname{Char}\left(J^{*}, J\right)=\Phi$. Finally by 8 H .2 , let

$$
f^{*}: L_{\lambda^{*}}[\alpha] \multimap J^{*}
$$

be the canonical isomorphism induced by $f$. We will prove that

$$
\begin{equation*}
J^{*}=L_{\mu}[\alpha] ; \tag{*}
\end{equation*}
$$

from this it follows immediately that $f^{*}$ takes the ordinals below $\lambda^{*}$ in an orderpreserving fashion onto the ordinals below $\mu$, so that $f^{*}$ is the identity map on $\lambda^{*}$, $\mu=\lambda^{*}$ and

$$
I_{\lambda}=J=I_{\kappa} \cap \mu=I_{\kappa} \cap \lambda^{*} .
$$

Moreover, since the identity

$$
f^{*}: L_{\lambda^{*}}[\alpha] \mapsto L_{\lambda^{*}}[\alpha]
$$

is an elementary embedding by 8 H .2 , it follows that $L_{\lambda^{*}}[\alpha]$ is an elementary submodel of $L_{\kappa^{*}}[\alpha]$.

To prove (*) choose a formula $\psi(\boldsymbol{x}, \boldsymbol{\xi})$ in the language of $\mathbf{Z F L}[\dot{\alpha}]$ so that for each $L_{\zeta}[\alpha] \models \mathbf{Z F L}[\dot{\alpha}]$ and $x, \xi \in L_{\zeta}[\alpha]$

$$
x \in L_{\zeta}[\alpha] \Longleftrightarrow L_{\zeta}[\alpha] \models \psi(x, \xi),
$$

and if $x \in J^{*}$, choose $\xi_{1}<\cdots<\xi_{n} \in J$ and $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)$ so that

$$
x=\tau_{\varphi}^{\kappa}\left(\xi_{1}, \ldots, \xi_{n}\right)
$$

Now for some $\eta \in I_{\kappa}$,

$$
L_{\kappa^{*}}[\alpha] \models \psi\left(\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}\right), \eta\right)
$$

and hence by homogeneity and the fact that $\xi_{n}<\mu \in I_{\kappa}$,

$$
L_{\kappa^{*}}[\alpha] \models \psi\left(\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}\right), \mu\right)
$$

and $x \in L_{\mu}[\alpha]$.
On the other hand if $x \in L_{\mu}[\alpha]$ and

$$
x=\tau_{\varphi}^{\kappa}\left(\xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right)
$$

with $\xi_{1}<\cdots<\xi_{n}$ in $J$ and $\eta_{1}<\cdots<\eta_{m}$ in $I_{\kappa}$ above $J$, then

$$
L_{\kappa^{*}}[\alpha] \models \mu v_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right)<\mu<\eta_{1}
$$

so that by (R4), if $\eta_{1}^{\prime}<\cdots<\eta_{m}^{\prime} \in J$ with $\xi_{n}<\eta_{1}^{\prime}$ we have

$$
L_{\kappa^{*}}[\alpha] \models \mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right)=\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \eta_{1}^{\prime}, \ldots, \eta_{m}^{\prime}\right)
$$

i.e.,

$$
x=\tau_{\varphi}^{\kappa}\left(\xi_{1}, \ldots, \xi_{n}, \eta_{1}^{\prime}, \ldots, \eta_{m}^{\prime}\right) \in J^{*}
$$

Lemma 3. If $\lambda$ is an uncountable cardinal, then

$$
\lambda^{*}=\lambda
$$

Proof. Let $\kappa$ be any limit ordinal above $\lambda$ and assume towards a contradiction that

$$
\operatorname{card}\left(I_{\kappa} \cap \lambda\right) \leq \zeta<\lambda
$$

with $\zeta$ infinite. Now every ordinal $\xi<\lambda$ is of the form

$$
\xi=\tau_{\varphi}^{\kappa}\left(\xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right)
$$

with some $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}, \boldsymbol{v}_{n+1}, \ldots, \boldsymbol{v}_{m+1}\right)$ and with $\xi_{1}<\cdots<\xi_{n}$ in $I_{\kappa} \cap \lambda$ and $\eta_{1}<\cdots<\eta_{m}$ in $I_{\kappa}$ above $\lambda$, and by (R4), the value of $\tau_{\varphi}^{\kappa}\left(\xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right)$ depends only on the tuple

$$
\left\langle\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}, \boldsymbol{v}_{n+m}\right), \xi_{1}, \ldots, \xi_{n}\right\rangle
$$

since $\xi<\eta_{1}$. But there are only $\aleph_{0} \cdot \zeta^{n}=\zeta$ such tuples for each $n$ and hence only $\zeta$ such tuples altogether, which is absurd, since there are $\lambda>\zeta$ ordinals below $\lambda$.

We now have $\operatorname{card}\left(I_{\kappa} \cap \lambda\right)=\lambda$ and hence the order type of $I_{\kappa} \cap \lambda$ is exactly $\lambda$. Since $I_{\kappa} \cap \lambda$ is an initial segment of $I_{\kappa} \cap \lambda^{*}$ which also has order-type $\lambda$, we must have $I_{\kappa} \cap \lambda=I_{\kappa} \cap \lambda^{*}=I_{\lambda}$ and since $I_{\lambda}$ is cofinal in $\lambda^{*}$, we have $\lambda=\lambda^{*} . \quad \dashv($ Lemma 3)

Now (i) and (ii) follow immediately with

$$
I=\bigcup_{\lambda} I_{\lambda}
$$

If $J$ is another class of ordinals which also satisfies (i) and (ii), then for each uncountable $\lambda$ let

$$
f: J \cap \lambda \longmapsto I \cap \lambda
$$

be the unique order-preserving bijection and let

$$
f^{*}: L_{\lambda}[\alpha] \multimap L_{\lambda}[\alpha]
$$

be the canonical extension of $f$ to an isomorphism. Clearly $f^{*}$ is the identity on $\lambda$ and hence $f$ is the identity and

$$
J \cap \lambda=I \cap \lambda .
$$

Since $\lambda$ was arbitrary countable, $J=I$. Finally, if $\lambda$ is an uncountable cardinal, then

$$
\lambda=\lambda^{*} \in I
$$

by Lemmas 2 and 3 and the characterization of $\Phi$ follows immediately.
If $\Phi$ is the unique remarkable character for $\alpha$ ( assuming it exists), put

$$
\alpha^{\#}(n)= \begin{cases}1 & \text { if } n \text { is the code of some formula } \varphi\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k_{n}}\right) \in \Phi \\ 0 & \text { otherwise },\end{cases}
$$

where of course, we are using the recursive coding of formulas of Section 8A. It is convenient (and traditional) to treat the unrelativized case of $L$ as a special case of this, noticing that

$$
L=L[t \mapsto 0]
$$

and putting

$$
0^{\#}=(t \mapsto 0)^{\#},
$$

assuming of course that there exists a remarkable character for the constant function $t \mapsto 0$. It is also traditional to abbreviate the ponderous-sounding hypothesis
"there exists a remarkable character for $\alpha$ "
by the simpler if somewhat sloppier

$$
\text { " } \alpha^{\#} \text { exists". }
$$

By 8 H .4 then, if there exists a measurable cardinal, then $(\forall \alpha)\left[\alpha^{\#}\right.$ exists].
8H.6. Theorem (Solovay [1967]). The relation

$$
P(\alpha, \beta) \Longleftrightarrow \alpha^{\#} \text { exists and } \beta=\alpha^{\#}
$$

is $\Pi_{2}^{1}$. Thus, if $\alpha^{\#}$ exists, then

$$
\gamma \in L[\alpha] \Longrightarrow \gamma \text { is recursive in } \alpha^{\#} \Longrightarrow \gamma \in \Delta_{3}^{1}(\alpha)
$$

and $\alpha^{\#}$ is an irrational in $\Delta_{3}^{1}(\alpha)$ which is not in $L[\alpha]$.
Proof. Compute,

$$
\begin{aligned}
P(\alpha, \beta) \Longleftrightarrow & (\forall n)[\beta(n) \leq 1 \&[\beta(n)=1 \Longrightarrow(n \text { is the code of some } \\
& \text { formula } \left.\left.\left.\varphi\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k_{n}}\right) \text { in the language of } \mathbf{Z F L}[\dot{\alpha}]\right)\right]\right] \\
\& & \text { if } \Phi_{\beta}=\left\{\varphi\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k}\right): \text { if } n\right. \text { is the code of } \\
& \left.\varphi\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k}\right), \text { then } \beta(n)=1\right\}, \text { then } \Phi_{\beta} \\
& \text { satisfies }(\mathrm{R} 1)-(\mathrm{R} 5) \text { in the definition of } \\
& \text { "remarkable character". }
\end{aligned}
$$

It is now obvious that

$$
P_{1}(\alpha, \beta) \Longleftrightarrow \Phi_{\beta} \text { satisfies }(R 1)
$$

is $\Sigma_{1}^{1}$. (Actually, $P_{1}$ is arithmetical, but the proof of this requires Gödel's Completeness Theorem from logic which we have not proved.)

Similarly,

$$
P_{2}(\alpha, \beta) \Longleftrightarrow \Phi_{\beta} \text { satisfies (R2), (R3) and (R4) }
$$

is obviously arithmetical. Thus to complete the proof, it will be enough to find a $\Pi_{2}^{1}$ relation $P_{3}(\alpha, \beta)$ such that

$$
P_{1}(\alpha, \beta) \& P_{2}(\alpha, \beta) \Longrightarrow\left[P_{3}(\alpha, \beta) \Longleftrightarrow \Phi_{\beta}\right. \text { satisfies (R5)] }
$$

and for this we use Theorem 8H.2.

From that result we know that if $P_{1}(\alpha, \beta)$ hold, then for each countable ordinal $\lambda$ there exists a pair $\left(\mathfrak{A}_{\lambda}, I_{\lambda}\right)$ with certain properties, that any two such pairs are isomorphic and that (R5) holds exactly when in every such pair, $\mathfrak{A}_{\lambda}$ is a wellfounded model. Using the irrational codes for structures with domain in $\omega$ that we introduced in the Exercises of 8 A , put

$$
P_{4}(\alpha, \beta, \gamma, \delta) \Longleftrightarrow P_{1}(\alpha, \beta) \& P_{2}(\alpha, \beta) \& \operatorname{Str}(\langle 2,2\rangle, \gamma)
$$

\& [ the set $I_{\delta}=\{n: \delta(n)=1\}$ is homogeneous in $\mathfrak{A}(\langle 2,2\rangle, \gamma)$
and generates $\mathfrak{A}(\langle 2,2\rangle, \gamma)] \& \operatorname{Char}\left(\mathfrak{A}(\langle 2,2\rangle, \gamma), I_{\delta}\right)=\Phi_{\beta}$
and compute easily that $P_{4}$ is $\Sigma_{1}^{1}$, using the fact that the satisfaction relation is $\Delta_{1}^{1}, 8 \mathrm{~A} .6$. But then the relation

$$
P_{5}(\alpha, \beta, \gamma, \delta, \varepsilon) \Longleftrightarrow P_{4}(\alpha, \beta, \gamma, \delta) \& \varepsilon \in \mathrm{WO}
$$

\& [the order-type of $I_{\delta}$ under the canonical ordering of $\mathfrak{A}(\langle 2,2\rangle, \gamma)$ is $\left.|\varepsilon|\right]$
is easily $\Delta_{2}^{1}$ and hence

$$
P_{3}(\alpha, \beta) \Longleftrightarrow P_{1}(\alpha, \beta) \& P_{2}(\alpha, \beta) \&(\forall \varepsilon)(\forall \gamma)(\forall \delta)\left[P_{5}(\alpha, \beta, \gamma, \delta, \varepsilon)\right.
$$

$\Longrightarrow$ the canonical ordering of $\mathfrak{A}(\langle 2,2\rangle, \gamma)$ is a wellordering $]$
is in $\Pi_{2}^{1}$ and the proof is complete.
If $\alpha^{\#}$ exists, then obviously

$$
\begin{aligned}
\alpha^{\#}(n)=i & \Longleftrightarrow(\exists \beta)[P(\alpha, \beta) \& \beta(n)=i] \\
& \Longleftrightarrow(\forall \beta)[P(\alpha, \beta) \Longrightarrow \beta(n)=i]
\end{aligned}
$$

so that $\alpha^{\#} \in \Delta_{3}^{1}(\alpha)$.
Also, if $\gamma \in L[\alpha]$, then

$$
\gamma=\left[\mu \mathbf{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}\right)\right]^{L_{k}[\alpha]}
$$

with any $\kappa \geq \aleph_{1}, \kappa$ a cardinal and $\xi_{1}<\cdots<\xi_{n}$ in the canonical homogeneous set $I \cap \kappa$, so that if $\Phi$ is the remarkable character for $\alpha$,

$$
\gamma(s)=t \Longleftrightarrow \text { the sentence }
$$

$$
\left(\exists \boldsymbol{v}_{0}\right)\left[\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right) \&\left(\forall \boldsymbol{x}<\boldsymbol{v}_{0}\right) \neg \varphi\left(\boldsymbol{x}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right) \& "\langle s, t\rangle \in \boldsymbol{v}_{0} "\right] \text { is in } \Phi
$$

where of course,

$$
"\langle s, t\rangle \in \boldsymbol{v}_{0} "
$$

is some formula with code recursively obtained from $s, t$ and which expresses that $\langle s, t\rangle \in \boldsymbol{v}_{0}$. Thus $\gamma$ is clearly recursive in $\alpha^{\#}$.

8H.7. Corollary. If $\alpha^{\#}$ exists (and, in particular, if there exists a measurable cardinal ), then $\operatorname{card}(\mathcal{N} \cap L[\alpha])=\aleph_{0}$. (Silver [1971]; Rowbottom [1971] for the inference from the existence of a measurable cardinal.)

Assuming that $(\forall \alpha)\left[\alpha^{\#}\right.$ exists], let $I_{\alpha}$ be the canonical, closed and unbounded class of Silver indiscernibles for $L[\alpha]$ supplied by 8 H .5 and let

$$
I^{*}=\bigcap\left\{I_{\alpha}: \alpha \in \mathcal{N}\right\}
$$

be the class of uniform indiscernibles.

8H.8. Lemma. Assume $(\forall \alpha)\left[\alpha^{\#}\right.$ exists $]$.
(i) There is a fixed formula $\varphi(\boldsymbol{\alpha}, \boldsymbol{\xi})$ of $\mathcal{L}^{\in}$ such that for every inner model $M$ of $\mathbf{Z F}$ such that $\alpha^{\#} \in M$,

$$
\xi \in I_{\alpha} \Longleftrightarrow M \models \varphi(\alpha, \xi)
$$

(ii) If $\alpha \in L[\beta]$, then $I_{\beta} \subseteq I_{\alpha}$.
(iii) The class $I^{*}$ of uniform indiscernibles is closed and unbounded, it contains all uncountable cardinals, and for any $\alpha \in \mathcal{N}$ and any $u \in I^{*}$, the order-type of $I_{\alpha} \cap u$ is $u$.

Proof. (i) Using 8H.6, we easily get a definition of $\alpha^{\#}$ in terms of $\alpha$ which is absolute for all inner models of $\mathbf{Z F}$ which contain $\alpha^{\#}$; again, using the construction in 8 H .5 we can get the definition of $I_{\alpha}$ from $\alpha^{\#}$ which is absolute for all inner models of ZF.
(ii) If $\alpha \in L[\beta]$, then $\alpha=\left[\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}\right)\right]^{L[\beta]}$ for some $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)$ and some $\xi_{1}<\cdots<\xi_{n}$ in $I_{\beta}$ and then using (R4), easily,

$$
\alpha=\left[\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}\right)\right]^{L[\beta]}
$$

for some $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)$ and any increasing sequence $\xi_{1}<\cdots<\xi_{n}$ in $I_{\beta}$. Using this and a recursion on formulas, we easily assign to each $\psi\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{k}\right)$ in the language of $\mathbf{Z F L}[\dot{\alpha}]$ another formula $\psi^{*}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{k}, \boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{n}\right)$ so that for $x_{1}, \ldots, x_{k} \in L[\alpha]$ and any $\xi_{1}<\cdots<\xi_{n}$ in $I_{\beta}$,

$$
L[\alpha] \models \psi\left(x_{1}, \ldots, x_{k}\right) \Longleftrightarrow L[\beta] \models \psi^{*}\left(x_{1}, \ldots, x_{k}, \xi_{1}, \ldots, \xi_{n}\right)
$$

Thus for any ordinals $\eta_{1}<\cdots<\eta_{k}$,

$$
\begin{equation*}
\left[\mu \boldsymbol{v}_{0} \psi\left(\boldsymbol{v}_{0}, \eta_{1}, \ldots, \eta_{k}\right)\right]^{L[\alpha]}=\left[\mu \boldsymbol{v}_{0} \psi^{*}\left(\boldsymbol{v}_{0}, \eta_{1}, \ldots, \eta_{k}, \xi_{1}, \ldots, \xi_{n}\right)\right]^{L[\alpha]} \tag{*}
\end{equation*}
$$

where $\xi_{1}<\cdots<\xi_{n}$ are any cardinals above $\eta_{k}$.
Suppose now towards a contradiction that $\lambda$ is the least ordinal in $I_{\beta} \backslash I_{\alpha}$ so that

$$
\lambda=\left[\mu \boldsymbol{v}_{0} \chi\left(\boldsymbol{v}_{0}, \eta_{1}, \ldots, \eta_{l}, \eta_{1}^{\prime}, \ldots, \eta_{m}^{\prime}\right)\right]^{L[\alpha]}
$$

with $\eta_{1}<\cdots<\eta_{l}<\lambda$ in $I_{\alpha}$ (and hence in $I_{\beta}$ ) and $\eta_{1}^{\prime}<\cdots<\eta_{m}^{\prime}$ in $I_{\alpha}$ above $\lambda$. Using (R4) we may replace the $\eta_{i}^{\prime}$ by cardinals above $\lambda$, so they too are in $I_{\beta}$ and then using $(*)$ with cardinals $\xi_{1}<\cdots<\xi_{n}$ above $\eta_{m}^{\prime}$ we have

$$
\begin{equation*}
\lambda=\left[\mu \boldsymbol{v}_{0} \chi^{*}\left(\mathbf{v}_{0}, \eta_{1}, \ldots, \eta_{l}, \eta_{1}^{\prime}, \ldots, \eta_{m}^{\prime}, \xi_{1}, \ldots, \xi_{n}\right)\right]^{L[\beta]}<\eta_{1}^{\prime} \tag{**}
\end{equation*}
$$

Since $\lambda \in I_{\beta}$, by (R4) we then have

$$
\lambda=\left[\mu \boldsymbol{v}_{0} \chi^{*}\left(\boldsymbol{v}_{0}, \eta_{1}, \ldots, \eta_{l}, \eta_{1}^{\prime}, \ldots, \eta_{m}^{\prime}, \xi_{1}, \ldots, \xi_{n}\right)\right]^{L[\beta]}<\lambda
$$

which is absurd.
(iii) Let $\left\{c_{\xi}^{\alpha}\right\}_{\xi \in \mathrm{ON}}$ be an increasing enumeration of $I_{\alpha}$ and let $\lambda<u \in I^{*}$. By (i), the operation

$$
\xi \mapsto c_{\xi}^{\alpha}
$$

is definable from $\alpha$ in $L\left[\alpha^{\#}\right]$, so that there is some formula $\psi\left(\boldsymbol{v}_{0}, \boldsymbol{\alpha}, \boldsymbol{v}_{1}\right)$ and

$$
c_{\lambda}=\left[\mu \boldsymbol{v}_{0} \psi\left(\boldsymbol{v}_{0}, \alpha, \lambda\right)\right]^{L\left[\alpha^{\#}\right]}=\operatorname{supremum}\left\{c_{\xi}^{\alpha}: \xi<\lambda\right\}
$$

and then, since $u \in I_{\alpha^{\#}}$, easily $a_{\lambda}<u$. Thus there are $\lambda$ distinct members of $I_{\alpha}$ below $u$ for each $\lambda<u$ and hence the order-type of $I_{\alpha} \cap u$ is $u$.

The other parts of (iii) are trivial.

We now come to the Martin-Solovay Theorem for $\Pi_{2}^{1}$ which we declared our aim in the beginning of this section. We let

$$
u_{1}, u_{2}, u_{3}, \ldots, u_{\omega}
$$

be the first $\omega+1$ uniform indiscernibles so that ( easily)

$$
u_{1}=\aleph_{1}
$$

and for each $n, u_{n} \leq \aleph_{n}$.
8H.9. Theorem. If $(\forall \alpha)\left[\alpha^{\#}\right.$ exists $]$, then every $\Pi_{2}^{1}(\alpha)$ pointset admits a $\Delta_{3}^{1}(\alpha)$-scale into $u_{\omega}$. (Martin and Solovay [1969] as improved by Mansfield [1971] and Martin [1971].)

Proof. We will prove the result for a $\Pi_{2}^{1}$ set $P \subseteq \mathcal{N}$, since the relativized case is proved similarly and then the result follows for subsets of an arbitrary product space by 4E. 6 .

By 8F.8, there is a ZF-absolute operation

$$
\lambda \mapsto T(\lambda)
$$

such that for each infinite ordinal $\lambda, T(\lambda)$ is a tree on $\omega \times \lambda$ and for $\lambda \geq \aleph_{1}$,

$$
P(\alpha) \Longleftrightarrow T(\lambda, \alpha) \text { is wellfounded }
$$

where $T(\lambda, \alpha)$ is the tree on $\lambda$ determined by $\alpha$,

$$
\begin{aligned}
T(\lambda, \alpha)=\left\{\left(\eta_{0}, \ldots, \eta_{k-1}\right): \eta_{0}, \ldots, \eta_{k-1}\right. & <\lambda \\
& \left.\&\left(\alpha(0), \eta_{0}, \ldots, \alpha(k-1), \eta_{k-1}\right) \in T(\lambda)\right\}
\end{aligned}
$$

For each $\left(\eta_{0}, \ldots, \eta_{k-1}\right)$ below $\lambda$, we define the rank of $T(\lambda, \alpha)$ at $\left(\eta_{0}, \ldots, \eta_{k-1}\right)$ as in 2D,

$$
\begin{aligned}
\rho\left(T(\lambda, \alpha),\left(\eta_{0}, \ldots, \eta_{k-1}\right)\right) & \\
& =\operatorname{supremum}\left\{\rho\left(T(\lambda, \alpha),\left(\eta_{0}, \ldots, \eta_{k-1}, \eta\right)\right)+1: \eta<\lambda\right\} .
\end{aligned}
$$

Let $\varphi_{0}\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k(0)}\right), \varphi_{1}\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k(1)}\right), \ldots$ be an enumeration of all formulas in the language of set theory such that

$$
L \models " \mu \boldsymbol{v}_{0} \varphi_{n}\left(\boldsymbol{v}_{0}, \aleph_{1}, \ldots, \aleph_{k(n)}\right) \text { is a sequence of ordinals". }
$$

It is clear that we can enumerate these formulas recursively in $0^{\#}$ and that if $I_{0}$ is the class of Silver indiscernibles for $t \mapsto 0$ and $\lambda$ is any limit point of $I_{0}$ then the following two things hold.
(1) If $\xi_{1}<\cdots<\xi_{k(n)}<\lambda$ are all in $I_{0}$, then

$$
\tau_{n}^{L}\left(\xi_{1}, \ldots, \xi_{k(n)}\right)=\left[\mu \boldsymbol{v}_{0} \varphi_{n}\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{k(n)}\right)\right]^{L}
$$

is a finite sequence of ordinals below $\lambda$.
(2) If $\left(\eta_{0}, \ldots, \eta_{m-1}\right)$ is any sequence of ordinals below $\lambda$, then

$$
\left(\eta_{0}, \ldots, \eta_{m-1}\right)=\tau_{n}^{L}\left(\xi_{1}, \ldots, \xi_{k(n)}\right)
$$

for some $n$ and some $\xi_{1}<\cdots<\xi_{k(n)}$ below $\lambda$ in $I_{0}$.

We now define a sequence of norms on $P$ by

$$
\psi_{n}(\alpha)=\rho\left(T\left(u_{k(n)+1}, \alpha\right), \tau_{n}^{L}\left(u_{1}, \ldots, u_{k(n)}\right)\right)
$$

and we claim that $\bar{\psi}=\left\{\psi_{n}\right\}$ is the required $\Delta_{3}^{1}$-scale on $P$. The motivation for this definition will become clear from the argument to follow.

To check first that $\bar{\psi}$ is a scale on $P$, suppose $\alpha_{0}, \alpha_{1}, \ldots$ are all in $P, \lim _{i \rightarrow \infty} \alpha_{i}=\alpha$ and for each $n$ and all large enough $i$,

$$
\psi_{n}\left(\alpha_{i}\right)=\lambda_{n} ;
$$

we must show that $\alpha \in P$ and for each $n, \psi_{n}(\alpha) \leq \lambda_{n}$.
Let $\beta$ be any irrational such that each $\alpha_{i}$ is recursive in $\beta$ and by the lemma

$$
I_{\beta} \subseteq I_{\alpha_{i}}
$$

and fix an increasing enumeration $\{c(\xi): \xi \in \mathrm{ON}\}$ of $I_{\beta}$. By the lemma,

$$
\xi<u_{\omega} \Longrightarrow c(\xi)<u_{\omega} .
$$

Since the relation

$$
\rho\left(T\left(\lambda, \alpha_{i}\right), \tau_{n}^{L}\left(x_{1}, \ldots, x_{k(n)}\right)\right)=\rho\left(T\left(\lambda, \alpha_{j}\right), \tau_{n}^{L}\left(x_{1}, \ldots, x_{k(n)}\right)\right)
$$

is easily definable in $L[\beta]$ and since it is true for all large enough $i$ and $j$ when

$$
x_{1}=u_{1}, \ldots, x_{k(n)}=u_{k(n)}, \quad \lambda=u_{k(n)+1},
$$

it is also true for all large enough $i$ and $j$ when

$$
x_{1}=c\left(\xi_{1}\right), \ldots, x_{k(n)}=c\left(\xi_{n}\right), \quad \xi=u_{\omega}
$$

for any increasing sequence $\xi_{1}<\cdots<\xi_{k(n)}$ of ordinals below $u_{\omega}$.
For each sequence $v=\left(\eta_{0}, \ldots, \eta_{m-1}\right)$ in $T\left(u_{\omega}, \alpha\right)$, choose $n$ and an $n$-tuple of ordinals $\xi_{1}<\cdots<\xi_{k(n)}$ in $I_{0}$ such that

$$
v=\tau_{n}^{L}\left(\xi_{1}, \ldots, \xi_{n}\right)
$$

and let

$$
f(v)=\lim _{i \rightarrow \infty} \rho\left(T\left(u_{\omega}, \alpha_{i}\right), \tau_{n}^{L}\left(c\left(\xi_{1}\right), \ldots, c\left(\xi_{k(n)}\right)\right)\right) .
$$

The definition of $f(v)$ is independent of the choice of $n$ and $\xi_{1}<\cdots<\xi_{k(n)}$ in $I_{0}$, since

$$
\begin{equation*}
\tau_{n}^{L}\left(\xi_{1}, \ldots, \xi_{k(n)}\right)=\tau_{m}^{L}\left(\zeta_{1}, \ldots, \zeta_{k(m)}\right) \tag{*}
\end{equation*}
$$

is a formal assertion in $L$ about the indiscernibles $\xi_{1}, \ldots, \xi_{k(n)}, \zeta_{1}, \ldots, \zeta_{k(m)}$ and the ordinals $c\left(\xi_{1}\right), \ldots, c\left(\xi_{k(n)}\right), c\left(\zeta_{1}\right), \ldots, c\left(\zeta_{k(m)}\right)$ are also indiscernibles and with the same ordering, so $(*)$ implies

$$
\tau_{n}^{L}\left(c\left(\xi_{1}\right), \ldots, c\left(\xi_{k(n)}\right)\right)=\tau_{m}^{L}\left(c\left(\zeta_{1}\right), \ldots, c\left(\zeta_{k(m)}\right)\right)
$$

Also

$$
\left(\eta_{0}, \ldots, \eta_{m-1}\right) \in T\left(u_{\omega}, \alpha\right) \Longleftrightarrow\left(\alpha(0), \eta_{0}, \ldots, \alpha(m-1), \eta_{m-1}\right) \in T\left(u_{\omega}\right),
$$

so that the assertion

$$
\begin{equation*}
\tau_{n}^{L}\left(\xi_{1}, \ldots, \xi_{k(n)}\right) \in T\left(u_{\omega}, \alpha\right) \tag{**}
\end{equation*}
$$

depends only on the first $m$ values of $\alpha$, it is true for $\alpha_{i}$ when $i$ is large enough and it is a formal assertion in $L$ about the indiscernibles $\xi_{1}, \ldots, \xi_{k(n)}, u_{\omega}$, so that $(* *)$ implies

$$
\tau_{n}^{L}\left(c\left(\xi_{1}\right), \ldots, c\left(\xi_{k(n)}\right)\right) \in T\left(u_{\omega}, \alpha_{i}\right)
$$

for all large $i$. Thus-and this is the key point-if

$$
v=\tau_{n}^{L}\left(\xi_{1}, \ldots, \xi_{k(n)}\right) \text { and } v^{\prime}=\tau_{m}^{L}\left(\xi_{1}^{\prime}, \ldots, \xi_{k(m)}^{\prime}\right)
$$

are both sequences in $T\left(u_{\omega}, \alpha\right)$ and $v$ is an initial segment of $v^{\prime}$, then for all large $i$, $\tau_{n}^{L}\left(c\left(\xi_{1}\right), \ldots, c\left(\xi_{k(n)}\right)\right), \tau_{m}^{L}\left(c\left(\xi_{1}^{\prime}\right), \ldots, c\left(\xi_{k(m)}^{\prime}\right)\right)$, are both sequences in $T\left(u_{\omega}, \alpha_{i}\right)$ and the first of these is an initial segment of the second; it follows that for all large $i$

$$
\rho\left(T\left(u_{\omega}, \alpha_{i}\right), \tau_{n}^{L}\left(c\left(\xi_{1}\right), \ldots, c\left(\xi_{k(n)}\right)\right)\right)>\rho\left(T\left(u_{\omega}, \alpha_{i}\right), \tau_{m}^{L}\left(c\left(\xi_{1}^{\prime}\right), \ldots, c\left(\xi_{k(m)}^{\prime}\right)\right)\right) .
$$

At this point we have produced a map

$$
\begin{equation*}
f: T\left(u_{\omega}, \alpha\right) \rightarrow \text { Ordinals } \tag{1}
\end{equation*}
$$

such that if $v$ is an initial segment of $v^{\prime}$, then $f(v)>f\left(v^{\prime}\right)$.
It is immediate then that $T\left(u_{\omega}, \alpha\right)$ is wellfounded and hence $\alpha \in P$. Moreover (easily, using just (1) and (2))

$$
\rho\left(T\left(u_{\omega}, \alpha\right), v\right) \leq f(v)
$$

for each $v \in T\left(u_{\omega}, \alpha\right)$, so writing out what this means: for arbitrary $n, \xi_{1}, \ldots, \xi_{k(n)}$ in $I_{0}$ and all large $i$,

$$
\rho\left(T\left(u_{\omega}, \alpha\right), \tau_{n}^{L}\left(\xi_{1}, \ldots, \xi_{k(n)}\right)\right) \leq \rho\left(T\left(u_{\omega}, \alpha_{i}\right), \tau_{n}^{L}\left(c\left(\xi_{1}\right), \ldots, c\left(\xi_{k(n)}\right)\right)\right) .
$$

By the lemma now,

$$
c\left(u_{n}\right)=u_{n},
$$

so for all $n$ and all large $i$

$$
\rho\left(T\left(u_{\omega}, \alpha\right), \tau_{n}^{L}\left(u_{1}, \ldots, u_{k(n)}\right)\right) \leq \rho\left(T\left(u_{\omega}, \alpha_{i}\right), \tau_{n}^{L}\left(u_{1}, \ldots, u_{k(n)}\right)\right)
$$

and replacing $u_{\omega}$ by $u_{k(n)+1}$, we have finally for all large $i$,

$$
\begin{aligned}
\psi_{n}(\alpha) & =\rho\left(T\left(u_{k(n)+1}, \alpha\right), \tau_{n}^{L}\left(u_{1}, \ldots, u_{k(n)}\right)\right) \\
& \leq \rho\left(T\left(u_{k(n)+1}, \alpha_{i}\right), \tau_{n}^{L}\left(u_{1}, \ldots, u_{k(n)}\right)\right)=\lambda_{n}
\end{aligned}
$$

as required.
To verify that $\bar{\psi}$ is a $\Delta_{3}^{1}$-scale on $P$, we argue as in the proof of (ii) of 8 H .8 (and using the fact that $\lambda \mapsto T(\lambda)$ is $\mathbf{Z F}$-absolute) that

$$
\begin{aligned}
& \rho\left(T(\lambda, \alpha), \tau_{n}^{L}\left(\xi_{1}, \ldots, \xi_{k(n)}\right)\right) \leq \rho\left(T(\lambda, \beta), \tau_{n}^{L}\left(\xi_{1}, \ldots, \xi_{k(n)}\right)\right) \\
& \Longleftrightarrow L[\langle\alpha, \beta\rangle] \models \varphi\left(\xi_{1}, \ldots, \xi_{k(n)}, \lambda\right)
\end{aligned}
$$

where $\varphi\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k(n)}, \boldsymbol{v}_{k(n)+1}\right)$ is some fixed formula in the language of $\mathbf{Z F L}[\dot{\alpha}]$. Thus
$\alpha \leq_{\psi_{n}}^{*} \beta \Longleftrightarrow P(\alpha) \& \neg P(\beta) \vee[P(\alpha) \& P(\beta) \&$ if $m$ is the code of

$$
\left.\varphi\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k(n)}, \boldsymbol{v}_{k(n)+1}\right), \text { then }\langle\alpha, \beta\rangle^{\#}(m)=1\right]
$$

and the relation on the right is obviously in $\Delta_{3}^{1}$.
Let us collect the corollaries.
8H.10. Corollary. If $(\forall \alpha)\left[\alpha^{\#}\right.$ exists $]$, then every $\Pi_{2}^{1}$ set can be uniformized by a $\Pi_{3}^{1}$ set and every non-empty $\Sigma_{3}^{1}$ set has a $\Delta_{4}^{1}$ member. (Martin and Solovay [1969] as improved by Mansfield [1971].)

Proof is immediate by 8 H .9 and 4E.3, easily.

8H.11. Corollary. Assume AD + DC; then

$$
u_{\omega}=\aleph_{\omega}, \underset{\sim}{\boldsymbol{\delta}}{ }_{3}^{1}=\aleph_{\omega+1}, \underset{\sim}{\boldsymbol{\delta}}{ }_{4}^{1}=\aleph_{\omega+2},
$$

every ${\underset{\sim}{3}}_{1}^{1}$ set is $\aleph_{\omega}$-Suslin and every ${\underset{\sim}{4}}_{4}^{1}$ set is $\aleph_{\omega+1}$-Suslin. (Martin [1971]; for the parts about $\underset{\sim}{\boldsymbol{\delta}}{ }_{4}^{1}$ and $\Sigma_{4}^{1}$ also Kunen.)

Proof. Clearly $u_{\omega} \leq \aleph_{\omega}$ since $\aleph_{1}, \aleph_{2}, \ldots, \aleph_{\omega}$ are all uniform indiscernibles and every ${\underset{\sim}{3}}_{3}^{1}$ set is $u_{\omega}$-Suslin. For the converse, assume towards a contradiction that $u_{\omega}<\aleph_{\omega}$, let $n$ be the least integer such that every ${\underset{\sim}{3}}_{3}^{1}$ set is $\aleph_{n}$-Suslin and notice that by $8 \mathrm{H} .9, \aleph_{n}$ is certainly the order-type of a $\Delta_{3}^{1}$ prewellordering, since $\aleph_{n}$ is $\leq$ the length of the scale on $u_{\omega}$ we constructed. Now the choiceless version of 2F. 4 explained in 7 F and 7D. 9 implies that every ${\underset{\sim}{~}}_{3}^{1}$ set is ${\underset{\sim}{3}}_{3}^{1}$ which is absurd.

From $u_{\omega}=\aleph_{\omega}$, the Kunen-Martin Theorem 2G. 2 and 7D. 8 imply immediately that $\underset{\substack{\boldsymbol{\delta}}}{1}=\aleph_{\omega+1}, \underset{\sim}{\boldsymbol{\delta}}{ }_{4}^{1}=\aleph_{\omega+2}$ and that every $\underset{\sim}{\underset{\sim}{\boldsymbol{\Sigma}}}{ }_{4}^{1}$ set is $\aleph_{\omega+1}$-Suslin follows from 6C. 2 and 6C.4.

Solovay and Kunen have shown that actually

$$
u_{n}=\aleph_{n} \quad n=1,2,3, \ldots
$$

granting AD, but we will not prove this here; see Kechris [1978a] or Kleinberg [1977]. We need another of Solovay's lemmas however, to derive the corollaries of 8 H .9 which depend on the Axiom of Choice.
8H.12. Lemma (Solovay). If $(\forall \alpha)\left[\alpha^{\#}\right.$ exists], then for each $n \geq 1$,

$$
\operatorname{cofinality}\left(u_{n+1}\right)=\operatorname{cofinality}\left(u_{2}\right) \leq \aleph_{2} .
$$

In particular, if the Axiom of Choice holds, then $u_{3}, u_{4}, \ldots$ are all singular and $u_{\omega}<\aleph_{3}$.
Proof. It is easy to show by induction on $\xi$, that for each $\xi<u_{\omega}$ there is some $\alpha$ and some $\varphi\left(\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)$ in the language of $\mathbf{Z F L}[\dot{\alpha}]$ such that for any cardinal $\kappa \geq u_{\omega}$,

$$
\xi=\left[\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, u_{1}, \ldots, u_{n}\right)\right]^{L_{k}[\alpha]} ;
$$

assuming the result for all $\xi^{\prime}<\xi$ and assuming $\xi \neq u_{n}$, then

$$
\xi=\left[\mu \boldsymbol{v}_{0} \psi\left(\boldsymbol{v}_{0}, \xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right)\right]^{L_{k}[\alpha]} ;
$$

with $\xi_{1}<\cdots<\xi_{n}<\xi<\eta_{1}<\cdots<\eta_{m}$ and the $\xi_{i}, \eta_{j}$ in $I_{\alpha}$, each $\xi_{i}$ is definable in some $L_{\kappa}\left[\alpha_{i}\right]$ in terms of the uniform indiscernibles, we can substitute larger uniform indiscernibles for the $\eta_{j}$ and $\xi$ is easily definable from uniform indiscernibles in any $L_{\kappa}[\beta]$ where $\alpha, \alpha_{1}, \ldots, \alpha_{n}$ are all recursive in $\beta$.

Now put for each ordinal $\lambda$

$$
\operatorname{next}(\lambda, \alpha)=\text { the least member of } I_{\alpha} \text { greater than } \lambda
$$

and notice that for each $n, \alpha$ by (iii) or 8 H. 8

$$
u_{n}<\operatorname{next}\left(u_{n}, \alpha\right)<u_{n+1} .
$$

Claim:

$$
u_{n+1}=\operatorname{supremum}\left\{\operatorname{next}\left(u_{n}, \alpha\right): \alpha \in \mathcal{N}\right\} .
$$

To prove this suppose

$$
\lambda=\operatorname{supremum}\left\{\operatorname{next}\left(u_{n}, \alpha\right): \alpha \in \mathcal{N}\right\}<u_{n+1}
$$

so that $\lambda$ is not a uniform indiscernible and for some $\alpha$,

$$
\lambda=\left[\mu \boldsymbol{v}_{0} \varphi\left(\boldsymbol{v}_{0}, u_{1}, \ldots, u_{n}, u_{n+1}, \ldots, u_{k}\right)\right]^{[\alpha]}<u_{n+1}
$$

by what we proved above. But we can then substitute next $\left(u_{n}, \alpha\right)$ for $u_{n+1}$ in this formula and we get $\lambda<\operatorname{next}\left(u_{n}, \alpha\right)$ which is absurd.

Finally, notice that

$$
\operatorname{next}\left(u_{1}, \alpha\right)=\operatorname{next}\left(u_{1}, \beta\right) \Longrightarrow \operatorname{next}\left(u_{n}, \alpha\right)=\operatorname{next}\left(u_{n}, \beta\right)
$$

since the assertion on the left can be expressed formally as

$$
L\left[\langle\alpha, \beta\rangle^{\#}\right] \models \varphi\left(u_{1}\right)
$$

with a formula $\varphi\left(\boldsymbol{v}_{1}\right)$ in the language of $\mathbf{Z F L}[\dot{\alpha}]$ and so we should also have

$$
L\left[\langle\alpha, \beta\rangle^{\#}\right] \models \varphi\left(u_{n}\right) .
$$

Thus the set of ordinals

$$
A=\left\{\xi<u_{2}: \text { for some } \alpha, \xi=\operatorname{next}\left(u_{1}, \alpha\right)\right\}
$$

is cofinal in $u_{2}$ and the map that sends

$$
\xi=\operatorname{next}\left(u_{1}, \alpha\right) \text { to } f(\xi)=\operatorname{next}\left(u_{n}, \alpha\right)
$$

is well-defined and establishes that cofinality $\left(u_{n+1}\right)=\operatorname{cofinality}\left(u_{2}\right)$.
If the Axiom of Choice holds, then $\aleph_{3}$ is a regular cardinal so we must have $u_{n}<\aleph_{3}$ for each $n$ and finally $u_{\omega}<\aleph_{3}$, since $u_{\omega}$ has cofinality $\omega$.

8H.13. Corollary (Martin [1971]). If $(\forall \alpha)\left[\alpha^{\#}\right.$ exists] and the Axiom of Choice holds, then

$$
{\underset{\sim}{\delta}}_{3}^{1} \leq \aleph_{3}
$$

and every ${\underset{\sim}{3}}_{1}^{1}$ set is the union of $\aleph_{2}$ Borel sets. If in addition $\operatorname{Det}\left({\underset{\sim}{\boldsymbol{\sim}}}_{2}^{1}\right)$ holds, then

$$
{\underset{\sim}{\delta}}_{4}^{1} \leq \aleph_{4}
$$

and every ${\underset{\sim}{~}}_{4}^{1}$ set is the union of $\aleph_{3}$ Borel sets.
Proof. Since $u_{\omega}<\aleph_{3}, \operatorname{card}\left(u_{\omega}\right)=\operatorname{card}\left(u_{2}\right) \leq \aleph_{2}$ and hence by 8 H.9, every $\Sigma_{3}^{1}$ set is $\aleph_{2}$-Suslin; now the Kunen-Martin Theorem 2G. 2 and 2F. 4 imply the results about $\boldsymbol{\delta}_{3}^{1}$ and ${\underset{\sim}{~}}_{3}^{1}$. If $\operatorname{Det}\left(\underset{\sim}{\boldsymbol{\Delta}}{ }_{2}^{1}\right)$ holds we also know that every $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{4}^{1}$ set is $\underset{\sim}{1}{ }_{3}^{1}$-Suslin, hence $\aleph_{3}$-Suslin, and again 2G. 2 and 2F. 4 apply.

A good deal of effort has gone into attempts to generalize these beautiful results about $\Pi_{2}^{1}, \Sigma_{3}^{1}$ and $\Sigma_{4}^{1}$ to the higher levels of the projective hierarchy, but without success so far, although there has been some progress; see Kechris [1978a] and Solovay [1978b] in particular where earlier work of Kunen is also described. The obvious obstruction is that the proofs in this section depend on very special properties of $L$ which we do not know how to extend to the higher analogs of $L$ described in 8 G - and there are even doubts whether these models are the correct vehicles for generalizing the present arguments. ${ }^{(5)}$

## Exercises

8H.14. Prove that if $\alpha^{\#}$ exists and $I_{\alpha}$ is the class of Silver indiscernibles for $\alpha$, then for any uncountable cardinal $\kappa$ and $\xi_{1}<\cdots<\xi_{n}<\kappa$ in $I_{\alpha}$ and for any formula $\varphi\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}\right)$ in the language of $\mathbf{Z F L}[\dot{\alpha}]$,

$$
L_{\kappa}[\alpha] \models \varphi\left(\xi_{1}, \ldots, \xi_{n}\right) \Longleftrightarrow L[\alpha] \models \varphi\left(\xi_{1}, \ldots, \xi_{n}\right) .
$$

In particular, for each uncountable $\kappa, L_{\kappa}[\alpha]$ is an elementary substructure of $L[\alpha]$.

Hint. Use 8H. 4 and the Reflection Theorem 8C. 4 .
8H. 15 (Silver [1971]). Prove that if a Ramsey cardinal exists, then $(\forall \alpha)$ [ $\alpha^{\#}$ exists].
Hint. By $\kappa \rightarrow\left(\aleph_{1}\right)$, easily there exists a set $I \subseteq \kappa$ of order-type $\aleph_{1}$ which is homogeneous in $L_{\kappa}[\alpha]$. For each such $I$ let

$$
f(I)=\text { the } \omega^{\prime} \text { th ordinal in an increasing enumerarion of } I,
$$

and let

$$
\lambda^{*}=\operatorname{infimum}\left\{f(I): I \text { is homogeneous in } L_{\kappa}[\alpha] \text { with order-type } \aleph_{1}\right\} .
$$

Finally check that if $I$ is homogeneous with order-type $\aleph_{1}$ and such that $f(I)=\lambda^{*}$, then $\operatorname{Char}\left(L_{\lambda}[\alpha], I\right)$ is remarkable. (For example in checking (R4), suppose that for some increasing sequence

$$
\xi_{1}<\cdots<\xi_{n}<\eta_{1}<\cdots<\eta_{m}<\eta_{1}^{\prime}<\cdots<\eta_{m}^{\prime}
$$

of ordinals in $I$ and some term $\tau_{\varphi}\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}, \boldsymbol{v}_{n+1}, \ldots, \boldsymbol{v}_{n+m}\right)$ we have

$$
\begin{gathered}
\tau_{\varphi}^{\kappa}\left(\xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right)<\eta_{1} \\
\tau_{\varphi}^{\kappa}\left(\xi_{1}, \ldots, \xi_{n}, \eta_{1}, \ldots, \eta_{m}\right)<\tau_{\varphi}^{\kappa}\left(\xi_{1}, \ldots, \xi_{n}, \eta_{1}^{\prime}, \ldots, \eta_{m}^{\prime}\right),
\end{gathered}
$$

let $\left\{c_{\xi}: \xi<\aleph_{1}\right\}$ be an increasing enumeration of $I$ and choose for each $\xi<\aleph_{1}$ an $m$-tuple $\bar{\eta}_{\xi}=\eta_{1}^{\xi}, \ldots, \eta_{m}^{\xi}$ from $I$ such that

$$
\xi<\zeta \Longrightarrow \eta_{m}^{\zeta}<\eta_{1}^{\zeta}, \quad \xi<\omega \Longrightarrow \eta_{i}^{\xi}=c_{j}
$$

for some $j<n$ and $\bar{\eta}_{\omega}=c_{\omega}, c_{\omega+1}, \ldots, c_{\omega+m-1}$. Now let

$$
J=\left\{\tau_{\varphi}^{\kappa}\left(c_{1}, \ldots, c_{n}, \bar{\eta}_{\xi}\right): \xi<\aleph_{1}\right\}
$$

and show that $J$ is also homogeneous in $L_{\kappa}[\alpha]$ of order-type $\aleph_{1}$ and $\omega^{\prime}$ 'th member less than $\lambda^{*}$.)

8H. 16 (Martin [1970]). Show that

$$
\alpha^{\#} \text { exists } \Longrightarrow \operatorname{Det}\left(\Sigma_{1}^{1}(\alpha)\right)
$$

so that $(\forall \alpha)\left[\alpha^{\#}\right.$ exists $] \Longrightarrow \operatorname{Det}\left({\underset{\sim}{1}}_{1}^{1}\right)$.
Hint. Go back to the proof of 6G. 7 and suppose $A \subseteq \mathcal{N}$ is $\Sigma_{1}^{1}$, the relativized case having a similar proof. Define the auxiliary game $A^{*}$ on any uncountable cardinal $\kappa$, say $\kappa=\aleph_{1}$ and check that the set of finite sequences which defines the open set $A^{*}$ lies in $L$, since it has an absolute definition (in terms of $\kappa$ ). Thus either I or II wins the game $A^{*}$ in $L$ and we must show that the same player wins $A$ in $V$.

In the non-trivial case when I wins, suppose $\sigma^{*} \in L$ is a winning strategy for I within $L$, let $I_{\kappa}=I \cap \kappa$ be the Silver indiscernibles for $L$ below $\kappa$ and let

$$
\sigma\left(a_{0}, a_{1}, \ldots, a_{2 t-1}\right)=\sigma^{*}\left(a_{0},\left(a_{1}, \xi_{n(1)}\right), a_{2},\left(a_{3}, \xi_{n(2)}\right), \ldots, a_{2 t-2},\left(a_{2 t-1}, \xi_{n(t)}\right)\right)
$$

where $\xi_{n(1)}, \ldots, \xi_{n(t)}$ are distinct indiscernibles in $I_{\kappa}$ and ordered so that II has not lost in the position

$$
\begin{array}{cccccc}
\text { I } & a_{0} & & \cdots & & a_{2 t-2} \\
\text { II } & & a_{1}, \xi_{n(1)} & & \ldots &
\end{array} a_{2 t-1}, \xi_{n(t)} .
$$

It is clear that the definition of $\sigma$ is independent of the particular choice of $\xi_{n(1)}, \ldots, \xi_{n(t)}$ in $I_{\kappa}$, so we have a strategy for I in $A$. To show that it is winning argue by contradiction
as in the proof of 6G.7: if $\alpha$ is the play in some run of $A$ in which I follows $\sigma$ but $\alpha \notin A$, then $\bigcup_{t} D(\bar{\alpha}(2 t))$ is a wellordering of countable rank, so there is an order-preserving map

$$
x_{t} \mapsto \xi_{t} \in I_{\kappa}
$$

into the indiscernibles and in every position of the run of $A^{*}$

| I | $a_{0}$ | $a_{2}$ |  |
| :--- | :--- | :--- | :--- | :--- |
| II |  | $a_{1}, \xi_{1}$ | $a_{3}, \xi_{2}$ |

I has not lost while I is following a winning strategy, which is absurd.
Improving on earlier results of Martin, Harrington [1978] has proved the converse of this, so that

$$
(\forall \alpha)\left[\alpha^{\#} \text { exists }\right] \Longleftrightarrow \operatorname{Det}\left({\underset{\sim}{1}}_{1}^{1}\right)
$$

and the metamathematical hypothesis $(\forall \alpha)\left[\alpha^{\#}\right.$ exists $]$ is equivalent to the very natural, game-theoretic hypothesis $\operatorname{Det}\left({\underset{\sim}{1}}_{1}^{1}\right)$. Martin [20??] extends this beautiful result and shows that for many natural pointclasses $\Lambda \subseteq \underset{\sim}{\Delta}{ }_{2}^{1}, \operatorname{Det}(\Lambda)$ is equivalent to "the analytical content" of various large cardinal assumptions.

## 8I. Some remarks about strong hypotheses

The need to consider strong theoretic hypotheses has been explained in the introduction to this monograph and again in Chapter 5 and in the introduction to Chapter 6: simply put, ZFC is just not strong enough to decide the most natural and basic questions about definable sets of real numbers. Here we will discuss very briefly some of the serious foundational questions which arise in the study of strong hypotheses.

There are essentially three propositions whose consequences we have considered in some detail, Gödel's Axiom of Constructibility $(V=L)$, the assumption that measurable cardinals exist (MC) and various determinacy hypotheses among which the strongest (and most natural) is
$\operatorname{Det}(L(\mathbb{R})) \Longleftrightarrow$ every game in $L(\mathbb{R})$ is determined $\Longleftrightarrow L(\mathbb{R}) \models \mathbf{A D}$.

We take it for granted that neither $V=L$ nor $\operatorname{Det}(L(\mathbb{R}))$ are "obviously true" on the basis of our current understanding of the notion of set.

MC is in a different category as it follows from strong "large cardinal axioms" whose truth can be supported by some a priori arguments, see Solovay, Reinhardt, and Kanamori [1978]. If we accept these large cardinal axioms as (at least) highly plausible on the basis of their meaning, then the chief foundational problem of descriptive set theory becomes simply to prove the fruitful hypothesis $\operatorname{Det}(L(\mathbb{R}))$. Martin [1980] broke new ground in this important program by showing that $\operatorname{Det}\left(\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2}^{1}\right)$ follows from "the existence of a non-trivial, iterable elementary imbedding of some $V_{\kappa}$ into itself", and the fundamental Martin-Steel-Woodin Theorem (proved after the first edition of this book) solved this problem by deriving $\operatorname{Det}(L(\mathbb{R}))$ from axioms substantially weaker than expected; see the historical reference (4) in Chapter 6.

We cannot do justice here to this foundational position that takes (some) large cardinal axioms as evident without going into the technical results of that part of set theory, so we will defer to the forthcoming Martin [20??]. Suffice it to say that the
surprising connection between large cardinals and determinacy hypotheses is quite fascinating independently of any philosophical considerations.

It is also fair to remark that not all set theorists accept the intrinsic plausibility of large cardinal axioms.

Going one step further, many set theorists do not adhere to the realistic approach towards mathematics which we have adopted throughout this book and are uncomfortable with references to the "truth" or "falsity" of complicated set theoretic propositions like $V=L, \mathbf{M C}$ and $\operatorname{Det}(L(\mathbb{R}))$. Without embarking in one of those shallow and fruitless discussions of "formalism" versus "realism," we will make just a few remarks to help clarify our position.

The main point in favor of the realistic approach to mathematics is the instinctive certainty of almost everybody who has ever tried to solve a mathematical problem that he is thinking about "real objects," whether they are sets, numbers, or whatever; and that these objects have intrinsic properties above and beyond the specific axioms about them on which he is basing his thinking for the moment. Nevertheless, most attempts to turn these strong feelings into a coherent foundation for mathematics invariably lead to vague discussions of "existence of abstract notions" which are quite repugnant to a mathematician.

Contrast with this the relative ease with which formalism can be explained in a precise, elegant and self-consistent manner and you will have the main reason why most mathematicians claim to be formalists (when pressed) while they spend their working hours behaving as if they were completely unabashed realists.

It is not unreasonable to accept naively that the universe of sets exists (and conforms substantially to the description we gave in the introduction to this chapter) and that we can reason about sets much as physicists reason about elementary particles or astronomers reason about stars-while conceding immediately that we are in no position now to make precise (or even talk eloquently about) the kind of "existence" we have in mind. And it is certainly natural (and useful) for a mathematician to behave as if the universe of sets existed and conformed to these common-sense ideas about sets.

One of the main features of this consciously naive realistic approach is that it forces us to abandon any claims of absolute certainty for our assertions about sets. Instead of "axioms" (taken as unassailable, by definition, in the formalist approach), we must speak of "hypotheses" to be tested against each other and against our basic intuitions about sets, perhaps to be adopted temporarily and discarded later in the light of new evidence. To be sure, we have a great deal of confidence in the truth of some propositions (like the axioms) of ZFC which appear to be evident on the basis of the (incomplete and vague) description of the universe of sets we gave in the introduction to this chapter; for others, we must weigh carefully the evidence before we accept them (tentatively) as true or we reject them.

The most serious foundational problem in this naive realistic approach to set theory is to determine what kind of evidence we may hope to find for favoring a hypothesis over its negation and how we should weigh such evidence. ${ }^{(6)}$ Before we comment briefly on this difficult question as it affects the hypotheses we have been studying, we should discuss the equally important problem of consistency for extensions of ZF.

In 8 F .11 we proved the consistency of the theory $\mathbf{Z F C}+V=L$ (within our standard framework of realistic set theory or even constructively from the formal consistency of
the weaker theory $\mathbf{Z F}$ according to the remarks following 8F.11); can we do the same for $\mathbf{Z F C}+\mathbf{M C}$ or $\mathbf{Z F C}+\operatorname{Det}(L(\mathbb{R}))$ ?

To formulate this question precisely in a general setting, suppose $T$ is any axiomatic set theory, i.e., any set of sentences of $\mathcal{L}^{\epsilon}$ such that the corresponding set of (number) codes

$$
T^{\#}=\left\{[\chi]^{8}: \chi \in T\right\}
$$

(as we defined these in 8 A ) is recursive. Since $T^{\#}$ is a definable set of numbers, we can talk about $T$ within the language $\mathcal{L}^{\epsilon}$. The precise definition of formal proof from the axioms in $T$ to which we have often alluded is naturally effective, since we should be able to recognize when a sequence of assertions constitutes a correct proof. Proofs can be coded by numbers, so that for a given axiomatic set theory $T$, the relation

$$
\begin{aligned}
\operatorname{Proof}_{T}(n, m) \Longleftrightarrow & n \text { is the code of some sentence } \chi \text { and } m \text { is the code } \\
& \text { of a proof of } \chi \text { from the axioms in } T
\end{aligned}
$$

is recursive and hence definable in $\mathcal{L}^{\epsilon}$, in fact $\mathbf{Z F}$-absolute. Suppose then that $\varphi_{T}(\boldsymbol{x}, \boldsymbol{y})$ is a formula of $\mathcal{L}^{\epsilon}$ such that for all standard models $M$ of some fragment of $\mathbf{Z F}$,

$$
\operatorname{Proof}_{T}(n, m) \Longleftrightarrow M \models \varphi_{T}(n, m),
$$

let $n_{0}$ be the code of some self-contradictory assertion (like $(\exists z)[z \neq z]$ ) and put

$$
\operatorname{Consis}(T) \Longleftrightarrow(\forall \boldsymbol{y}) \neg \varphi_{T}\left(n_{0}, \boldsymbol{y}\right) ;
$$

now this formal sentence $\operatorname{Consis}(T)$ clearly expresses within $\mathcal{L}^{\in}$ (and ZF-absolutely) the consistency of the axiomatic theory $T$.

To simplify notation, put

$$
\begin{aligned}
T \vdash \psi & \Longleftrightarrow \psi \text { is a theorem of } T \\
& \Longleftrightarrow \psi \text { can be proved from the axioms of } T .
\end{aligned}
$$

By the remarks after the proof of 8 F .11 ,

$$
\mathbf{Z F} \vdash \operatorname{Consis}(\mathbf{Z F}) \rightarrow \operatorname{Consis}(\mathbf{Z F C}+V=L) .
$$

Unfortunately, the corresponding relative consistency assertions for $\mathbf{Z F C}+\mathbf{M C}$ or $\mathbf{Z F C}+\operatorname{Det}(L(\mathbb{R}))$ cannot be proved, because of the following fundamental result of Gödel.

8I.1. The Second Incompleteness Theorem of Gödel. If $T$ is a consistent axiomatic set theory at least as strong as $\mathbf{Z F}$ (i.e., $\mathbf{Z F} \subseteq T$ ), then $\operatorname{Consis}(T)$ is not a theorem of $T$.

This is a very weak version of Gödel's celebrated theorem whose natural, general version does not refer explicitly to set theory-it expresses an inherent weakness of sufficiently strong axiomatic systems in any language. For our purposes here, however, this version is strong enough, in fact the following corollary suffices.

8I.2. Corollary. Suppose $T$ is a consistent axiomatic set theory at least as strong as $\mathbf{Z F}$ and such that

$$
T \vdash \operatorname{Consis}(\mathbf{Z F}) ;
$$

then the assertion of relative consistency

$$
\operatorname{Consis}(\mathbf{Z F}) \rightarrow \operatorname{Consis}(T)
$$

is not a theorem of $T$-a fortiori is is not a theorem of $\mathbf{Z F}$.

Proof. If both Consis $(\mathbf{Z F}) \rightarrow \operatorname{Consis}(T)$ and $\operatorname{Consis}(\mathbf{Z F})$ were theorems of $T$, so would Consis $(T)$ be a theorem of $T$, contradicting the Second Incompleteness Theorem.

8I.3. Corollary. If $\mathbf{Z F}+\mathbf{M C}$ is consistent, then the relative consistency assertion

$$
\operatorname{Consis}(\mathbf{Z F}) \rightarrow \operatorname{Consis}(\mathbf{Z F}+\mathbf{M C})
$$

cannot be proved in $\mathbf{Z F}$; similarly, if $\mathbf{Z F}+\operatorname{Det}(L(\mathbb{R}))$ is consistent, then

$$
\operatorname{Consis}(\mathbf{Z F}) \rightarrow \operatorname{Consis}(\mathbf{Z F}+\operatorname{Det}(L(\mathbb{R})))
$$

cannot be proved in $\mathbf{Z F}$.
Outline of Proof. Consider first the easier case of the theory $\mathbf{Z F C}+\mathbf{M C}$ and recall from 6G. 9 that (using choice) every measurable cardinal is strongly inaccessible, so that in ZFC + MC we can prove the existence of a strongly inaccessible $\kappa$; but for each $\kappa, V_{\kappa}$ is a model of $\mathbf{Z F}$ (by 8 C .11 ) and the existence of a model for a theory implies by elementary means that the theory is consistent, so that

$$
\mathbf{Z F C}+\mathbf{M C} \vdash \operatorname{Consis}(\mathbf{Z F})
$$

and 8 I .2 applies.
For the subtler case without choice, recall from 8 H .3 that if $\kappa$ is measurable, then $L_{\kappa}$ is a model of $\mathbf{Z F}$; thus again

$$
\mathbf{Z F}+\mathbf{M C} \vdash \operatorname{Consis}(\mathbf{Z F})
$$

and 8 I .2 applies.
Finally, by 7D. 18

$$
\mathbf{Z F}+\mathbf{A D} \vdash \mathbf{M C}
$$

so that

$$
\mathbf{Z F}+\mathbf{A D} \vdash \operatorname{Consis}(\mathbf{Z F})
$$

and

$$
\operatorname{Consis}(\mathbf{Z F}) \rightarrow \operatorname{Consis}(\mathbf{Z F}+\mathbf{A D})
$$

cannot be established in ZF. But

$$
\operatorname{Consis}(\mathbf{Z F}+\operatorname{Det}(L(\mathbb{R}))) \rightarrow \operatorname{Consis}(\mathbf{Z F}+\mathbf{A D})
$$

can be established easily in $\mathbf{Z F}$ once the notion of proof is made precise-by using the inner model $L(\mathbb{R})$ just as we use $L$ to show the implication

$$
\operatorname{Consis}(\mathbf{Z F}) \rightarrow \operatorname{Consis}(\mathbf{Z F}+V=L)
$$

Much stronger results are known in this direction, for example

$$
\operatorname{Consis}(\mathbf{Z F}) \rightarrow \operatorname{Consis}\left(\mathbf{Z F}+\operatorname{Det}\left({\underset{\sim}{1}}_{1}^{1}\right)\right)
$$

cannot be established in ZFC and

$$
\operatorname{Consis}(\mathbf{Z F C}+\mathbf{M C}) \rightarrow \operatorname{Consis}\left(\mathbf{Z F}+\operatorname{Det}\left({\underset{\sim}{2}}_{2}^{1}\right)\right)
$$

cannot be established in $\mathbf{Z F C}+\mathbf{M C}$, assuming that the theories involved are in fact consistent (the second result is due to Solovay).

Thus large cardinal and determinacy hypotheses are quite different from $V=L$ in this respect; if they are consistent, then their consistency (relative to $\mathbf{Z F}$ ) cannot be established, unless we are willing to accept methods of proof which go beyond ZFC and which may be suspect themselves. What are we to make of this?

A formalist would conclude that the hypothesis of constructibility $V=L$ is by far the best way to strengthen $\mathbf{Z F}$, as it is safe (from the point of view of consistency) and it answers completely (and almost trivially) all the interesting questions of descriptive set theory.

In the naive, realistic approach, consistency is very weak evidence for truth-after all the theory $\mathbf{Z F}+\neg \operatorname{Consis}(\mathbf{Z F})$ is consistent (by the Second Incompleteness Theorem) and it is obviously false. We must look for criteria other than consistency to evaluate the plausibility of a new hypothesis.

The key argument against accepting $V=L$ (or even $\mathcal{N} \subseteq L$ ) is that the Axiom of Constructibility appears to restrict unduly the notion of arbitrary set of integers; there is no a priori reason why every subset of $\omega$ should be definable from ordinal parameters, mush less by an elementary definition over some countable $L_{\xi}$. Some would go further and claim disbelief that the real line can be definably wellordered on any rank - it is quite plausible that the only sets of reals which admit definable wellorderings are countable.

We are arguing here that there are some (perhaps weak) direct intuitions which make $V=L$ look implausible, just as there are some direct intuitions which lend credibility to large cardinal hypotheses like MC.

No one claims direct intuitions of this type either for or against determinacy hypothesis - those who have come to favor these hypotheses as plausible, argue from their consequences as we developed them in the last three chapters. In addition to the richness and internal harmony of these consequences, two aspects of the theory we have developed deserve explicit mention.

One is the naturalness of the proofs from determinacy-in each instance where we prove a property of $\Pi_{3}^{1}\left(\right.$ say from $\left.\operatorname{Det}\left(\boldsymbol{\Delta}_{2}^{1}\right)\right)$, the same argument gives a new proof of the same (known) property for $\Pi_{1}^{1}$, using only the determinacy of clopen sets (which is a theorem of $\mathbf{Z F}$ ). Thus the new results appear to be natural generalizations of known results and their proofs shed new light on classical descriptive set theory. (This is not the case with the proofs from $V=L$ which all depend on the $\Sigma_{2}^{1}$-good wellordering of $\mathcal{N}$ and shed no light on $\Pi_{1}^{1}$.)

The second point is the surprising connection between determinacy and large cardinal hypotheses on which we have commented many times and which lends credence to both. To take one example, the fact that $\Pi_{2}^{1}$ sets can be uniformized by $\Pi_{3}^{1}$ sets follows both from MC and from $\operatorname{Det}\left(\boldsymbol{\Delta}_{2}^{1}\right)$, by proofs which (at least on the surface) are totally unrelated; one tends to believe the result then and consequently to take both proofs seriously and to feel a little more sympathetic towards their respective hypotheses.

At the present state of knowledge only few set theorists accept $\operatorname{Det}(L(\mathbb{R}))$ as highly plausible and no one is quite ready to believe it beyond a reasonable doubt; and it is certainly possible that someone will simply refute $\operatorname{Det}(L(\mathbb{R}))$ (or even $\operatorname{Det}\left({\underset{\sim}{\boldsymbol{\Sigma}}}_{1}^{1}\right)$ ) in ZFC. On the other hand, it is also possible that the web of implications involving determinacy hypotheses and relating them to large cardinals will grow steadily until it presents such a natural and compelling picture that more will succumb to its beauty.

We should end by quoting directly a paragraph from Gödel [1947] which was written primarily about large cardinals but which is perhaps even more relevant to determinacy hypotheses.
"There might exist axioms so abundant in their verifiable consequences, shedding so much light upon a whole discipline, and furnishing such powerful methods for solving given problems (and even solving them, as far
as that is possible, in a constructivistic way) that quite irrespective of their intrinsic necessity they would have to be assumed at least in the same sense as any well established physical theory."

## 8J. Historical remarks

${ }^{1}$ The brief introduction to logic in $8 \mathrm{~A}-8 \mathrm{C}$ and our development of Gödel's theory of constructibility in $8 \mathrm{D}-8 \mathrm{~F}$ follow quite standard lines and we will not attempt to provide specific references here.
${ }^{2}$ The present, general version of the Approximation Theorem 8G. 8 is due to Moschovakis and first appeared in Kechris and Moschovakis [1978b], but the result is implicit in Solovay [1969], [1970]. The original proofs of Solovay used forcing techniques.
${ }^{3}$ For references to early work on inner models of set theory which reflect some determinacy, see Becker [1978]. Our development in the exercises of 8G (starting with 8G.17) is based on Harrington and Kechris [1981].
${ }^{4}$ Finally, our brief development of the theory of indiscernibles in 8 H follows closely Silver's fundamental work in his Ph.D. Thesis, Silver [1971]. See also the expository Silver [1973] which has references to earlier work, particularly Rowbottom [1971], Gaifman, and Scott [1961] where it was first shown that the existence of measurable cardinals contradicts $V=L$.
${ }^{5}$ In a fundamental advance of the theory developed in Section 8G, Becker and Kechris [1984] showed that for a pointclass $\Gamma$ which resembles $\Pi_{1}^{1}$,

$$
L\left[T_{\Gamma}\right]=H_{\Gamma},
$$

so that in particular (by 8 G .22 ) $L\left[T_{\Gamma}\right]$ does not depend on the specific scale used to construct it. Steel's

$$
H_{\Gamma} \models \mathbf{G C H}
$$

(under suitable large cardinal hypotheses) has not yet been published, but an outline of the proof for a closely related result is given in Steel [1995]. Most of the deep results about the inner models introduced in 8 G depend on the tight connection between determinacy hypotheses, large cardinal axioms and inner model theory which began with Martin and Steel [1988] and Woodin [1988] and has been developed extensively since then, and we do not have at hand the appropriate definitions to refer to them properly here; some of this is done in Steel [2008], the historical article in Kechris, Löwe, and Steel [2008].
${ }^{6}$ For an illuminating discussion of the nature of evidence for hypotheses in mathematics, see Martin [1998].

## THE AXIOMATICS OF POINTCLASSES

We collect here for easy reference the most basic, axiomatically formulated properties of pointclasses.
(1) $\Gamma$ is a $\Sigma$-pointclass (p. 110) if it contains all semirecursive pointsets and is closed under trivial substitutions, \& , $\vee, \exists^{\leq}, \forall^{\leq}$and $\exists^{\omega}$.
(2) A pointclass $\Gamma$ is adequate (p. 119) if it contains all recursive pointsets and is closed under (total) recursive substitutions, \& , $\vee, \exists \leq$ and $\forall \leq$.
(3) A partial function $f: \mathcal{X} \rightharpoonup \mathcal{Y}$ is $\Gamma$-recursive on $D \subseteq \operatorname{Domain}(f)$ if some $P \subseteq \mathcal{X} \times \omega$ in $\Gamma$ computes $f$ on $D$, i.e.,

$$
x \in D \Longrightarrow(\forall s)\left[f(x) \in N_{s} \Longleftrightarrow P(x, s)\right] .
$$

A pointclass $\Gamma$ has the Substitution Property (p. 131) if for each $Q \subseteq \mathcal{Y}$ in $\Gamma$ and for each partial function $f: \mathcal{X} \rightarrow \mathcal{Y}$ which is $\Gamma$-recursive on its domain, there is some $Q^{*} \subseteq \mathcal{X}$ in $\Gamma$ such that for all $x \in \mathcal{X}$,

$$
f(x) \downarrow \Longrightarrow\left[Q^{*}(x) \Longleftrightarrow Q(f(x))\right]
$$

(4) $\Gamma$ is a $\Sigma^{*}$-pointclass (p.293) if it is a $\Sigma$-pointclass which is $\omega$-parametrized (pp. $27,137)$ and has the Substitution Property.
(5) $\Gamma$ is a Spector pointclass (p. 158) if it is a $\Sigma^{*}$-pointclass, closed under $\forall^{\omega}$ and normed (p. 153).
(6) $\Gamma$ resembles $\Pi_{1}^{1}$ (p.430) if it is a Spector pointclass with the scale property, closed under $\forall^{\mathcal{N}}$ and such that for each $\alpha \in \mathcal{N}$, if $P \subseteq \mathcal{X} \times \mathcal{Y}$ is in $\Delta(\alpha)$ and

$$
Q(x) \Longleftrightarrow P_{x}=\{y: P(x, y)\} \text { is not meager, }
$$

then $Q$ is also in $\Delta(\alpha) ; 8 \mathrm{G} .7$ gives a simple sufficient condition for this.
$\Delta_{1}^{0}$ is adequate but not a $\Sigma$-pointclass, because it is not closed under $\exists^{\omega}$, and not every $\Sigma$-pointclass is adequate (Exercise 3G.3, p. 134), but the stronger conditions on pointclasses line up:

Adequate

$$
\bigodot_{C_{\subsetneq}} \Sigma^{*} \subsetneq \text { Spector } \subsetneq \text { Resembles } \Pi_{1}^{1}
$$
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$\mathscr{A}, \mathscr{A}^{\kappa}, 52$

- closure of the Lusin pointclasses under $\mathscr{A}$, 2B. 5,56
- closure of $\neg \Gamma$ under $\mathscr{A}$ ( $\Gamma$ a Spector pointclass), 4C.6, 161
$A$-sets, same as analytic sets, $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}$
absolutely $\Gamma$-inductive pointset, 312
absolutely measurable
- function, 84
- pointset, 83
- from determinacy hypotheses, 6A.18, 229
- for ${\underset{\sim}{2}}_{2}^{1}$ if $\kappa \rightarrow\left(\aleph_{1}\right), 6 \mathrm{G} .12,289$
- for $\boldsymbol{\Sigma}_{2}^{1}$ if $(\forall \alpha)\left[\operatorname{card}(\mathcal{N} \cap L(\alpha))=\aleph_{0}\right]$, 8G.9, 425
absoluteness
- basic theory, 8E
- of a notion, for a collection of classes, 391
- ZF-absoluteness, 392
- of a function as an operation, 399
- of a set as a condition, 399
- of $\Sigma_{2}^{1}$ pointsets as conditions, 8F.9, 409

AC, Axiom of Choice, 374

- when it is needed, 7 F
- in $L, 8$ F.3, 403

AD, Axiom of (full) Determinacy, 292basic theory: 7D
AD, Axiom of (full) Determinacy, 292
adequate pointclass, 119
$\aleph_{1}$ is measurable, under AD, 7D.18, 338
$\operatorname{Alg}(M, J)$ (algebraic points over $M$, relative to J), 423
$\alpha^{\#}$, see remarkable character
$|\alpha|$ (ordinal coded by $\alpha$ ), 147
$\bar{\alpha}(n)=\langle\alpha(0), \ldots, \alpha(n-1)\rangle, 115$
$(\alpha)_{i}, 31$
$\left\langle\alpha_{0}, \ldots, \alpha_{k-1}\right\rangle, 31$
ambiguous Borel pointclasses, see ${\underset{\sim}{n}}_{n}^{0}, \underset{\underset{\xi}{\Delta}}{0}$
analysis (the structure of), 356
analytic sets, same as $\underset{\sim}{\Sigma}{ }_{1}^{1}$
analytical pointsets, 118

- of type 0,1 , formally definable, 8B.3, 367, 8B.12, 369
- see also Kleene pointclasses

Approximation Theorem, 2H.1, 80

- over standard models of ZFF, 8G.8, 423
arithmetic (structure of), 355
arithmetic subtraction $k \doteq n, 92$
arithmetical pointsets, 118
$\circ$ properly included in $\Delta_{1}^{1}, 3 \mathrm{~F} .8,130$
- formally defined, 8B.2, 367, 8B.11, 368
- see also Kleene pointclasses
$A(u)$ (subgame of $A$ at $u$ ), 219
Axiom
- of Choice, AC, see AC
- of Dependent Choices, DC, see DC
$\circ$ of Determinacy, AD, see AD
- see also ZF, ZFC, ZFL

Baire Category Theorem, 2H.2, 82
Baire functions, 45

- relation with Borel functions, 1G.18, 45 1G.21, 46
- continuous on a comeager $G_{\delta}, 2$ H.10, 84
- see also functions

Baire measurable functions, same as Baire functions
Baire property, see property of Baire
Baire space, $\mathcal{N}, 9$

- homeomorphic with the irrational numbers, 9
- continuously surjected onto every Polish space, 1A.1, 10, 1G.2, 38
- Borel isomorphic with every perfect product space, 1G.4, 41
- recursively presented, 97
- recursively surjected onto every product space, 3D.14, 116, 3E.6, 121
- $\Delta_{1}^{1}$-isomorphic with every perfect product space, 3E.7, 122
Baire-de la Vallee-Poussin class $\leq \xi, 47$
Banach-Mazur game $G_{X}^{* *}(A), 226$
- basic theory: 6A.13, 226 - 6A.16, 227
bar (backwards) induction and recursion, 62
basic nbhds (center, radius), 11
- recursively presented, 98
- absolutely presented, 401
basic space, 14
basis, 179
- $\Delta_{1}^{1}$ not a basis for $\Pi_{1}^{0}, 4$ D.10, 170
- for $\Sigma_{2}^{1}$ (Novikov-Kondo-Addison), 4E.5, 179
- for $\Sigma_{1}^{1}$ (Kleene), 4E.8, 180
- for $\Pi_{1}^{1}$, 4E.10, 183
- for $\sigma$-compact sets in $\Delta_{1}^{1}, 4 \mathrm{~F} .15,195$
- for non-meager $\Pi_{1}^{1}$-sets, 4F.20, 200
- for $\Sigma_{n}^{1}(n>1)$ in $L, 5 \mathrm{~A} .4,210$
- for the Kleene pointclasses under PD, 6C.5, 240
- $\Delta_{2 n+1}^{1}$ not a basis for $\Pi_{2 n}^{1}$ under PD, 6C.7, 241
- Kleene Basis Theorem fails for $\Pi_{2 n}^{1}$ under PD, 6C.9, 241
- for $\Sigma_{2 n+1}^{1}$ under PD (Martin-Solovay), 6C.10, 242, 6C.11, 243
$\circ$ strategic, for $\Delta_{n}^{1}$ games in $\Delta_{n+1}^{1}$ under PD, 6E.2, 258
- for $\Sigma_{3}^{1}$ in $\Delta_{4}^{1}$ under $(\forall \alpha)\left[\alpha^{\#}\right.$ exists $], 8 \mathrm{H} .10$, 464
best winning strategy, 257
binary relation
- basic terminology, 78
- see also wellfounded strict binary relation
$\boldsymbol{B}_{\lambda}, \lambda$-Borel, 65
- closure properties, 2E.3, 68
- over M, 420
- see also Borel sets
boldface $\underset{\sim}{\boldsymbol{\Gamma}}$ (associated with $\Gamma$ ), 137
Borel determinacy, 6F.1, 273
- basic theory: 6F, 7F
- dependence on AC, 7F
- parametric on arbitrary $X, 7 \mathrm{~F} .2,345$
- quasideterminacy on arbitrary $X, 7 \mathrm{~F} .13,350$

Borel functions, 37

- relation with Baire functions, 1G.18, 45 1G.21, 46
- as functions with $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}$ graph, 2E.4, 68
- as solutions of Borel equations, 2E.5, 68
- good Borel injections, 39
- same as Borel injections, 2E.10, 69

Borel isomorphism, 37
Borel measurable functions, same as Borel functions
Borel measure ( $\sigma$-finite), 79

- basic theory: 2 H

Borel pointclasses of countable order, $\underset{\sim}{\boldsymbol{\Sigma}} \underset{\xi}{0}, \boldsymbol{\Pi}_{\underset{\xi}{0}}^{0}, \underset{\sim}{\Delta} \underset{\xi}{0}$, 35

- basic theory: 1F, 1G
- see also Borel sets, $\boldsymbol{B}$

Borel pointclasses of finite order, $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{0},{\underset{\sim}{\boldsymbol{\Pi}}}_{n}^{0},{\underset{\sim}{\Delta}}_{n}^{0}$, 15

- basic theory: 1B-1D
- closure properties
- finitary, 1C.2, 22
- infinitary 1F.2, 34
- diagram of inclusions, 1B.1, 16
- hierarchy, 1D.4, 29
- parametrization for ${\underset{\sim}{\Sigma}}_{n}^{0},{\underset{\sim}{\boldsymbol{\Pi}}}_{n}^{0}, 1 \mathrm{D} .2,28$
$\circ$ related to $\Sigma_{n}^{0}, \Pi_{n}^{0}, \Delta_{n}^{0}, 3 \mathrm{E} .4,120$
- the prewellordering property for $\underset{\sim}{\underset{\sim}{x}}{ }_{n}^{0}, n \geq 2$, 4B.8, 155
- failure of the separation property for $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{0}$, 4B.11, 156
Borel sets, $\boldsymbol{B}, 35$
- basic theory: 1F, 1G
- as ${\underset{\sim}{\Delta}}_{1}^{1}$ sets (Suslin Theorem), 2E.2, 68
- closure under Borel substitution, 1G.1, 37
- as continuous, injective images of closed subsets of $\mathcal{N}, 1 \mathrm{G} .5,42,2 \mathrm{E} .8,69,4 \mathrm{~A} .7,151$
- closure under Borel injections, 2E.9, 69
- property of Baire, 2H.3, 82
- Lebesgue measurability, 84
- first coding, 135
- second coding, 7B.1, 299
o rational over $M, 419$
- in ${ }^{\omega} X, 220$
- see also uniformization

Boundedness Theorem

- for $\Pi_{1}^{1}, 4 \mathrm{~A} .4,149$
- for ${\underset{\sim}{1}}_{1}^{1}$-norms, 4C.10, 162

Cantor derivative (of a pointset), 51
Cantor set, $\mathbb{C}, 11$

- continuously injected into every perfect Polish space, 1A.3, 12
- recursively injected into every perfect Polish space, 3D.15, 116
- recursively presented, 97

Cantor-Bendixson Theorem, 2A.1, 50

- see also 2A.4, 51
$\operatorname{card}(A)$ (the cardinal number of $A$ ), 50
CCC, see countable chain condition
center $\left(N_{s}\right)$, the center of a nbhd, 98
character, 450
- remarkable, $\alpha^{\#}$, see remarkable character
characteristic function $\chi_{P}, 91$
Church-Kleene $\omega_{1}^{\mathrm{CK}}$, see $\omega_{1}^{\mathrm{CK}}$
Church-Turing Thesis, 91
$C_{w}^{k}(x)$, constant functions on $\omega, 90$
class, 375
closed, unbounded class of ordinals, 377
closure ordinal (of a monotone set relation), 311
$C_{n}$, largest countable $\Pi_{n}^{1}$ or $\Sigma_{n}^{1}$ set, 263
coanalytic sets, same as ${\underset{\sim}{~}}_{1}^{1}$
coding, 135
- basic theory: 3H
- for the Borel subsets of $\mathcal{X}$
- first, 135
- second, 7B.1, 299
- equivalent codings, 308

Coding Lemma (under AD), 7D.5, 326, 7D.6, 328
Collapsing Lemma, 8C.9, 380
comeager pointset, 84
complete recursion, 96
computable function, see recursive functions
concatenation (in the codes), $u * v, 95$

Condensation Lemma, 8F.4, 403
condensation point, 50
consistency and independence results, $5 \mathrm{~B}, 8 \mathrm{~F} .11$, 411
constructible universe, $L, L(A), 383$

- basic theory, 5A, 8D-8F
- Axiom of Choice in $L, 8 \mathrm{~F} .3,403$
- Generalized Continuum Hypothesis in $L$, 8F.5, 404
- $\mathcal{N} \cap L$ is $\Sigma_{2}^{1}, 8$ F.7, 405
- relative constructibility, $L[A], 8 \mathrm{~F} .20,414$ 8F.22, 415
- $\mathcal{N} \subseteq L$ if $\mathcal{N}$ admits a good $\Sigma_{2}^{1}$ wellordering, 8G.11, 427
$\circ \mathcal{N} \cap L \subseteq \Delta_{3}^{1}$ under $\operatorname{Det}\left(\underset{\sim}{\Delta}{ }_{2}^{1}\right)$, 8G.14, 428
- $\mathcal{N} \cap L \subseteq \Delta_{3}^{1}$ if $0^{\#}$ exists, 8H.6, 459
- from $T_{\Gamma}$, see $T_{\Gamma}$
continuous reducibility, see Wadge reducibility
continuous substitution, 20
continuum problem, 49
- for closed pointsets, 2A.2, 51
- for $\underset{\sim}{\underset{\sim}{2}}{ }_{1}^{1}, 2 \mathrm{C} .3,61$
- for projective sets, under PD, 6E.5, 259
- for $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2}^{1}$, under $\kappa \rightarrow\left(\aleph_{1}\right), 6 \mathrm{G} .10,288$
contracted characteristic function, 180, 316
countable chain condition, CCC, 422
- in an inner model $M, 422$

Countable Principle of Choice for pointsets, under AD, 7D.1, 324
Countable Reflection Theorem, 8C.10, 381

- wthout use of AC, 8F.14, 413
covering game, $G^{\mu}(A, \varepsilon), 228$
Covering Lemma, 4C.11, 163
CPCA-sets, same as ${\underset{\sim}{~}}_{2}^{1}$
$C[X], 13$
- differentiability in $C[0,1], 1 \mathrm{E} .8,33$

DC, Axiom of Dependent Choices, 324

- in $L(\mathcal{N}), 8$ F.3, 403
definition by recursion
- Г-effective, 7А.4, 296
- on the ordinals, in $\mathcal{L}^{\in}, 8 \mathrm{C} .2,375$
- on a wellfounded relation, in $\mathcal{L}^{\in}, 8 \mathrm{C} .7,379$
- is ZF-absolute, 8E.5, 398

Dellacherie's Lemma, 3D.1, 111
$\delta, \underset{\sim}{\boldsymbol{\delta}}($ for a pointclass $\Gamma$ ), 162

- see also projective ordinals
$\Delta_{k}^{1}$-hull (Hull ${ }_{k}$ ), 241
$\delta_{n}^{1},{\underset{\sim}{\boldsymbol{\delta}}}_{n}^{1}, 162$
- see also projective ordinals
$\Delta_{1}^{1}$ sets, 118
- as injective, recursive images of $\Pi_{1}^{0}$ sets, 4A.7, 151, 4D.9, 169
- $\Delta_{1}^{1} \cap \mathcal{N}$ in $\Pi_{1}^{1}, 4 \mathrm{D} .14,171$
- $\Delta_{1}^{1} \cap \mathcal{N}$ not in $\Delta_{1}^{1}, 4 D .16,171$
- game-theoretic characterization of $\Delta_{1}^{1} \cap \mathcal{N}$ and $\Delta_{2 n+1}^{1} \cap \mathcal{N}$ under PD, 6E.8, 261
- Suslin-Kleene Theorem, 7B.4, 305
- same as hyperarithmetical, 7B.6, 307
- as the least, effective $\sigma$-field, 7B.7, 308
$\Delta_{1}^{1}$ functions, same as $\Delta_{1}^{1}$-recursive functions, 3E.5, 121
- injections, 4D.7, 169
- as effectively Borel functions, 7B.9, 309
- ZF-absolute, as operations, 8E.11, 401
$\delta_{1}^{1}, 4 \mathrm{~A} .5,150$
${\underset{\sim}{\boldsymbol{\Delta}}}_{1}^{1}$, see Borel sets, $\boldsymbol{B}$, Lusin pointclasses
$\widetilde{\Delta}_{2}^{1}$ sets, 118
- $\Delta_{2}^{1} \cap \mathcal{N}$ in $\Sigma_{2}^{1}, 4 D .14,171$
- $\Delta_{2}^{1} \cap \mathcal{N}$ not in $\Delta_{2}^{1}, 4 D .16,171$
- see also Kleene pointclasses
$\Delta_{0}^{1}$, same as $\Delta_{1}^{0}, 234$
$\Delta$-Selection Principle, 4B.5, 155
- see also Strong $\Delta$-Selection Principle
$\Delta$-Uniformization Criterion, 4D.4, 167
${\underset{\sim}{\Delta}}_{n}^{0}, 16$
$\underset{\underset{\sim}{\Delta}}{0}, 35$
determinacy, 218
- basic facts: 6A
- of closed sets, 6A.2, 219
- of ${\underset{\sim}{2}}_{2}^{0}$ sets, 6A.3, 220, 6A.5, 222
- fails for some $A \subseteq{ }^{\omega} 2,6 \mathrm{~A} .6,222$
$\circ \operatorname{Det}_{2}(\Lambda) \Longleftrightarrow \operatorname{Det}_{\omega}(\Lambda), 6 \mathrm{~A} .8,223$
- of Borel sets, 6F.1, 273
- basic theory: 6F, 7F
- parametric on $X$, without AC, 7F.2, 345
- quasideterminacy on $X$, without AC, 7F.13,

350
○ $\kappa \rightarrow\left(\aleph_{1}\right)$ implies $\operatorname{Det}\left(\underset{\sim}{\Sigma}{ }_{1}^{1}\right), 6 \mathrm{G} .7,285$

- $(\forall \alpha)\left[\alpha^{\#}\right.$ exists $]$ implies $\operatorname{Det}\left(\underset{\sim}{\Sigma}{ }_{1}^{1}\right), 8 \mathrm{H} .16,467$
- PD, projective determinacy, 229

PD not a consequence of $\operatorname{Det}\left({\underset{\sim}{\boldsymbol{\Delta}}}_{n}^{1}\right), 8 \mathrm{G} .31$, 445

- AD, Axiom of (full) Determinacy, 292
- parametric, 344
- quasideterminacy, 342
$\operatorname{Det}(\Lambda)$, same as $\operatorname{Det}_{\omega}(\Lambda)$
$\operatorname{Det}_{X}(\Lambda), 221$
$\operatorname{Det}_{X}^{*}(\Lambda)$ (star determinacy), 224
- basic theory: 6A.9, 224-6A.12, 225
dual pointclass, 15
dual projection, 19
Easy Uniformization Theorem, 4B.4, 154
effective $\sigma$-field, 308
effective (transfinite) recursion, 7A.4, 296
effective membership test, 87
Effective Perfect Set Theorem, 4F.1, 184
- see also Perfect Set Theorem

Effective Strong Separation Theorem, 7B.3, 302
effectively Borel function, 300
Ehrenfeucht-Mostowski theory: 8H.2, 450

- for $L, L(A)$ (Silver), 8H.3, 453 - 8H.5, 456
elementary
- language, 356
- equivalence, 362
o substructure, 362
- definability, 366
- basic theory, 8B, 8C
- in $V, 8$ C.1, 371, 8D.1, 382
equivalent codings, 308
evaluation operation, 312
$\exists \leq, 20$
$\exists^{\mathcal{Y}}, 19$
filter (of sets), 280
- $\kappa$-complete, 280
finitely splitting tree, 190
First Periodicity Theorem, 6B.1, 230
first-order, same as elementary
fixed point
- of a monotone operation, 310
- of an operative, monotone set relation, 311
$\forall \leq, 20$
$\forall^{\mathcal{Y}}, 20$
forcing, 214
formula, 358
- $\Sigma_{0}, 379$
- $\Sigma_{1}^{1}, \Pi_{1}^{1},{\underset{\sim}{\sim}}_{n}^{1},{\underset{\sim}{~}}_{n}^{1}, 370$
- ${\underset{\sim}{\boldsymbol{\Sigma}}}_{n}^{1},{\underset{\sim}{\boldsymbol{\Pi}}}_{n}^{1}, 370$
- $\widetilde{\Sigma}_{1}, \widetilde{387}$
$F_{\sigma}, F_{\sigma \delta}$, same as $\underset{\sim}{\underset{\sim}{\Sigma}}{ }_{2}^{0}, \underset{\sim}{\boldsymbol{\Pi}}=16$
$f^{*}$ (the unfolding function), 44, 112
$f^{\star}$ (the shift), 31, 55
Fubini Theorem, 212
functions
- absolutely measurable, 84
- Baire measurable, 84
- effectively Borel, 300
- $\Sigma_{2}^{0}$-recursive $f: \mathcal{N} \rightarrow \mathcal{Y}$, as limits of recursive functions, 3E.14, 124
- $\Gamma$-recursive, see $\Gamma$-recursive functions
- $\Delta_{1}^{1}$-recursive $\left(\Delta_{1}^{1}\right), 3$ E. 5, 121
- see also $\Delta_{1}^{1}$ functions
- $\Lambda$-measurable, 37
- Lebesgue measurable, 85
- $\mu$-measurable, 84
- basic theory: 2 H
- from determinacy hypotheses, 6A.18, 229
- of Baire class $\xi, 45$
- see also Baire functions
- of effective Baire class $n, 124$
- partial, see partial functions
- recursive, see recursive functions
- trivial, 102
- with $\Pi_{1}^{1}$ graph
- neither Baire nor Lebesgue measurable, in L, 5A.7, 212
- thin, equivalent to $\mathcal{N} \subseteq L, 8 \mathrm{G} .12,428$
- thin, in $L, 5 \mathrm{~A} .6,211$

Gale-Stewart Theorem, 6A.2, 219
game of perfect information, 218

- with rules, 272
- see also determinacy
game quantifier, Э, 244
- basic theory: 6D, 6E
- Norm-Transfer Theorem, 6D.3, 246
- Scale Transfer Theorem, 6E.15, 267
- see also ЭГ, $\supset \Sigma_{n}^{0}$
$\Gamma$-dependent choices, 4C.12, 163
$\Gamma$-effective (transfinite) recursion, 7A.4, 296
$\Gamma$-good wellordering, 208
- basic theory, 5A
$\Gamma$-inductive pointset, 312
$\Gamma$-norm, 153
$\Gamma$ on $\Gamma$ (set relation), 317
$\Gamma$-recursive functions, 110
- basic theory: 3D
- Dellacherie's characterization, 3D.1, 111
- when $\Gamma$ is Spector, 4C.3, 160
- when $\Gamma$ is a $\Sigma^{*}$-pointclass, Section 7A
$\Gamma$-recursive partial functions, 131
$\Gamma$-recursive points, 114
$\Gamma$-scale, 173
- see also scale property
$\Gamma$-singleton, 183
$\Gamma(z)$, pointclass relativization, 114
$G_{\delta}, G_{\delta \sigma}$, same as ${\underset{\sim}{\underset{~}{~}}}_{2}^{0}, \underset{\sim}{\Sigma} \underset{3}{0}, 16$
- points of continuity, 1B.5, 17

ЭГ, 244

- representation under $\operatorname{Det}(\underset{\sim}{\boldsymbol{\Gamma}}), 6 \mathrm{E} .12,263$
$\supset \Sigma_{n}^{0}(n \geq 2)$
- as a Spector pointclass, 6D.4, 251
- with the scale property, 6E.16, 271
- Solovay's characterization of $5 \Sigma_{2}^{0}$, 7C.10, 318

Gödel wellordering on pairs, 437

- on tuples, 438
good Borel injection, 39
- same as Borel injection, 2E.10, 69
good parametrization, 139
- see also Parametrization Theorem

Good Parametrization Lemma, 3H.1, 137
good semiscale, 75
good theory, 447
good universal set, 139
$\operatorname{Graph}(f), 94$
$G_{X}(A)$ (the game on $X$ with payoff $A$ ), 218
$G_{X}^{*}(A)$ (the star game), 224

- connection with property $P, 6 \mathrm{~A} .10,224$, 6A.11, 225
- see also $\operatorname{Det}_{X}^{*}(\Lambda)$
$G_{X}^{* *}(A)$ (the Banach-Mazur game), 226
- see also Banach-Mazur game
o connection with the property of Baire, 6A.16, 227

Harrington-Kechris Theorem, 8G.20, 433, 8G.21, 434
Hausdorff distance, 13
$H_{\Gamma}$, inner model of $\Gamma, 437$

- basic theory 8G.23, 437 -8G.31, 445

Hierarchy Theorem

- for the Borel pointclasses of finite order, 1D.4, 29
- for the Borel pointclasses of countable order, 1F.6, 36, 1G.11, 44
- for the Lusin pointclasses, 1E.3, 32
- for the Kleene pointclasses, 3F.7, 130
homogeneous set
- for a partition, 283
- for a structure, 449
$H_{2 n+1}$, same as $H_{\Pi_{2 n+1}^{1}}$
$\operatorname{Hull}_{k}\left(\Delta_{k}^{1}\right.$-hull), 241
$H[X], 13$
hyperarithmetical sets, 307
hyperoborelian, 85
hyperprojective pointsets, HYP, HYP, 315
- see also inductive pointsets
ideal (of sets), see $\kappa$-ideal
independence results, Section 5B
Index ( $C, T, u$ ) (Lusin-Sierpinski), 73, 86
indiscernibles
- basic theory: 8 H
- for a structure, 449
- Silver indiscernibles for $L, 460$
- see also uniform indiscernibles
inductive pointsets, IND, IND, 315game-theoretic characterization, 7C.4, 315
- as a Spector pointclass, 7C.3, 315, 7C.15, 321
- scaled, 7C.5, 315
- $\boldsymbol{\delta}_{\text {IND }}$ is weakly inaccessible, 7D.8, 330
- $\widetilde{\text { IND }}$ resembles $\Pi_{1}^{1}, 8 \mathrm{G} .17,430$
inductive pointsets, IND, IND, 315
infinite path (in a tree), 57
inner model (of a set theory), 391
integers, $\omega, 9$
- recursively presented, 97
irrationals (points of Baire space), 9
isolated point (of a pointset), 51
isomorphism (of structures), 362
iterates
- of a monotone operator, 310
- of a monotone set relation, 311
$I_{\xi}$ (the codes of ordinals below $\xi$ ), 152
$\kappa \rightarrow\left(\aleph_{1}\right), 284$
- true for measurable $\kappa, 6 \mathrm{G} .5,284$
- implies $\operatorname{Det}\left({\underset{\sim}{1}}_{1}^{1}\right), 6 \mathrm{G} .7,285$
$\circ$ implies the perfect set property for $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2}^{1}, 6 \mathrm{G} .10$, 288
- implies the property of Baire for $\underset{\sim}{\underset{2}{2}}{ }_{2}^{1}, 6 \mathrm{G} .11$, 288
- implies that $\underset{\sim}{\underset{2}{2}}{ }_{2}^{1}$ sets are absolutely measurable, 6G.12, 289
$\kappa$-complete filter, 280
$\kappa$-ideal, 79
- basic theory: 2 H
- regular from above, 79
- definable over an inner model $M, 421$
o satisfying the CCC in an inner model $M, 422$
- see also Approximation Theorem
$\kappa$-Suslin, see $\boldsymbol{S}_{\kappa}$
$\kappa$-Suslin-system, 51
- regular, 52
$\kappa$-Suslin in the sense of Maximoff, 85
Kechris Perfect Set Lemma, 8G.18, 431
kernel (of a closed set), 50
Kleene's Basis Theorem, 4E.8, 180
Kleene's Recursion Theorem, see Recursion Theorem
Kleene's set $O, 203$
Kleene-Brouwer ordering, 149
Kleene pointclasses, $\Sigma_{n}^{0}, \Pi_{n}^{0}, \Delta_{n}^{0}, \Sigma_{n}^{1}, \Pi_{n}^{1}, \Delta_{n}^{1}, 118$
- basic theory: 3E
- relativized, 118
- basic theory in $L$ : $5 \mathrm{~A}, 5 \mathrm{~B}$
- basic theory under PD: 6B-6E
- diagram of inclusions, 3E.3, 119
- parametrization, 3F.6, 129
- hierarchy, 3F.7, 130
- normed in ZFC, Diagram 4B.2, 157
- normed in $L$, Diagram 5A.1, 210
- normed under PD, Diagram 6B.6, 234
- uniformization for $\Sigma_{n}^{1}(n>1)$ in $L, 5 A .4$, 210
- scale property, uniformization and bases under PD, 6C.4, 240 - 6C.11, 243
- $\Delta_{2 n+1}^{1}$ as injective, recursive images of $\Pi_{2 n}^{1}$ under PD, 6E.14, 265
- as first order definable, 8B
- normed in $H_{5}$ under PD, Diagram 8G.1, 445
- see also $\Delta_{1}^{1}, \Pi_{1}^{1}, \Delta_{2}^{1}, \Sigma_{2}^{1}$ Spector-Gandy Theorem
König's Lemma, 4F.9, 190
Kunen-Martin Theorem, 2G.2, 76
Kunugui's Lemma, 4F.13, 193
Kuratowski-Ulam Theorem, 5A.9, 212
$\lambda$-algebra, 65
$\lambda$-Borel, see $\boldsymbol{B}_{\lambda}$
$\Lambda$-measurable functions, 37
- connection with $\Gamma$-recursive, 3D.22, 117
- see also $\Gamma$-recursive
largest countable set
- in $\Pi_{2 n+1}^{1}$ under PD, 6E.9, 262
- in $\Sigma_{2 n+2}^{1}$ under PD, 6E.10, 262
- does not exist for the dual pointclasses under PD, 6E.11, 263
$\circ$ in $\Sigma_{2}^{1}$ when $\operatorname{card}\left(\mathcal{N} \cap L\left[\beta_{0}\right]\right)=\aleph_{0}, 8 \mathrm{G} .4,419$
- in $\exists^{\mathcal{N}} \Gamma$ when $\Gamma$ resembles $\Pi_{1}^{1}$, under AD, 8G.25, 439
largest thin $\Pi_{1}^{1}$ set, see $\Pi_{1}^{1}$
Lebesgue measurable
- function, 85
- pointset, 83
- see also $Z_{\mu}$

Lebesgue measure, 84
length of a norm, 161
length of a wellfounded tree, 63
$\leq_{\varphi}^{*},<_{\varphi}^{*}($ for a norm $\varphi), 153$
$<_{R}$ (strict part of $R$ ), 74
$1 \mathrm{~h}(u), 22,95$
Lipschitz reducibility, degrees, 335

- wellfounded, under AD, 7D.14, 336

LO (codes of linear orderings), 146
lower semicontinuity property, 173
$L\left[T_{\Gamma}\right]$, see $T_{\Gamma}$
Lusin pointclasses, ${\underset{\sim}{\mathbf{E}}}_{n}^{1},{\underset{\sim}{\boldsymbol{\Pi}}}_{n}^{1}, \underset{\sim}{\boldsymbol{\Delta}}{ }_{n}^{1}, 29$

- basic theory: 1E
- closure properties
- finitary, 1E.2, 31
- infinitary 1F.2, 34
- under Borel substitution, 1G.1, 37
- under $\mathscr{A}(n \geq 2), 2$ B. 5,56
- diagram of inclusions, 1E.1, 30
- parametrization and hierarchy, 1E.3, 32
- separation for ${\underset{\sim}{1}}_{1}^{1}, 2$ E.1, 65
- Suslin Theorem, 2E.2, 68
- ${\underset{\sim}{2}}_{2}^{1}$, and $\underset{\sim}{\underset{\sim}{2 n+2}} \underset{2}{1}$ as $\lambda$-Suslin under PD, 6C.12, 243
- $\underset{\sim}{\boldsymbol{\Delta}}{ }_{2 n+1}^{1}$ as $\underset{2}{\boldsymbol{\delta}}{ }_{2 n+1}^{1}$-Borel under PD, 6C.13, 244
- Suslin Theorem for $\underset{\sim}{\underset{\sim}{\underset{2}{2}}} \underset{ }{1}$, under AD, 7D.9, 331
- ${\underset{\sim}{\boldsymbol{\Delta}}}_{2 n+2}^{1}$ as a union of $\underset{\sim}{\boldsymbol{\delta}} \underset{2 n+1}{1}$ sets in $\underset{\sim}{\boldsymbol{\Delta}}{ }_{2 n+1}^{1}$, under AD, 7D.10, 333
- $\boldsymbol{\Sigma}_{\sim}^{1},{ }_{\sim}^{1}{ }_{4}^{1}$ under AD, $8 \mathrm{H} .11,465$
- see also Kleene pointclasses, $\Pi_{1}^{1}, \Sigma_{1}^{1}, \Sigma_{2}^{1}$

Lusin sieve, 202
Lusin-Sierpinski index, 73
Lusin-Sierpinski ordering, 149
Mansfield's Perfect Set Theorem, 8G.2, 418
Martin's measure on the Turing degrees, under AD, 7D.15, 338 - 7D.17, 338
Martin-Solovay Uniformization Theorem, 8H.9, 462, 8H.10, 464
MC (there exists a measurable cardinal), 280 meager, 79

- subsets of $\mathcal{X}$, as a $\sigma$-ideal, regular from above, 2H.4, 82
- computation of " $\{y: P(x, y)\}$ is meager", 4F.19, 198
- non-meager sets in $\Pi_{1}^{1}$ have $\Delta_{1}^{1}$ members, 4F.20, 200
- subsets of $\mathcal{X}$, as a $\sigma$-ideal definable over an inner model of ZF, 8G.6, 421
- subsets of $\mathcal{X}$, as a $\sigma$-ideal satisfying the CCC in any inner model of ZF, 8G.7, 422
measurable
- function, see functions, $\mu$-measurable, Lebesgue measurable
- pointset, see pointset, $\mu$-measurable
measurable cardinal, 280
- basic theory: 6G
$\circ$ is Ramsey, 6G.5, 284
$\circ \aleph_{1}$ is measurable, under AD, 7D.18, 338
- MC, 280
minimalization, 90
$k \doteq n, 92$
monotone
- П-collection, 312
- $\Sigma$-collection, 312
- pointset operation, 310
- set relation, 311
- operative, 311

Mostowski Collapsing Lemma, 8C.9, 380

- collapsing map, 380

Mostowski's Theorem, 8E.4, 396
multiple-valued strategy, same as quasistrategy
natural numbers, same as integers, $\omega$
$\mathcal{N}$, see Baire space
nbhd diagram (of a function), 110
nbhd fan, 190
neighborhood, same as nbhd
nodes (of a tree), 57
norm, 52

- $|\varphi|$ (length of $\varphi$ ), 161
- $\Gamma$-norm, 153
- associated $\leq_{\varphi}^{*},<_{\varphi}^{*}, 153$
- $\lambda$-norm, 52
- associated prewellordering, 2G.8, 79
- equivalent norms, 152
- regular, 79
- see also prewellordering property, Boundedness Theorem for $\boldsymbol{\Pi}_{1}^{1}$-norms
normal measure (ultrafilter), 281
normed pointclass, 153
- see also prewellordering property

Norm-Transfer Theorem for Э, 6D.3, 246
notion (condition, set operation or set), 392
Novikov-Kondo-Addison Uniformization Theorem, 4F.5, 189

- see also uniformization
nowhere dense set, 79
$\mathcal{N} \subseteq L, 208$
- see also constructible universe, $L$
null set (set of measure 0 ), 79
$O$ (Kleene's ordinal notations), 203
$\omega_{1}^{\text {CK }}$ (Church-Kleene $\left.\omega_{1}\right), 149$
- same as $\delta_{1}^{1}, 4 \mathrm{~A} .5,150$
$\omega_{1}^{x}, 186$
parametric determinacy, 344
parametrization, 26
- good, 139
- universal set, 27
- see also next entry

Parametrization Theorem

- for ${\underset{\sim}{\boldsymbol{\Sigma}}}_{1}^{0}$, 1D.1, 27
- for $\underset{\sim}{\boldsymbol{\Sigma}} 0,{\underset{\sim}{n}}_{n}^{0}, 1 \mathrm{D} .2,28$
- for $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{n}^{1}, \underset{n}{\boldsymbol{\prod}}{ }_{n}^{1}$, 1E.3, 32
- for $\underset{\sim}{\boldsymbol{\Sigma}} 0,{\underset{\sim}{\boldsymbol{\Pi}}}_{\boldsymbol{\sim}}^{0}$ in $\mathcal{N}, 1 \mathrm{~F} .6,36$

- for the Kleene pointclasses (in every $\mathcal{Y}$ ), 3F.6, 129
- Good Parametrization Lemma, 3H.1, 137
- for the points in a Spector pointclass, 4D.2, 166
- for IND, IND, 7C.3, 315
partial functions, 131
- $\Gamma$-recursive on $D, 131$
- recursive, same as $\Sigma_{1}^{0}$-recursive
partial injection, $f: \mathcal{X} \rightharpoonup \mathcal{Y}$ and surjection, $f$ :
$\mathcal{X} \rightarrow \mathcal{Y}, 131$
partial ordering, 78
partition property, 282
payoff (of a game), 218
PCA-sets, same as $\underset{\sim}{\boldsymbol{D}}{ }_{2}^{1}$
$P$ computes $f$ on $\widetilde{D}, 131$
PD, projective determinacy, 229
- basic theory: Chapter 6
$P \triangle Q$, symmetric difference, 79
$\operatorname{pd}(n)$, predecessor function, 89
perfect set, 50
perfect set property, 61
- see also Perfect Set Theorem

Perfect Set Theorem

- for $\boldsymbol{S}_{\boldsymbol{\kappa}}, 2 \mathrm{C} .2,59$
- for $\boldsymbol{\Sigma}_{1}^{1}, 2 \mathrm{C} .3,61$
- fails for the class of all sets, 2C.4, 61
- effective, for $\Sigma_{1}^{1}, 4 \mathrm{~F} .1,184$
- fails for $\Pi_{1}^{1}$ in $L, 5 \mathrm{~A} .8,212$
- for $\Lambda$, under $\operatorname{Det}(\Lambda), 6 \mathrm{~A} .12,225$
- for $\Sigma_{2 n+1}^{1}$ under PD, 6E.5, 259
- for $\exists^{\mathcal{N}} \Lambda$ under $\operatorname{Det}(\Lambda), 6 \mathrm{G} .10,288$
- for ${\underset{\sim}{2}}_{2}^{1}$ under $\kappa \rightarrow\left(\aleph_{1}\right), 6 \mathrm{G} .10,288$
- for all sets under AD, 7D.2, 325
- for closed sets, 2A.1, 50
- for $\boldsymbol{S}_{\kappa}$ over $M, 8 \mathrm{G} .2,418$
- for $\Sigma_{2}^{1}$ over $L, 8 \mathrm{G} .4,419$
- for $\Gamma$ resembling $\Pi_{1}^{1}, 8 \mathrm{G} .18,431$
perfect space, 9
Periodicity Theorems
- First, 6B.1, 230
- Second, 6C.3, 236
- Third, 6E.1, 255
$p_{i}$ (the $i$ 'th prime), 94
$\Pi_{1}^{1}, 118$
- basic theory: Chapter 4, especially 4A, 4F
- normal form, 4A.1, 145
- Basic Representation Theorem, 4A.3, 147
- Boundedness Theorem, 4A.4, 149
- prewellordering property, 4B.2, 153
- as the smallest Spector pointclass, 4C.2, 159
- scale property, 4E.1, 173, 4E.6, 179
- uniformization property, 4E.4, 178
$\circ \Pi_{1}^{1}$-singletons are a basis, 4E.10, 183
- Spector-Gandy Theorem, 4F.3, 185
- largest thin $\Pi_{1}^{1}$ set, 4F.4, 187, 5A.11, 214, (in L)
- see also $\Delta_{1}^{1}$
${\underset{\sim}{1}}_{1}^{1}$ (coanalytic, CA), 30
- see also $\Pi_{1}^{1}$
${\underset{\sim}{1}}_{1}^{1}$ (CPCA), 30
$\widetilde{\Pi}_{0}^{1}$, same as $\Pi_{1}^{0}, 234$
${\underset{\sim}{n}}_{n}^{0}, 16$
- points of differentiability, 24
- see also Borel pointclasses of finite order
$\underset{\sim}{\Pi}{ }_{\xi}^{0}, 35$
o see also Borel pointclasses of countable order
$P_{i}^{k}(x)$, projection functions on $\omega, 90$
pointclass, 15
- Spector, see Spector pointclass
- adequate, 119
- associated boldface $\underset{\sim}{\boldsymbol{\Gamma}}, 137$
- closed under a pointset operation, 20, 34
- normed, 153
- see also prewellordering property
- relativization $\Gamma(z), 114$
- resembling $\Pi_{1}^{1}, 430$
- basic theory 8G.17, 430-8G.30, 444
- scaled, 173
- see also scale property
- $\Sigma$-pointclass, 110
- not always adequate, 3G.3, 134
- with the substitution property, 3G.1, 132, 3G.4, 134
- $\Sigma^{*}$-pointclass, 293
- $\mathcal{Y}$-parametrized, 27
pointset, 14
- absolutely measurable, 83
- closure properties, 2H.8, 83
- analytical, 118
- arithmetical, 118
- Borel, of row $\xi$ (Lebesgue), 47
- comeager, 84
- $F_{\sigma}$ modulo a meager set, 2H.4, 82
- $\Gamma$-enumerable, 111
- $\Gamma$-inductive, 312
- hyperarithmetical, 307
- hyperprojective, 315
- absolutely, 315
- in $L$, analytical, lacking regularity properties, 5A.8, 212
- inductive, 315
- absolutely, 315
- Lebesgue measurable, 83, 84
- basic theory: 2 H
- meager, 79
- see also meager
- $\mu$-measurable, 83
- closure properties, 2H.8, 83
- not Lebesgue measurable, 2H.9, 84
- not determined, 6A.6, 222
- nowhere dense, 79
- of $\mu$-measure 0 , null, 79
- of type 0,105
- of type 1, 106
$\circ$ open as semirecursive in some $\varepsilon \in \mathcal{N}, 3 \mathrm{C} .13$, 110
- perfect, 50
- $\Pi_{1}^{1}$, uncountable, thin, in $L, 5 \mathrm{~A} .8,212$
- recursive, 91, 106
- semirecursive, see semirecursive pointsets
- $\sigma$-compact, 195
- thin (with no perfect subset), 187
- largest in $\Pi_{1}^{1}, 4 \mathrm{~F} .4,187$
- see also largest countable set
- uncountable with no perfect subset, 2C.4, 61
- with the property of Baire, 82
- closed under $\mathscr{A}, 2 \mathrm{H} .5,83$
- without the property of Baire, 2H.6, 83
- see also individual entries for specific pointclasses-

Borel, $\Sigma_{1}^{1}$, etc.
pointset operation

- $\mathscr{A}, \mathscr{A}^{\kappa}, 52$
- Cantor derivative, 51
- continuous substitution, 20
- countable, $\bigvee^{\omega}, \bigwedge^{\omega}, 33$
- game quantifier, Э, 244
- propositional, $\neg, \vee, \&, 18$
$\circ$ quantifiers, $\exists^{\mathcal{Y}}, \forall^{\mathcal{Y}}, \exists \leq, \forall \leq, 19$
- recursive substitution, 113

Polish space, 9

- Borel isomorphic with $\mathcal{N}, 3$ I.1, 141, 3I.4, 142
$\circ$ as continuous image of $\mathcal{N}, 1 \mathrm{~A} .1,10$
- recursively presented, 96

○ $\varepsilon$-recursively presented, 142

- perfect, 9
- continuous injection $\pi: \mathbb{C} \hookrightarrow \mathfrak{M}, 1 \mathrm{~A} .3$, 12
$\circ$ presented recursively and ZF-absolutely, 8E.10, 400
- see also product space
positive
- arithmetical set relations, $\operatorname{pos} \Sigma_{n}^{0}, \operatorname{pos} \Pi_{n}^{0}, 313$
- analytical set relations, $\operatorname{pos} \Sigma_{n}^{1}, \operatorname{pos} \Pi_{n}^{1}, 313$
- analytical inductive, same as inductive
prewellordering, 78
prewellordering property, 153
- basic theory: 4B
- from adequate $\Gamma$ to $\boldsymbol{\Gamma}, 4 \mathrm{~B} .7,155$
- for $\Sigma_{n}^{0}, \Sigma_{n}^{0}$, for $n>\widetilde{1,4 B} .8,155$
- for $\Pi_{1}^{1},{\underset{\boldsymbol{\Xi}}{1}}_{1}^{1}, 4 \mathrm{~B} .2,153$
- for $\Sigma_{2}^{1},{\underset{2}{2}}_{1}^{1}, 4 \mathrm{~B} .3,154$
- implies reduction, 4B.10, 155
- not holding for both $\Gamma$ and $\neg \Gamma$, 4B.13, 157
- for $\Pi_{2 n+1}^{1}, \Sigma_{2 n+2}^{1}$ under PD, 6B.2, 234
- preserved under Э, 6D.3, 246
- see also $\mathrm{S} \mathrm{\Sigma}_{n}^{0}$
- for IND, 7C.3, 315
prewellordering theory, 204
primitive recursion, 89
Principle of $\Gamma$-dependent choices, 4C.12, 163
product space, 14
- of type 0,105
- of type 1, 106
- as continuous, injective image of a closed subset of $\mathcal{N}, 1$ G.2, 38
- Borel isomorphic with $\mathcal{N}$, if perfect, 1G.4, 41
- presented recursively, 98
- recursively homeomorphic spaces of the same type 0, 1, 3D.13, 116
- $\Delta_{1}^{1}$-isomorphic with $\mathcal{N}$, if perfect, 3E.7, 122
- presented ZF-absolutely, 8E.10, 400, 8E.11, 401
projective determinacy (PD), 229
projective ordinals, ${\underset{\sim}{\boldsymbol{\delta}}}_{n}^{1},{\underset{\sim}{n}}_{n}^{1}, 7 \mathrm{D} .8,330,7 \mathrm{D} .11$, 334, 8H.13, 466
projective sets, 30
- see also Lusin pointclasses
property $P, 61$
- see also Perfect Set Theorem
property of Baire, 82
- basic theory: 2 H
- for B, 2H.3, 82
- preserved by the operation $\mathscr{A}, 2$ H.5, 83
- not true of all sets, 2H.6, 83
- not true of all $\Delta_{2}^{1}$ sets in $L, 5$ A. 8,212
- for sets in $\Lambda$, under $\operatorname{Det}(\Lambda), 6 \mathrm{~A} .16,227$
- for sets in $\exists^{\mathcal{N}} \Lambda$ under $\operatorname{Det}(\Lambda), 6 \mathrm{G} .11,288$
$\circ$ for ${\underset{\sim}{2}}_{1}^{1}$ sets under $\kappa \rightarrow\left(\aleph_{1}\right), 6 \mathrm{G} .11,288$
$\circ$ for all pointsets, under AD, 7D.2, 325
- for $\Sigma_{2}^{1}$ sets if $\operatorname{card}(\mathcal{N} \cap L)=\aleph_{0}, 8 \mathrm{G} .9,425$
$\mathfrak{p}[T]$, projection of a tree, 58
quantifier manipulation rules, 23
quasistrategy, quasideterminacy, 342
radius $\left(N_{s}\right)$, the radius of a nbhd, 98
Ramsey cardinal, 284
- implies ( $\forall \alpha$ )[ $\alpha^{\#}$ exists], 8H.15, 467
- implies $\operatorname{Det}\left({\underset{\sim}{2}}_{1}^{1}\right), 8 \mathrm{H} .16,467$
rank (of a set), 388
rank function, 62
○ of a tree, 62
- of a wellfounded relation, 75
rational (Borel set) over M, 419
real numbers, $\mathbb{R}, 9$
- their continuous images, 1E.7, 33
- recursively presented, 97
- structure of analysis, 356

Recursion Theorem

- for relations, 3H.3, 140
- for functions in a $\Sigma^{*}$-pointclass, 7A.2, 294
- effective (transfinite) recursion, 7A.4, 296
recursive functions
- on $\omega, 90$
- basic theory: 3A, 3F
- complete recursion, 96
- composition, 89
- minimalization, 90
- primitive recursion, 89
- simultaneous recursion, 96
- on product spaces, 110
- basic theory: 3D
- connection with continuity, 3D.21, 117
- relativized to a point $z, 114$
- see also $\Gamma$-recursive functions
recursive homeomorphism, 116
recursive partial function, 131
recursive presentation, 96
- basic theory: 3B
- relative to $\varepsilon, 142$
recursive real numbers, 3D.8, 115, 3D.19, 117
recursive relation, see pointset, recursive
reduction property, 26
- for $\boldsymbol{\Sigma}_{n}^{0}, n>1,1 \mathrm{C} .7,26$
- for ${\underset{\sim}{\boldsymbol{\Sigma}}}_{\underset{\xi}{0}}^{0}, \xi>1,1$ F. 9,37
- follows from prewellordering, 4B.10, 155
- implies separation for the dual class, 4B.11, 156
- see also prewellordering property

Reflection Theorem, 8C.4, 378

- countable, 8C.10, 381
- countable, without AC, 8F.14, 413
reflexive binary relation, 78
regular from above (ideal), 79
regular measure, 212
regular norm, 79
relation (as a pointset), 15
o see also pointset, binary relation, wellfounded strict binary relation
relative constructibility, 414
relativization of a pointclass, $\Gamma(z), 114$
Relativization Principle, 3I.2, 141
remarkable character, $\alpha^{\#}, 456,459$
- $\alpha^{\#}$ exists, 459
- as a $\Pi_{2}^{1}(\alpha)$ singleton, 8 H.6, 459
$\circ \alpha^{\#}$ exists $\Longrightarrow \operatorname{card}(\mathcal{N} \cap L(\alpha))=\aleph_{0}, 8$ H. 7 , 460
resolvent (of a pointset, relative to a norm), 161
Restricted Quantification Theorem, 4D.3, 167
restricted second order relation, 441
$u \upharpoonright t$, code of sequence restriction, 95
$\rho^{T}$, rank function on a tree, 63
run (of a game), 218
satisfaction relation, 359
- $\Delta_{1}^{1}$ in the codes, 8A.6, 364
scale, 173
- very good, 175, 4E.6, 179
- see also next entry
scale property, 173
- basic theory: 4E
- implies uniformization, 4E.3, 177
- for $\Pi_{1}^{1},{\underset{\sim}{~}}_{1}^{1}, 4 \mathrm{E} .1,173,4 \mathrm{E} .7,180$
- for $\Sigma_{n}^{1}(n \geq 2)$ in $L, 5 \mathrm{~A} .5,210$
- propagation under $\forall \mathcal{N}^{\mathcal{N}}$, under determinacy, 6A.4, 222
- propagation under $\exists^{\mathcal{N}}, 6 \mathrm{C} .2,235$
- for $\Pi_{2 n+1}^{1}, \Sigma_{2 n+2}^{1}$ under PD, 6C.4, 240
- propagation under $\bigcirc$, under determinacy, 6E.15, 267
- for IND, IND, under determinacy, 7C.5, 315
- for $\Pi_{2}^{1}$ in $\Delta_{3}^{1}$ if $\forall \alpha\left[\alpha^{\#}\right.$ exists], 8H.9, 462
scattered part, 50
Second Incompleteness Theorem, 8I.1, 470
second order arithmetic, 355
Second Periodicity Theorem, 6C.3, 236
section (of a pointset, fiber), 25
Selection Principle
- for $\Sigma_{1}^{0}$ subsets of $\mathcal{X} \times \mathcal{Y}$, with $\mathcal{X}$ of type 0,1 and $\mathcal{Y}$ of type $0,3 \mathrm{D} .12,116$
- see also $\Delta$-Selection Principle, Strong $\Delta$ Selection Principle
semieffective membership test, 87
semirecursive pointsets, 101
- basic theory: 3C
- normal form, 3C.5, 108
- characterized by the metric, 3C.12, 109
- relative to some $\varepsilon \in \mathcal{N}, 3 \mathrm{C} .13,110$
o closed under recursive substitution, 3D.5, 113
- Selection Principle for subsets of $\mathcal{X} \times \mathcal{Y}$, with $\mathcal{X}$ of type 0,1 and $\mathcal{Y}$ of type $0,3 \mathrm{D} .12,116$
- normal form for $P \subseteq \mathcal{X} \times \mathcal{N}, 4 \mathrm{~A} .1,145$
semiscale, 52
- $\lambda$-semiscale, 52
- good semiscale, 75
- $\Gamma$-semiscale, 254
sentence (formal), 360
separation property, 26
$\circ$ for $\boldsymbol{\Pi}_{n}^{0}, n>1,1 \mathrm{C} .8,26$
$\circ$ for $\widetilde{\boldsymbol{\Pi}}^{0}, \xi>1,1 \mathrm{~F} .10,37$
- for $\widetilde{\kappa}$-Suslin sets, 2E.1, 65
- for ${\underset{\sim}{1}}_{1}^{1}$ (by a Borel set), 2E.1, 65
- effective, 7B.3, 302
- for sequences of ${\underset{\sim}{1}}_{1}^{1}$ sets, 2E.6, 68
- for $\Sigma_{1}^{1}, \underset{\sim}{\Sigma}{ }_{1}^{1}, \Pi_{2}^{1}, \underset{\sim}{\underset{\sim}{\mid}}{ }_{2}^{1}, 4$ B. 11,156
- see also reduction property
$\operatorname{Seq}(u), 22,95$
sequence coding for $\mathcal{N}, 31$
sequence coding for $\omega, 21,95$
sequence restriction (in the codes), $u \upharpoonright t, 95$
set relation, 310
- Г on Г, 317
- monotone, see monotone set relation
$\overline{\operatorname{sg}}(n), 93$
$\operatorname{sg}(n), 93$
Shoenfield's Theorem, 8F.8, 407 - 8F.10, 410
Sierpinski's projection equations, $2 \mathrm{~F} .1,70$
sieve, 203
$\sigma$-algebra, 65
- see also $\lambda$-algebra
$\sigma$-finite Borel measure, 79
$\sigma$-ideal, 79
- see also $\kappa$-ideal
$\Sigma_{1}$ formulas, 387
$\Sigma_{n}^{1}$ formula (in second order arithmetic), 370
$\underset{\sim}{\boldsymbol{\sigma}}{ }_{n}^{1}, 333$
- see also projective ordinals
$\Sigma_{1}^{1}, 118$
o related to $\underset{\sim}{\underset{\sim}{\Sigma}}{ }_{1}^{1}, 3 \mathrm{E} .4,120$
- as projections of $\Pi_{2}^{0}$ sets, 3E.12, 124
- separation property, 4B.11, 156
- Kleene's Basis Theorem, 4E.8, 180
- Effective Perfect Set Theorem, 4F.1, 184
$\circ \Delta_{1}^{1}$-enumerated, when countable, 4F.5, 189
- ZF-absolute, 8E.11, 401
o see also $\underset{\sim}{\underset{1}{1}}, \Pi_{1}^{1}$, Kleene pointclasses
$\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}$ (analytic), 30
- as continuous images of $\mathcal{N}, 1$ E.6, 33
- as projections of ${\underset{\sim}{~}}_{2}^{1}$ sets, 1G.12, 44
- same as Suslin ( $\aleph_{0}$-Suslin), 51
- closed under $\mathscr{A}, 2$ B. 2,54
- as projections of a tree , 2C.1, 58
- Perfect Set Theorem, 2C.3, 61
- Strong Separation Theorem, 2E.1, 65
- simultaneous separation of a sequence, 2E.6, 68
- property of Baire, 2H.5, 83
- absolute measurability, 2H.8, 83
- as unions and intersections of $\aleph_{1}$ Borel sets, 2F.2, 71
- wellfounded relations, 2G.3, 78
- Boundedness Theorem for ordinal codes, 4A.6, 150
$\circ$ determined under $\kappa \rightarrow\left(\aleph_{1}\right), 6 \mathrm{G} .7,285$
$\circ$ determined under $(\forall \alpha)\left[\alpha^{\#}\right.$ exists $]$, 8H.16, 467
- see also $\Sigma_{1}^{1}, \Pi_{1}^{1}$, Lusin pointclasses $\Sigma_{2}^{1}, 118$
- prewellordering property, 4B.3, 154
- reduction property, 4B.10, 155
- failure of separation, 4B.12, 156
- as the smallest Spector pointclass closed un$\operatorname{der} \exists^{\mathcal{N}}, 4 \mathrm{C} .2,159$
- uniformization property, 4E.4, 178
- Basis Theorem, 4E.5, 179
- scale property, 6C.2, 235
- absolute over $L, 8$ F.9, 409
- not ZF-absolute, 8F.18, 413
- as $\aleph_{1}$-Suslin over $L, 8$ G.3, 418
- as $\left(\aleph_{1}+1\right)$-Borel over $L, 8$ G.5, 420
- property of Baire and absolutely measurable if $\operatorname{card}(\mathcal{N} \cap L)=\aleph_{0}, 8$ G.9, 425
- see also next entry
$\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2}^{1}$ (PCA), 30
- as $\aleph_{1}$-Suslin, 2D.2, 64
- as unions of $\aleph_{1}$ Borel sets, 2F.3, 72
- wellfounded relations, 2G.4, 78
$\circ$ under $\kappa \rightarrow\left(\aleph_{1}\right)$
- perfect set property, 6G.10, 288
- property of Baire, 6G.11, 288
- absolute measurability, 6G.12, 289
- regularity properties under $(\forall \alpha)[\operatorname{card}(\mathcal{N} \cap$ $L(\alpha))=\aleph_{0}$ ], 8G.9, 425
$\circ$ as (all) unions of $\aleph_{1}$ Borel sets, under AD, 7D.10, 333
- see also $\Sigma_{2}^{1}$
$\Sigma_{2}^{1}$-good wellordering of $\mathcal{N}$ in $L, 208$
o equivalent to $\mathcal{N} \subseteq L, 8 \mathrm{G} .11,427$
$\Sigma_{0}^{1}$, same as $\Sigma_{1}^{0}, 234$
$\Sigma_{0}$ formulas, 379
- absolute for transitive classes, 384
$\underset{\sim}{\Sigma}{ }_{n}^{0}, 15$
o continuous images of $\mathbb{R}$ in $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{2}^{0}$, 1E.7, 33
- see also Borel pointclasses of finite order
$\Sigma_{1}^{0}$, same as semirecursive
$\underset{\sim}{\boldsymbol{\Sigma}} \underset{\xi}{0}, 34$
- as $\Sigma$-pointclasses, 111
- see also Borel pointclasses of countable order
$\underset{\sim}{\Sigma}{ }_{\xi}^{0}$-measurable functions, 43
o basic theory: 1G.6, 43 - 1G.16, 45
simultaneous recursion, 96
$\boldsymbol{S}_{\kappa}(=\boldsymbol{S}(\kappa)), \kappa$-Suslin, 51, 54
- basic characterizations, 2B.1, 53
- closure properties, 2B.2, 54
- for $\mathrm{cf}(\kappa)>\omega, 2 \mathrm{~B} .4,56$
- Perfect Set Theorem, 2C.2, 59
- as union and intersection of $\kappa^{+},(\kappa+1)$-Borel sets, 2F.2, 71
- for $\kappa=\aleph_{n}(n \geq 1)$ as a union of $\aleph_{n}$ Borel sets, 2F.4, 73
- as $(\kappa+1)$-Borel modulo a $\kappa$-ideal, 2H.1, 80
- over an inner model, 418

Skolem set, 363
Skolem-Löwenheim Theorem, 8A.4, 362
$S(n)$, successor function, 90
Solovay games, 339
Spector pointclass, 158

- basic theory: 4C, 4D
- Covering Lemma (when $\forall^{\mathcal{N}} \Gamma \subseteq \Gamma$ ), 4C.11, 163
- Restricted Quantification Theorem, 4D.3, 167
- Strong $\Delta$-Selection Principle, 4D.6, 168
- $\Delta \cap \mathcal{N}$ in $\Gamma, 4 \mathrm{D} .14,171$
- $\Delta \cap \mathcal{N}$ not in $\Delta$ (for suitably closed $\Gamma$ ), 4D.16, 171
- $\Delta$-Uniformization Criterion, 4D.4, 167
- parametrization of the points in $\Delta, 4 D .2,166$
- Basis Theorem for compact sets in $\Delta, 4 \mathrm{~F} .11$, 192
- $5 \Sigma_{n}^{0}$ is a Spector pointclass, 6D.4, 251
- IND is a Spector pointclass, 7C.3, 315

Spector-Gandy Theorem 4F.3, 185

- for $\Pi_{2 n+1}^{1}$ under PD, 6E.7, 260
standard model (of a set theory), 391
- smallest standard model of ZF, 8F.15, 413
standard universe of sets, 355
$u * v$ (code of concatenation), 95
$\sigma * \tau$ (strategy clash), 218
$\sigma *[\beta],[\alpha] * \tau$ (strategy application), 230
strategy, 218
- winning, 218
- minimal, best, 257
- partial, 272
- quasistrategy, 342
- parametric, 344
strict part $<_{R}$ (of a binary relation), 74
Strong $\Delta$-Selection Principle, 4D.6, 168
Strong Separation Theorem, 2E.1, 65, see also 2F.6, 74
- effective, 7B.3, 302
strongly inaccessible cardinal, 287
structure, 356
- of arithmetic, 355
- of second order arithmetic, 355
- of analysis, 356
- of set theory, 356
subgame, 219
substitution property (for pointclasses), 131
Suslin sets, same as $\underset{\sim}{\Sigma}{ }_{1}^{1}$, analytic
Suslin Theorem, 2E.2, 68
- for $\underset{\underset{\sim}{\Delta}}{\underset{2 n+1}{1}}$, under AD. 7D.9, 331

Suslin-Kleene Theorem, 7B.4, 305
symmetric difference, $P \triangle Q, 79$
[ $T$ ] (the body of a tree), 58
$T_{\Gamma}=T_{\Gamma, G, \bar{\varphi}}$

- basic theory of $L\left[T_{\Gamma}\right]$, 8G.10, 8G.15-8G. 31
$T_{2 n+1}\left(\right.$ same as $\left.T_{\Pi_{2 n+1}^{1}}\right), 426$
©, 326
- a limit cardinal, under AD, 7D.19, 339
thin pointset, 187
- see also pointset, thin

Third Periodicity Theorem, 6E.1, 255
totally disconnected space, 10
transcendental points over $M$, relative to $J, 423$
transfinite recursion, see definition by recursion
transitive class (or set), 380
tree, 57

- Sierpinski's projection equations, 2F.1, 70
- basic theory: 2C, 2D
- [T], body of a tree, 58
- as closed subset of ${ }^{\omega} X, 2 \mathrm{C} .1,58$
- of pairs, 63
- rank function $\rho^{T}, 63,70$
- wellfounded, 62
trivial functions, 102
trivial substitution, 312
truth (in a structure), 360
Turing reducibility, equivalence, degrees, 117
- Martin's measure on $\mathcal{D}_{T}$, under AD, 7D.15, 338 - 7D.17, 338
type 0 or 1 space, see product space
$\left\langle t_{0}, \ldots, t_{n-1}\right\rangle, 95$
$\mathcal{U}(x)$ (the codeset of nbhds of $x$ ), 114
$(u)_{i}, 22,95$
ultrafilter (maximal filter), 280
uniform indiscernibles, 460
- basic theory: 8H.8, 461, 8H.11, 465, 8H.12, 465
uniform reduction property, 157
uniformity (in given codings), 136
- Uniform Closure Theorem, 3H.2, 139
uniformization, 25
- for $P \subseteq \mathcal{X} \times \omega$ in $\underset{\sim}{\underset{\xi}{0}} \mathbf{0}, \xi>1,1 \mathrm{C} .6,25,1 \mathrm{~F} .8$, 37
- for $P \subseteq \mathcal{X} \times \mathcal{Y}$ in $\Sigma_{1}^{0}$ with $\mathcal{X}$ of type 0,1 and $\mathcal{Y}$ of type 0,3D.12, 116
- for $P \subseteq \mathcal{X} \times \omega$ in $\Sigma_{n}^{0}, 3 \mathrm{E} .10,123$
- (easy), for $\Gamma$-subsets of $\mathcal{X} \times \omega$ when $\Gamma$ is adequate, normed, closed under $\forall^{\omega}$, 4B.4, 154
- $\Delta$-uniformization criterion, 4D.4, 167
- fails for $\Pi_{1}^{0}$ by $\underset{\sim}{\boldsymbol{\Sigma}}{ }_{1}^{1}$, 4D.11, 170
- for Borel sets whose sections have isolated points, 4D.12, 170
- for convex Borel sets in $\mathbb{R}^{n}$, 4D.13, 171
- for $\Pi_{1}^{1}, \Sigma_{2}^{1}$ (Novikov-Kondo-Addison), 4E.4, 178
- Uniformization Lemma (for scaled $\Gamma$ ), 4E.3, 177, 4E.7, 180
- von Neumann Selection Theorem, 4E.9, 181
- for Borel sets with countable sections, 4F.6, 189
- for Borel sets with $\sigma$-compact sections, 4F.16, 195
- for Borel sets with non-meager sections, 4F.20, 200
- fails for $\Sigma_{1}^{1}$ by differences of $\Sigma_{1}^{1}$ sets, 4F.22, 202
- for $\Sigma_{n}^{1}(n \geq 2)$ in $L, 5$ A.4, 210
- for $\Pi_{2 n+1}^{1}, \Sigma_{2 n+2}^{1}$ under PD, 6C.5, 240
- for $P$ in $\underset{2}{\Delta}{ }_{2 n+2}^{1}$ with countable sections under PD, 6E.6, 260
- for IND, IND, under $\operatorname{Det}(\mathbf{H Y P}), 7 \mathrm{C} .5,315$
- for $\Pi_{2}^{1}$ in $\Pi_{3}^{1}$, if $(\forall \alpha)\left[\alpha^{\#}\right.$ exists], $8 \mathrm{H} .10,464$
universal set (for $\Gamma \upharpoonright \mathcal{X}$ ), 27
- see also parametrization
$\bigvee^{\omega}, 34$
very good scale, 175, 4E.6, 179
$V=L$ (every set is constructible), 390
$V=L, V=L(A)$ (formally), 402
von Neumann Selection Theorem, 4E.9, 181
Wadge
- reducibility, 325
- degrees, 335
- wellfounded, under AD, 7D.14, 336
- self-dual degrees, 336

Wadge's Lemma, 7D.3, 325
$\bigwedge^{\omega}, 34$
wellfounded

- strict binary relation, 75
- ${\underset{\sim}{\boldsymbol{\Sigma}}}_{1}^{1}, 2 \mathrm{G} .3,78$
- $\underset{\sim}{\underset{\sim}{1}}{ }_{2}^{1}, 2 \mathrm{G} .4,78$
- tree, 62
wellordering, 78
- see also $\Gamma$-good wellordering
winning strategy, 218
WO (codes of wellorderings), 146
ZF, Zermelo-Fraenkel set theory, 373
- consistency and independence results, 5B, 8F.11, 411
- smallest transitive model, 8F.15, 413

ZF-absolute notion, 392

- see also absoluteness
$\mathbf{Z F C}(\mathbf{Z F}+\mathbf{A C}), 374$
ZFL $(\mathbf{Z F}+V=L), \mathbf{Z F L}[\dot{\alpha}], 447$
$Z_{\mu}$ (sets of $\mu$-measure 0 ), 79
- as a $\sigma$-ideal, regular from above, 2H.7, 83
- as a $\sigma$-ideal definable over $M, 8 \mathrm{G} .6,421$
- as a $\sigma$-ideal satisfying the CCC in $M, 8 \mathrm{G} .6$, 421
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